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Abstract: The use of conventional metrics to quantify the perception of
nonlinearly propagated noise has been studied. Gaussian noise waveforms
have been numerically propagated both linearly and nonlinearly, and from the
resulting waveforms, several metrics are calculated. These metrics are over-
all, A-, C-, and D-weighted sound pressure levels, perceived noise level,
Stevens Mark VII perceived loudness, Zwicker loudness, and sharpness. In-
formal listening demonstrations indicate that perceived differences in annoy-
ance between linearly and nonlinearly propagated waveforms are substantial.
Because the metrics studied seem inadequate in representing the perceived
differences, rigorous subjective testing is encouraged to properly quantify
and understand these differences.
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1. Introduction

The effects of noise radiated by high-performance jet aircraft on nearby communities and the
environment is a research question that has been studied in a variety of contexts. One relevant
issue related to the noise impact of these aircraft is the possible influence of nonlinear propaga-
tion effects. Pernet and Payne,1 who performed experiments on nonlinear noise traveling in a
long tube, were motivated by anomalous propagation effects previously observed in jet noise
studies. Webster and Blackstock2 later conducted outdoor experiments with high-amplitude
noise propagation and offered evidence that nonlinearity also affected the propagation of noise
from high-performance aircraft. More recent studies have provided verification that nonlinear-
ity can significantly impact high-amplitude jet noise propagation �e.g., see Ref. 3� and efforts
are underway to incorporate nonlinear effects in noise analysis models for these aircraft.4

The nonlinear propagation of a high-amplitude noise waveform may be described in
the context of either the time or frequency domain. In the time domain, nonlinearity causes
steepening of the high-amplitude portions of the waveform and the possible coalescence of
acoustic shocks.5 In the frequency domain, these time domain effects correspond to a spectral
broadening as cascading sum- and difference-frequency generation occurs. These effects could
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significantly alter the perception of a waveform from that predicted by linear propagation.
Crighton6 further contextualized the potential impact of nonlinear jet noise propagation when
he pointed out that a nonlinear transfer of energy to high frequencies could impact calculations
of noise metrics that penalize these frequencies.

The purpose of this letter is to begin to address the issue of the perception of nonlinear
effects in the atmospheric propagation of broadband noise with the intent of motivating addi-
tional improvement in environmental impact modeling for high-performance aircraft noise.
Specifically, two questions are addressed. First, if nonlinear effects are important in high-
amplitude noise propagation, does perception of the noise change as a result of nonlinear propa-
gation? Second, do common metrics adequately account for any change in perception due to
nonlinearity?

In this letter, results are presented from a study in which a waveform with a shaped
broadband spectrum has been numerically propagated both linearly and nonlinearly. The result-
ant waveforms may be heard by the reader. From the linearly and nonlinearly predicted wave-
forms, several single-number metrics commonly used in the environmental noise and sound
quality communities have been calculated. The metrics calculated are overall, A-, C-, and
D-weighted sound pressure level, perceived noise level, Stevens Mark VII perceived loudness,
Zwicker loudness, and sharpness. Although the list is by no means exhaustive, the results dem-
onstrate a possible shortcoming of traditional metrics when used to quantify the readily per-
ceived difference between the nonlinearly and linearly propagated waveforms.

2. Metrics considered

The metric that is most commonly used to calculate the perceptual impact of an acoustic source
is A-weighted sound pressure level, LA. However, because the A-weighting curve is based on the
40-phon equal loudness contour and observed jet noise levels are often much greater than 40
phon, C-weighted sound pressure level �LC�, which is based on the 90-phon contour, has also
been calculated. Another weighting that has been used specifically for aircraft noise is
D-weighting, which is based on work by Kryter7 and emphasizes annoyance or noisiness caused
by high-frequency energy in the range of 1–12 kHz. Although D-weighting was formally
standardized,8 that standard has since been withdrawn and the weighting is not frequently used
now. However, because of its intended application to aircraft noise and its particular emphasis
on high-frequency content, which could be important for the perception of nonlinear effects,
D-weighted sound pressure level �LD� has also been calculated in this study. In addition, ordi-
nary �nonweighted� overall sound pressure level, L, has also been calculated.

An additional metric that has been calculated is perceived noise level �PNL�, which is
also based on Kryter’s work with the perception of noisiness.9,10 �PNL� is currently used by the
Federal Aviation Administration as part of the calculation of effective perceived noise level
�EPNL�, the standard metric for noise certification of commercial aircraft. PNL, rather than
EPNL, has been calculated because the latter metric is intended for transient waveforms mea-
sured from flyovers.

Two other metrics calculated are Stevens Mark VII �Ref. 11� perceived loudness �PL�
and Zwicker loudness12 �ZL�. Mark VII perceived loudness calculates the loudness in third-
octave bands according to estimated inverses of the equal loudness contours. The loudness for
each band is then summed with additional weight being given to the loudest band. Zwicker
loudness calculates the specific loudness in each critical band and then sums them to find the
total loudness. Both PL and ZL have been used extensively to assess loudness and annoyance in
various sonic boom studies.13

The final metric that is calculated is sharpness �S�, which is a psychoacoustical quality
that increases according to the relative amount of high-frequency energy in a signal. Sharpness
is viewed as a negative indicator of sensory pleasantness; thus sharp sounds are frequently felt
to be more annoying or unpleasant. Although there are different proposed methods for calcula-
tion of sharpness,14–17 the method selected for this study is that of Zwicker and Fastl,14 who
calculate sharpness based on a weighted sum of specific loudness.
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Before proceeding, it is important to note that some of these metrics �L, LA, LC, PL,
and ZL� are intended to quantify the subjective impression of loudness while the remaining
metrics �LD, PNL, and S� are designed to correlate with annoyance or perceived noisiness.
However, loudness is a significant contributor to overall annoyance and LA, PL, and ZL are often
used to quantify the overall perceptual impact of sounds. The merits and shortcomings of many
of these metrics �e.g., LA� have been frequently discussed and debated for various applications
and an extensive list of references could be given. However, for the purposes of this investiga-
tion, all the metrics have been placed on equal footing in their presumed ability to quantify an
overall impression of a noise waveform, regardless of their original intent to quantify loudness
or noisiness.

3. Test case description and results

3.1 Test case description

For this study, an initially Gaussian waveform with a shaped broadband spectrum has been
numerically propagated with a model18 that solves the generalized Burgers equation �GBE�,19 a
widely used nonlinear model equation. The particular GBE used in this research accounts for
the phenomena of quadratic nonlinearity, atmospheric absorption and dispersion, and spherical
spreading. Free-field linear propagation of the waveform has also been carried out by simply
removing the nonlinear term from the GBE. The shape of the power spectral density �PSD� for
the input waveform, shown in Fig. 1�a�, has been chosen to have a 6 dB/octave slope below the
peak frequency of approximately 100 Hz and a −6 dB/octave slope above the peak frequency
in order to simulate a jet mixing noise spectrum. The overall sound pressure level for the input
waveform is L=150 dB re 20 �Pa at an assumed input distance of 10 m, a reasonable level for
a military jet aircraft.20

The input waveform, which consists of 524,288 points sampled at 200 kHz, has been
propagated with both the nonlinear and linear numerical models out to a distance of 1000 m.
Uniform atmospheric conditions of 1 atm, 20 °C, and 50% have been assumed for ambient
pressure, temperature, and relative humidity. The calculated PSD �with a frequency resolution
of 12 Hz� for each of the predicted waveforms is also shown in Fig. 1�a�, where a nonlinear
transfer of energy to high frequencies at the expense of the energy in peak-frequency region
partially mitigates the expected roll-off due to ordinary linear atmospheric absorption. The
high-frequency energy transfer is also evident in a comparison of short segments of the numeri-

Fig. 1. �a� Input power spectral density at 10 m and predicted power spectral densities at 1000 m. �b� Short segments
of the nonlinearly and linearly predicted waveforms at 1000 m as a function of retarded time, �. Note the shock-like
steepness of the nonlinearly predicted waveform at approximately 1.107 and 1.114 s.
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cally propagated waveforms, which are displayed in Fig. 1�b�. The relatively steep portions of
the nonlinearly predicted waveform compared to the linear waveform are the source of the
additional high-frequency energy in the nonlinearly predicted PSD in Fig. 1�a�.

3.2 Waveform playback

A critical aspect of this letter is the ability to listen to the input and output waveforms, which
have been resampled at 44.1 kHz for convenience. As a reference, the shaped Gaussian input
waveform may be heard by clicking on the link to Mm. 1. The linearly and nonlinearly predicted
waveforms may be heard in Mm. 2 and Mm. 3, respectively. Note that the effect of spherical
spreading has been removed from the predicted waveforms so that these and the input wave-
form may be heard and compared for a single audio playback level.

Mm. 1. Input.wav �225 kB�. Shaped Gaussian waveform used as an input to the numerical models.

Mm. 2. Linear.wav �225 kB�. Linearly predicted waveform at 1000 m.

Mm. 3. Nonlinear.wav �225 kB�. Nonlinearly predicted waveform at 1000 m.

Playback of these three waveforms reveals two noteworthy points. First, the lowpass-
filter effect of atmospheric absorption is heard when the linearly predicted waveform in Mm. 2
is compared to the input waveform in Mm. 1. Second, the perceptual impact of nonlinear propa-
gation may be clearly heard by comparing Mm. 3 with the linear waveform in Mm 2. There is a
staccato-like, impulsive quality of the nonlinearly propagated waveform that is also present in
some far-field jet noise recordings and appears to be related to the presence of shock-like struc-
tures in the waveform.21 In informal listening demonstrations carried out by the authors, the
nonlinear waveform is usually perceived to be somewhat louder but significantly more annoy-
ing than the linear waveform, although these are admittedly subjective statements that should
eventually be quantified by rigorous jury testing. However, because there appears to be a con-
siderable difference in perception between the nonlinearly and linearly propagated waveforms,
regardless of subjective descriptors used, a study of which metrics also exhibit significant dif-
ference between the waveforms has been performed.

4. Metric calculations and discussion

The metrics described previously in Sec. II have been calculated for the linearly and nonlinearly
predicted waveforms and are displayed in Table 1. Also shown in Table 1 is the difference be-
tween the nonlinear and linear predictions for each of the metrics. The result for overall sound
pressure level, L, indicates that the nonlinear spectrum has slightly less energy than the linear
spectrum. This result is generally expected for atmospheric nonlinear propagation because en-
ergy is transferred to higher frequencies where absorption coefficients are greater. Although the
difference in L for this test case �0.6 dB� is likely negligible, one could potentially argue that
nonlinear effects might cause an aircraft to be perceived as quieter than for ordinary linear

Table 1. Calculated metrics and difference for the nonlinearly and linearly predicted waveforms. L denotes
overall sound pressure level and the subscripts signify the type of weighting applied. PNL, PL, ZL, and S,
respectively, represent perceived noise level, Stevens Mark VII perceived loudness, Zwicker loudness, and
sharpness.

L
�dB�

LA

�dB A�
LC

�dB C�
LD

�dB D�
PNL

�PN dB�
PL

�PL dB�
ZL

�phon�
S

�acum�

Nonlinear 108.4 98.0 107.4 104.1 111.4 102.5 105.5 1.01
Linear 109.0 97.9 107.9 104.0 110.2 101.5 103.9 0.72
Difference −0.6 0.1 −0.5 0.1 1.2 1.0 1.6 0.29
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propagation as a consequence of the additional energy losses. Of course, L does not account for
the nonuniform response of the ear and so calculation of the other metrics better addresses this
issue.

Table 1 also shows the calculated results for the weighted sound pressure levels, LA,
LC, and LD, and the more sophisticated measures, PNL, PL, and ZL. Because of its greater
weighting of low frequencies, LC gives an almost identical difference between nonlinear and
linear propagation as L. The other weighted sound pressure levels, LA and LD, only show differ-
ences of 0.1 dB and therefore indicate that the nonlinear and linear waveforms should be per-
ceived essentially the same. Finally, PNL, PL, and ZL, all exhibit somewhat greater differences
between the nonlinearly and linearly predicted waveforms �1.2 PN dB, 1.0 PL dB and 1.6 phon,
respectively� and suggest that the nonlinear waveform should be perceived as slightly more
annoying or louder. However, these differences are still relatively small and appear to be insuf-
ficient to accurately represent the perceived difference between the two waveforms.

The final metric shown in Table 1 is that of sharpness, S. Because the unit of S, the
acum, is intended to vary linearly with perception of sharpness, the nonlinear waveform’s
sharpness is approximately 40% greater than that of the linear waveform. This difference could
likely be perceived as significant. However, before sharpness is considered to be a candidate
quantifier of nonlinearly propagated noise, there is another shortcoming of S �and, in fact, of all
the metrics� that should be discussed.

A fundamental difficulty with sharpness and the other metrics calculated is that they
rely solely on averaged power spectral calculations. Because phase is neglected, these metrics
do not uniquely characterize perception of a waveform. Although phase is typically ignored
when quantifying perception of noise, formation of an acoustic shock through nonlinear propa-
gation requires a specific phase relationship between Fourier spectral components of a complex
waveform. If this phase relationship is altered, so are the time waveform and the perception of
an acoustic shock. In other words, if the shock-like structures are critical to the overall percep-
tion of the nonlinearly propagated waveform, modification of the Fourier phase spectrum of the
waveform could significantly alter how it is perceived.

To illustrate this point, the Fourier phase spectrum for the nonlinearly propagated
waveform in Mm. 3 has been randomized with uniform probability. This process results in a
time waveform that has a Gaussian probability density function but possesses the same PSD as
the original nonlinearly propagated waveform. This phase-modified waveform may be heard in
Mm. 4 and is perceived to be different than the original nonlinearly propagated waveform.
Because each of the metrics discussed, including sharpness, responds identically to Mm. 3 and
Mm. 4, none can completely quantify the perceptual impact of nonlinear propagation.

Mm. 4. Phase-modified Nonlinear.wav �225 kB�. Nonlinearly predicted waveform at 1000 m with
its Fourier phase randomized.

One final point of discussion regards the “staccato-like impulsive” quality of the non-
linearly propagated waveform in Mm. 3. For the traditional classification of impulsive sounds
�explosions, sonic booms, gunfire, etc.�, an annoyance penalty is given when assessing percep-
tual impact due to their short duration and high intensity.22 If the nonlinearly propagated wave-
form can be treated as conventional impulsive noise, then there is already a standardized pro-
tocol for addressing its perception. However, the nonlinear noise phenomenon differs from
traditional impulsive noise because the pressure fluctuations are part of a steady-state noise
signal and not a sudden deviation from ambient levels �as occurs in an explosion�. In addition,
nonlinearity actually causes the pressure excursions in the nontransient nonlinearly propagated
waveform to be of lower amplitude than the linearly propagated waveform �see Fig. 1�b��,
which does not possess an impulsive quality. Finally, the perceptual difference between the
nonlinearly propagated waveform in Mm. 3 and the phase randomized version in Mm. 4 is clear,
but conflicts with the conclusion of Fidell et al. that phase randomization of impulsive sounds
does not alter perception of noisiness.23 Additional research is therefore needed to better quan-
tify the perception of the unique phenomenon of nonlinearly propagated noise.
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5. Conclusion

This letter has sought to increase awareness regarding the potential limitations of various noise
and sound quality metrics when used to quantify perception of nonlinearly propagated noise.
Both the waveforms and the metric comparisons have direct implications regarding environ-
mental impact assessment of high-performance jet aircraft. Playback of the waveforms indi-
cates that nonlinear propagation could cause these aircraft to be perceived as more annoying
than predicted by models that assume ordinary linear propagation. However, this perceptual
difference may not be observed with conventional single number metrics because the weighted
sound pressure levels, perceived noise level, Stevens Mark VII loudness, and Zwicker loudness
do not appear to adequately penalize the annoyance caused by the high-frequency energy
present in the nonlinear waveform. Although the sound quality metric, sharpness, does indicate
some appreciable perceived difference between nonlinearly and linearly predicted waveforms,
the neglect of phase information important to nonlinear propagation limits its utility as a viable
metric for this application.

It is clear that additional research regarding the perceptual impact of nonlinearly
propagated noise is needed. Although the multimedia content of this letter makes possible in-
formal listening demonstrations, rigorous subjective testing is required to quantify perceived
differences between nonlinearly and linearly propagated noise. Subjective testing could result
in the formulation of an alternative metric and thereby improve environmental impact assess-
ments of high-power jet aircraft.
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Abstract: We recently proposed that the observed apparent negative dis-
persion in bone can arise from the interference between fast wave and slow
wave modes, each exhibiting positive dispersion �Marutyan et al., J. Acoust.
Soc. Am. 120, EL55–EL61 �2006��. In the current study, we applied Baye-
sian probability theory to solve the inverse problem: extracting the underly-
ing properties of bone. Simulated mixed mode signals were analyzed using
Bayesian probability. The calculations were implemented using the Markov
chain Monte Carlo with simulated annealing to draw samples from the mar-
ginal posterior probability for each parameter.
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1. Introduction

Measurements of the ultrasonic characteristics of bone to assess the risk of fracture due to
osteoporosis are often based on the frequency dependence of attenuation �Droin et al., 1998;
Langton et al., 1984; Wear and Armstrong, 2001�. Bone attenuates ultrasound in a manner that
is approximately linear with frequency �Droin et al., 1998; Wear, 2000a� so that the attenuation
characteristics can be reported as a rate of change with frequency of the attenuation coefficient
times the distance traveled, known as broadband ultrasound attenuation �BUA�, or, if normal-
ized with bone thickness, the normalized broadband ultrasound attenuation �nBUA�. This pa-
rameter is also known as the slope of attenuation. For media with an attenuation coefficient that
can be approximated as increasing linearly with frequency, such as the attenuation coefficient in
bone, the nearly local approximation to the Kramers-Kronig relations with one subtraction �Wa-
ters et al., 2000� suggests that an increase of velocity with frequency would be expected. If the
attenuation coefficient were strictly proportional to frequency, the dispersion would increase
approximately logarithmically with frequency. In contrast with the anticipated results, the fre-
quency dependence of phase velocity �dispersion� measured in a number of laboratories indi-
cates that, on average, the phase velocity of ultrasonic waves propagating in cancellous bone
decreases with increasing frequency �negative dispersion�. However, a positive dispersion is
observed in approximately 10% to 20% of sites measured �Droin et al., 1998; Nicholson et al.,
1996; Strelitzki and Evans, 1996; Wear, 2000b�. Although it is known that in general bone
supports two compressional modes, a fast wave and a slow wave �Fellah et al., 2004; Hosokawa
and Otani, 1997�, in almost all studies that reported negative dispersion only a single wave was
observed. We recently proposed that apparent negative dispersion can result from the interfer-
ence between fast wave and slow wave modes, each of which propagates with the anticipated
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positive dispersion �Marutyan et al., 2006�. Results from simulations based on this hypothesis
appear to be consistent with measurements of both negative and positive dispersions depending
upon specific details of the site measured.

The purpose of this letter is to demonstrate that the true ultrasonic characteristics un-
derlying the fast and slow modes, including their frequency-dependent attenuations and posi-
tive dispersions, can be recovered from the received mixed mode signal using a Bayesian ap-
proach. One motivation for these investigations is the assumption that identifying the true
material properties that underlie the mixed mode signal will provide a more reliable estimate of
bone quality and fracture risk than the apparent properties derived from the mixed mode signal.

The model for ultrasonic propagation in bone, which represents the “forward prob-
lem” that was addressed in a previous publication �Marutyan et al., 2006�, is described in Sec. 2.
The methods used to address the “inverse problem,” which is the subject of the current work, are
outlined in Sec. 3. There we describe the basis of the Bayesian analysis applied and outline
some specifics of the computational implementation. In Sec. 4 the results retrieved by Bayesian
analysis are examined for a range of input parameters. We close with a discussion of the limi-
tations of the current study.

2. Model for ultrasonic propagation in bone

We model ultrasonic propagation in bone by considering two independent modes: one with the
characteristics of a fast wave and the other with the characteristics of a slow wave. As such, our
model is not restricted to any specific bone orientation relative to the load bearing direction.
Consequences of the anisotropy of bone are therefore accounted for by the corresponding nu-
merical values of the attenuation coefficient and the phase velocity.

Input values for the slope of attenuation for both the fast and slow modes were selected
from the published literature �Waters and Hoffmeister, 2005�. In that study cancellous bone
specimens were obtained from bovine tibia. Values for nBUA in our simulations were set to be
�fast=2.3�10−4 Np/m/Hz�20.0 dB/cm/MHz and �slow=8.0�10−5 Np/m/Hz�6.9 dB/
cm/MHz for the fast and slow wave, respectively. These values are for a specimen oriented in
the superior-inferior direction. Logarithmic dispersions proportional to those values of slopes
of attenuation were calculated using the nearly local approximation of the Kramers-Kronig
relations. Because the Kramers-Kronig relations are ambiguous to a constant offset, the values
of the phase velocity at 300 kHz �vfast and vslow� were arbitrarily set to 2100 and 1500 m/s for
the fast and the slow wave, respectively. Other choices for the phase velocities were also ex-
plored. Variations in vfast from 1900 to 2500 m/s were shown not to significantly alter the out-
come of the simulations. These values for velocity are consistent with the results reported by
Hosokawa and Otani �1997�.

Once the ultrasonic parameters for sound propagation in bone were established, the
frequency domain representation of the output waveform assuming linear plane propagation
was obtained in the following manner:

Output��� = w · Input��� · Hfast��,l� + �1 − w� · Input��� · Hslow��,l� �1�

where �=2�f is a positive angular frequency, l is a bone thickness, w represents a weighting
parameter that varies from 0 to 1, and Input ��� is the frequency spectrum of the input wave-
form with center frequency of 550 kHz and −6 dB bandwidth spanning the frequency range
of 250 to 850 kHz typical of that used for measurements on bone. The transfer functions
Hfast�� , l� and Hslow�� , l� for the fast and slow modes are given by

Hfast/slow��,l� = exp�− �fast/slow���l�exp�i�l/cfast/slow���� , �2�

where �fast/slow���=�fast/slow� /2� denotes the �linear with frequency� attenuation coeffi-
cient and cfast/slow��� denotes the �logarithmically increasing� phase velocity for the fast and
the slow wave, respectively. The time-domain radiofrequency �rf� sample traces were then
obtained from the inverse Fourier transform of the propagated spectrum. As discussed in
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Sec. 4, Gaussian noise was added to the received signal in order to test the consequences of
varying signal-to-noise ratios.

3. Bayesian inference

Bayesian methods are described in some detail in a volume by Jaynes and Bretthorst �2003�. In
the present brief report, we make use of Bayesian methods similar to those used in Bretthorst et
al. �2005a� and Bretthorst et al. �2005b� to solve a somewhat different problem in nuclear mag-
netic resonance. Briefly, the calculation proceeded by applying Bayes’ theorem to evaluate the
joint posterior probability for all the parameters in the model

P��fast�slowvfastvsloww�DI� =
P��fast�slowvfastvsloww�I�P�D��fast�slowvfastvslowwI�

P�D�I�
, �3�

where D is a simulated data vector containing 4096 data points.
Equation �3� uses the conventional notation for conditional probabilities in which the

vertical bar ‘�’ means “given.” Correspondingly, probabilities of the form P�left � right� should
be understood as the joint probabilities for the items contained in left given that all items con-
tained in right are true. The term P��fast�slowvfastvsloww � I� is the prior probability for the model
parameters conditional on the information at hand, denoted as I. The prior probability for the
data, P�D � I�, is a normalization constant and is not needed in the Monte Carlo simulations used
to implement this calculation.

Assuming the prior probabilities for each parameter are logically independent, the
joint prior was factored using the product rule of probability theory

P��fast�slowvfastvsloww�I� = P��fast�I�P��slow�I�P�vfast�I�P�vslow�I�P�w�I� . �4�

All prior probabilities were assigned using bounded Gaussians to represent what is known
about these parameters. �See Table 1 for assignments used in the simulations.� Changing the
bounds, means, and standard deviations of the priors has little effect on the resulting parameter
estimates.

The calculations were implemented using Markov chain Monte Carlo with simulated
annealing. The simulation ran through two phases: an annealing phase during which the poste-
rior probability for the model was computed using thermodynamic integration, and a parameter
estimation phase during which samples were drawn from the joint posterior probability. Fifty
Markov chain Monte Carlo simulations were run in parallel. After the completion of the anneal-
ing phase, 50 independent samples were drawn from each simulation, resulting in a total of
2500 samples for the joint posterior probability. Finally, the marginal posterior probability for
each parameter was obtained by Monte Carlo integration of the joint posterior probability over
all of the parameters except the one of interest. For example, the marginal posterior probability
for �fast was computed as

Table 1. Prior probabilities assigned to model parameters.

� fast

�dB/cm/MHz�
�slow

�dB/cm/MHz�
� fast

�m/s�
�slow

�m/s� w

Low 0 0 2000 1000 0
Mean 26 26 2500 1700 0.5
High 43 43 4000 2000 1
Standard deviation 26 26 1000 1000 0.5
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P��fast�DI� =� P��fast�slowvfastvsloww�DI�d�slowdvfastdvslowdw . �5�

The program that implements the Bayesian calculations was run on a Sun Enterprise 250 dual
400-MHz workstation and took about 100 min to complete the analysis for one data set.
Similar calculations took about 3 min using 32 processors of an SGI Altix 3000 with Ita-
nium2 processors running at 900 MHz.

4. Results and discussion

The analysis was applied to the simulated sample rf traces for which the propagated fast and
slow waves were significantly overlapped. For these rf signals, only a single mixed wave that
corresponded to an interference field was apparent. There are presently no objective criteria for
resolving the question of whether an observed rf signal is the result of the propagation of a
single mode or two interfering modes �excluding trivial cases in which the fast and the slow
waves are separated in time�.

It is progressively easier to differentiate the fast and the slow wave when their overlap
is minimized. Consequently, we simulated mixed rf signals for different propagation distances
corresponding to strong, moderate, and weak overlaps between the fast and the slow wave.
Specifically the specimen thickness, l, was set to 3, 6, and 12 mm, which correspond to approxi-
mately 85%, 70%, and 40% overlap for a simulated pulse of temporal length of about 3.8 µs.

FIG. 1. Comparison of simulated data �a radio-frequency signal that is identical in panels �a� and �b�� with the
Bayesian output for one-mode model �panel �c�� and two-mode model �panel �d�� computed from the parameters that
maximized the joint posterior probability. Simulated data correspond to ultrasonic propagation over a 3-mm sample
path for 30% fast wave �70% slow wave� mixed waveform content with added Gaussian noise �50:1 peak signal-
to-noise ratio�. The residuals for one- and two-mode models are plotted in panels �e� and �f�, respectively.
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The case for l=3 mm is depicted in Fig. 1. A visual examination of the simulated data
�shown in both panels �a� and �b�� for two-mode propagation that served as an input to the
Bayesian analysis reveals no signs of interference effects. However, evidence suggesting the
presence of two modes rather than one is provided by comparing the input rf with the rf traces
predicted from the parameter estimates that maximized joint posterior probability based on
one-mode propagation �panel �c�� and two-mode propagation �panel �d��. The residuals com-
puted from the two-mode model are random and consistent with the characteristics of Gaussian
noise that was introduced to the simulated data �signal-to-noise ratio of 50:1�. In contrast, the
residuals for a single mode fit exhibit a systematic variation, a strong indication that this is an
improper model.

Our primary objective was to estimate the true material properties of the sample under
investigation from the mixed mode study. We investigated data sets with a range of signal-to-
noise ratios �500:1, 100:1, and 50:1�, a range of propagation distances l �3, 6, and 12 mm�, and
different compositions of the overlapped wave �from 10% fast �90% slow� wave to 90% fast
�10% slow� wave�. Representative comparisons of the parameter values inferred from Bayesian
probability theory and the true values are depicted in Figs. 2 and 3. Unless otherwise specified,
in these simulations the signal-to-noise ratio was set to 50:1. This value is smaller than that
typically encountered in experimental studies, especially in laboratory-based through-
transmission measurements.

Fig. 2. Bayesian parameter estimates. The true values �that served as input to the data simulation� for the phase
velocity at 300 kHz �top� and the slope of attenuation �bottom� for the fast and the slow wave are compared to the
values estimated from the marginal posterior probabilities. The results for a range of noise levels �signal-to-noise
ratio equal to 500:1, 100:1, and 50:1 for a fixed propagation distance of l=3 mm� and a range of propagation
distances �l equal to 3, 6, and 12 mm for fixed signal-to-noise ratio �50:1�� are shown as mean�standard deviation.
For all cases the mixed wave is composed of 30% fast wave and 70% slow wave.
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The parameter estimates in Figs. 2 and 3 correspond to the mean values of the mar-
ginal posterior probability with uncertainties represented by standard deviations. As expected,
the parameter estimates improved as the noise was suppressed or the amount of overlap was
reduced �by increasing bone thickness�. The uncertainty bars in Fig. 2 are inversely proportional
to the signal-to-noise ratio. This relationship between uncertainty in the parameters estimation
and the noise level is a general feature of the Bayesian probability.

4.1 Limitations of the study

There are a number of limitations to the preliminary work described in this brief report. We
identify some of the pertinent issues here. In some cases, we have carried out additional studies,
the results of which are not presented here because of space limitations. When these additional
studies are completed, a longer and more detailed manuscript will be submitted. In the current
study we assumed that the attenuation coefficient increases approximately linearly with fre-
quency in accordance with many results in the published literature �Droin et al., 1998; Wear,
2000a�. However, some studies reported attenuation that was proportional to a power law or had
other functional forms �Chaffai et al., 2000; Hoffmeister et al., 2000; Langton et al., 1984�. We
suggest that the interference effects, which are the subject of the present manuscript, may play a

Fig. 3. Bayesian parameter estimates as a function of the mixed wave content. The Bayesian inferences for the phase
velocity at 300 kHz �top� and the slope of attenuation �bottom� for the fast and the slow waves are obtained along
with estimates of error from the marginal posterior probability. For all cases the propagation distance and the
signal-to-noise ratio were fixed to 3 mm and 50:1, respectively. Parameter estimates are plotted as mean�standard
deviation.
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role in measurements of the apparent frequency dependence of attenuation, making it difficult
to ascertain whether the reported deviations from approximate linearity with frequency are true
properties of bone or are a consequence of interference.

Another question that might be asked about the study reported here arises from the
assumption of independence of the model parameters. It is known from the published literature,
for example, that broadband ultrasound attenuation and speed of sound in bone are correlated.
The consequences of such correlations can best be explored in studies of actual experimental
data. In the approach used here, the parameters are logically independent of each other. Logical
independence does not mean that the estimated parameters cannot be correlated. Correlations
are present in the model and are incorporated into the inference through the likelihood.

Although we have successfully explored the use of a range of bandwidths and center
frequencies in our simulations, the potential impact of specific experimental measurement ef-
fects such as diffraction, frequency-dependent transmission coefficients, and the like must be
evaluated by processing actual experimental data. Regarding signal-to-noise ratio limitations,
our results suggest that the accuracy with which the Bayesian approach can recover the true
material properties is reduced as the signal-to-noise ratio decreases. It will not be clear what
minimum signal-to-noise ratio is required, and, therefore, whether in vivo application of this
approach will be feasible, until a range of experimental data has been analyzed. It is conceivable
that meaningful values can still be recovered under challenging signal-to-noise ratio conditions
by carrying out computationally more intensive processing, providing that the amplitudes of the
received signals remain distinct from the noise level.

5. Summary

We have applied Bayesian probability theory to analyze the ultrasonic radio frequency signals
produced by the interference of independently propagated fast and slow waves. Bayesian analy-
sis was applied to obtain the estimates of the true parameter values that underlie ultrasonic
propagation. For the cases and ranges of model parameters studied, Bayesian analysis resulted
in accurate estimations, suggesting that Bayesian analysis might be effective in extracting true
bone properties from mixed mode experimental data.
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Abstract: In a previous experiment �Baddour et al., J. Acoust. Soc. Am.
117�2�, 934–943 �2005�� it was shown that it is possible to deduce the ultra-
sound backscatter transfer function from single, subresolution cells in vitro,
across a broad, continuous range of frequencies. Additional measurements
have been performed at high frequencies �10–65 MHz� on cells with differ-
ent relative nucleus sizes. It was found that for cells with a nucleus to cell
volume ratio of 0.50, the backscatter response was better modeled as an elas-
tic sphere. For the cells in which the ratio was 0.33, the backscatter showed
good agreement with the theoretical solution for a fluid sphere.
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1. Introduction

A large body of work has been published that shares the common objective of characterizing
biological tissues by interrogation with ultrasound, whether it be by analysis of radio-frequency
�rf� backscatter echo signals �Lizzi et al., 1983� or of brightness-mode �B-mode� images �Waag,
1984�. Although the advent of high-frequency, pulse-echo ultrasound devices �operating in the
range of 10–65 MHz� has permitted higher resolution imaging of tissues, the associated wave-
lengths of sound �25–150 µm�—the resolution limit for imaging applications—are still greater
than the size of most eukaryotic cells �5–30 µm, when in suspension�. Nevertheless, techniques
have been developed that exploit global alterations in acoustic properties, such as rf echo an-
isotropy �Insana et al., 1991� or spectral slope �Lizzi et al., 1996�, to deduce average structural
parameters in the size regime of cells, such as effective scatterer size or distribution. However,
the actual nature of the scattering interaction at the cellular level remains not well understood.
Not only is it difficult to measure acoustic scattering from single cells, due to problems with
localization and low signal strength, but knowledge of the precise mechanical properties of
cells, required to model the scattering process, is still an ongoing area of study.

The first successful backscatter measurement from individual cells was performed by
Baddour et al. �2005� in vitro and used to evaluate a proposed model of acoustic scattering from
single cells. Because of the large changes in backscatter intensity observed from cell ensembles
during the process of apoptotic cell death �Kolios et al., 2002, 2003�, and since most of the
significant gross structural changes that occur in apoptosis are related to the nucleus, it was
hypothesized that the nucleus is primarily responsible for the scattering from a cell. Although
the validity of the model of a cell as a simple elastic sphere with nucleuslike properties was
unconvincing, this study provided a useful method to deduce the backscattering from individual
subresolution scatterers. Here we show the backscatter response from two different cell types,
measured using a refinement of this method, to higher frequencies, achieving a higher signal-
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to-noise ratio �SNR� than in previous measurements. These new results provide evidence for the
dual fluid and elastic character of cells.

2. Methods

Very sparse suspensions of cells �less than 10 000 cells/cm3� were prepared in a degassed, di-
lute phosphate buffered saline �PBS� solution at room temperature, as described in Baddour et
al. �2005�. Suspensions of two different types of cells were prepared: OCI-AML-5 �Wang et al.,
1991�, a line of human acute myeloid leukemia cells, and PC-3 �Kaighn et al., 1979�, a line of
human prostate cancer cells. These two cell types were selected because of their significant
difference in nucleus to cell volume ratios. Since time in culture was found to affect cell size
�Taggart et al., 2006�, aliquots of both suspensions were taken on the day of the experiment for
sizing by optical confocal microscopy. OCI-AML-5 cells were found to have mean nucleus and
cell diameters of 9.1 and 11.5 µm, respectively �nucleus to cell volume ratio=0.50�. For PC-3,
nucleus and cell had respective mean diameters of 17.9 and 26.0 µm �volume ratio=0.33�.

Data acquisition was performed using a VisualSonics VS40b �VisualSonics Inc.,
Canada� high-frequency ultrasound device using three single-element transducers, each with
different resonant frequencies, f numbers, and focal lengths—20 MHz polyvinylidene fluoride:
f2.35, 20 mm �VisualSonics Inc., Canada�; 40 MHz polyvinylidene fluoride: f3, 9 mm �Visu-
alSonics Inc., Canada�; and 80 MHz lithium niobate: f3, 6 mm �Resource Center for Medical
Ultrasonic Transducer Technology, University of Southern California�. Since the device only
generates short, broadband pulses with preset center frequencies, the transducers were excited
with 19-, 40-, and 55-MHz pulses. The performance of the 80-MHz transducer pulsed at
55 MHz was satisfactory, with a 6-dB intensity bandwidth ranging from approximately
40 to 65 MHz. With each transducer, 30 independent sets of 255 linearly separated �30-µm
spacing�, raw rf echo signals �unprocessed A-scans� were acquired from both cell suspensions
and then thresholded, discarding all scan lines not containing any data value greater than 80% of
the maximum data value detected in all the echo signals �for that particular cell type and trans-
ducer�. This threshold step, to remove empty acquisition lines and indirect cell hits, was set
higher than in the previous study �Baddour et al., 2005� in an attempt to obtain a higher “purity”
of backscattered signals �i.e., where the scattered angle is exactly 180°�. It is assumed that cells
centered in the focal beam width of the transducer produce a higher amplitude echo for two
reasons: any deviation from the transducer axis lowers the insonation intensity and, for spheri-
cal scatterers, scattering efficiency for the pure backscatter condition is always higher than for
small angles off-axis.

Using the 10 to 30 rf signals that remain from each data set after thresholding, the
backscatter transfer function �BSTF� was calculated as

BSTF = � R��,r�
Rref��,r�

�2

, �1�

where R�� ,r� is the Fourier transform of the scattered signals from the transducer’s depth of
field. In this study, signals were windowed with a tight Hamming window �0.4 µs in width�,
centered relative to the maximum amplitude of the individual scattered pulses, prior to
being Fourier transformed. Rref�� ,r� is the Fourier transform of a reference measurement:
the perpendicular specular reflection from a flat, polished SiO2 crystal �Edmund Industrial
Optics Inc., part 43424; �=2.20 g/cm3, c=5720 m/s� placed at the transducer focus in de-
gassed PBS at room temperature. It has been shown that such a measurement is a valid
approximation of the transducer’s electromechanical response �Szabo et al., 2004�.

3. Results

Figure 1 shows representative backscattered pulses from individual OCI-AML-5 and PC-3
cells. For each transducer, the incident �transmitted� pulse presented is the reference pulse.
Although the amplitude scales are in arbitrary units �output from the 8-bit digital sampler in the
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VS40b device�, all signals were corrected for gain variations and are directly comparable. It is
evident from the low noise in the signals that a higher SNR was achieved compared to Baddour
et al. �2005�, where different transducers were employed; SNRs computed here �after signal
thresholding� were in the range of 11–15 dB, compared to 8–11 dB in the previous study.

The results of the method described to deduce the BSTF from individual OCI-AML-5
and PC-3 cells is presented in the form of spectral plots �Figs. 2�a� and 3�a��. The BSTFs,
expressed in decibels relative �dBr� to the backscatter intensity from the reference, are shown
for the frequency ranges corresponding to the 6-dB bandwidths of each transducer.

Four theoretical backscatter frequency responses were calculated for both cell types:
elastic sphere with cell or nucleus properties, and fluid sphere with cell or nucleus properties.
The Faran-Hickling solution �Faran, 1951; Hickling, 1962� was employed for the calculation of
the elastic sphere responses and the Anderson solution �Anderson, 1950� for the fluid sphere
responses. To generate meaningful results, reasonable values for the bulk properties of cells and
their nuclei were obtained and are summarized in Table 1. Speed of sound values were obtained
from recent measurements of the acoustic properties of whole cells and isolated nuclei �Taggart
et al., 2006�. For PC-3, which were not included in these measurements, the sound speeds
measured from human embryonic kidney �HEK� cells and nuclei were chosen for use here; like
PC-3, HEK cells are adherent in culture and are approximately similar in size. As derived in
Baddour et al. �2005�, 1.43 g/cm3 was used as the effective density of the nuclei. The bulk
density of a whole cell was calculated as a volume-weighted sum of the nucleus density and
1.05 g/cm3, the assumed mean density of the cytoplasm �chosen to be marginally higher than
typical sea water�. Finally, the Poisson’s ratio �a parameter only necessary in the elastic sphere
calculations� of both OCI-AML-5 and PC-3 nuclei was assumed to be the same as the one of
nuclei from chondrocytes �connective tissue cells�, which has been measured to be 0.42 �Knight
et al., 2002�. For whole cells, the value of 0.487 is from experiments by Boudou et al. �2006�
with a polyacrylamide gel developed to simulate a thin layer of cells.

Figures 2�a� and 3�a� show the theoretical frequency response of the backscatter pres-
sure intensity that best agrees with the corresponding measured BSTF as determined by least
squares analysis. To avoid figure clutter, the remaining three other theoretical solutions are pre-

Fig. 1. Representative backscattered signals from individual cells of two different cell lines �OCI-AML-5, PC-3� and
the corresponding incident acoustic pulses transmitted from three wideband transducers: an f2.35 20 MHz excited at
19 MHz, an f3 40 MHz excited at 40 MHz, and an f3 80 MHz excited at 55 MHz.
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sented in Figs. 2�b� and 3�b�. Note that the theoretical curves have not been shifted or scaled in
any way, except to take into account the geometric effect of diminishing solid angle with dis-
tance.

4. Discussion and conclusions

The backscattered pulses from the smaller cells �OCI-AML-5� consistently had smaller peak
amplitudes than those from the larger cell type �PC-3�. This disparity became especially signifi-
cant during 19-MHz broadband insonation. If one assumes that a PC-3 cell can best be modeled
as a fluid sphere, this result is not surprising as the fundamental frequency for an air bubble in
water, referred to as the Minnaert frequency if surface tension effects are disregarded �Min-
naert, 1933�, is ka=0.01335 �where a is the bubble radius and k=� /c, the incident wave num-
ber�. This works out to 25 MHz for a bubble the same diameter as a PC-3 cell. Unlike the sharp

Fig. 2. Theoretical and measured backscatter frequency responses of single OCI-AML-5 cells in PBS using three
different wideband transducers. �a� Measured BSTF and elastic sphere theory �properties of a whole cell�. �b�
Theoretical BSTFs for a fluid sphere with the properties of a whole cell, an elastic sphere with nucleus properties,
and a fluid sphere with nucleus properties.
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resonant peak predicted for a bubble, the theory for a liquid sphere in another immiscible liquid
�a closer approximation to our experimental conditions� predicts a broader resonant response of
smaller amplitude �Temkin, 1999�. A rounded peak centered at 25 MHz is clearly evident in
both the measured and theoretical results shown in Fig. 3�a�. As can be seen in Fig. 3�b�, the
only other theoretical curve that predicts the measured peak in BSTF at 25 MHz is the elastic
sphere whole cell theory. However, the numerous sharp resonant peaks predicted by the Faran-
Hickling solution were not observed experimentally.

By visual inspection alone, it is obvious from Figs. 3�a� and 3�b� that the backscatter
spectra for PC-3 cells are best fitted by the scattering theory of a fluid sphere with whole cell
properties. For OCI-AML-5, the results are not as striking; the best fit appears to be with elastic
sphere theory �whole cell properties�. As seen in Fig. 2�a�, there is some broad agreement in
spectral features between the experimental BSTFs and the theoretical curve, such as the sharp

Fig. 3. Theoretical and measured backscatter frequency responses of single PC-3 cells in PBS using three different
wideband transducers. �a� Measured BSTF and fluid sphere theory �properties of a whole cell�. �b� Theoretical
BSTFs for an elastic sphere with the properties of a whole cell, an elastic sphere with nucleus properties, and a fluid
sphere with nucleus properties.
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dip between 10 and 20 MHz, the trough near 40 MHz, and the mean intensity level between 50
and 65 MHz. It is possible that the many sharp resonant spikes predicted by the Faran-Hickling
solution might not be seen experimentally because of the normal biological variation of sizes
and deviations from spherical shape for cells and nuclei in a given population, whereas the
theory is defined for a geometrically perfect sphere. However, these can only be part of the
cause; when the spectra from individual A-scans were examined, sharp resonances were never
observed, implying the existence of additional factors.

Although analysis of the backscatter frequency response is somewhat indicative of the
less fluid nature of OCI-AML-5 cells, there is further support for this hypothesis in the raw rf
backscattered signals from these cells. When using a broadband 55-MHz insonation pulse
�shown in Fig. 1�, the scattered pulse from a typical OCI-AML-5 cell has an extent of approxi-
mately 0.1 µs and six cycles that are clearly identifiable above the noise floor. For a typical PC-3
cell, only five cycles can be identified over a similar period, although one might expect a longer
backscattered signal for these cells due to their much larger size. The relatively longer backscat-
tered pulse from the smaller OCI-AML-5 could be evidence of more elastic behavior, as elastic
scatterers have a longer ring-down time.

By contrasting our analysis the ultrasonic backscatter responses measured from indi-
vidual OCI-AML-5 and PC-3 cells, it is clear that the OCI-AML-5 cells behave more like elas-
tic scatterers and that the PC-3 cells are very well modeled as fluid spheres. The results of this
study imply that the nucleus behaves chiefly as an elastic scatterer and that the cytoplasm that
surrounds it is well approximated by a fluid. We postulate that for cells with low nucleus to cell
volume ratios �like PC-3�, the effect of the nucleus is less important and the backscatter fre-
quency response of the whole cell can best be modeled as a fluid sphere. Conversely, for cells in
which the nucleus occupies a larger proportion of the cell volume �like OCI-AML-5�, the elastic
properties of the nucleus can no longer be ignored. It is possible that this class of cells might be
best modeled as an elastic sphere surrounded by a fluid shell.
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Abstract: High-frequency, “transposed” stimuli have been shown to yield
enhanced processing of ongoing interaural temporal disparities �ITDs�. This
paper concerns determining which aspect or aspects of the envelopes of such
stimuli mediate enhanced resolution of ITD. Behavioral measures and quan-
titative analyses utilizing special classes of transposed stimuli show that the
“internal” interaural envelope correlation accounts both qualitatively and
quantitatively for the enhancement. In contrast, the normalized fourth mo-
ment of the envelope �Y�, which provides an index of the degree to which the
envelopes of high-frequency stimuli fluctuate, does not lead to a successful
accounting of the data.
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1. Introduction

A number of recent studies has demonstrated that the processing of ongoing interaural temporal
disparities �ITDs� at high frequencies can be enhanced via the use of “transposed” stimuli. van
de Par and Kohlrausch �1997� created such stimuli in an effort to provide high-frequency audi-
tory channels with envelope-based information made to mimic waveform-based information
normally available only in low-frequency channels. The enhanced processing of ITDs via trans-
posed stimuli has been demonstrated in terms of lower thresholds of binaural detection �van de
Par and Kohlrausch, 1997�, smaller threshold ITDs �Bernstein and Trahiotis, 2002�, larger ex-
tents of laterality �Bernstein and Trahiotis, 2003�, and resistance to binaural interference effects
produced by the addition of simultaneously presented, diotic low-frequency energy �Bernstein
and Trahiotis, 2004; 2005�.

The similarities between the internal representations of high-frequency transposed
stimuli and their low-frequency counterparts notwithstanding, it remains an open question just
which aspect or aspects of the envelopes of high-frequency stimuli, be they transposed or con-
ventional, foster enhancements of ITD processing. One possibility has been suggested by Dye
et al. �1994� who measured threshold ITDs after manipulating the phase spectrum of equal-
amplitude, multi-component wave forms centered at 4 kHz. They suggested that their listeners’
performance and the binaural processing of ITDs conveyed by high-frequency stimuli, in gen-
eral, could be accounted for by considering the degree to which the envelopes of the stimuli
fluctuate. The metric Dye et al. used to quantify the degree of fluctuation of the envelope was
one described in two earlier papers by Hartmann �1987� and Hartmann and Pumplin �1988�. It
is the fourth moment of the envelope normalized by the square of the power �the second mo-
ment� of the envelope:

Y = �E4�/�E2�2.
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Dye et al.’s �1994� appeal to the utility of Y was that it accounted qualitatively for the
fact that their listeners achieved lower threshold ITDs with stimuli having greater values of Y.
For example, their three-component-in-phase stimuli, which had a constant Y of 2.11, yielded
substantially lower threshold ITDs than did the same three-component stimuli having their re-
spective phases assigned randomly. For the latter stimuli, the ensemble average Y of the stimuli
was 1.67.

It occurred to us that Dye et al.’s �1994� sine-phase and random-phase stimuli differed
not only in terms of their Y values, but also in terms of the respective spectra of their envelopes.
In order to understand why this is so, consider that rotating by 180° the phase angle of the one of
the sidebands of a 100% sinusoidally amplitude-modulated �SAM� tone results in what is re-
ferred to as a quasi-frequency modulated �QFM� signal. Although the power spectrum of the
waveform is unaltered by the phase shift, the power spectrum of the envelope is not. Whereas
the spectrum of the envelope of the SAM tone contains a component at dc and a component at
the frequency of modulation �fm�, the spectrum of the envelope of the QFM signal contains a
relatively larger dc component and a component at twice the frequency of modulation of the
SAM tone �i.e., 2fm�. Consequently, the two types of stimuli also differ in the interaural corre-
lation functions of their envelopes.

Therefore, logically, it seemed possible that the differences in sensitivity to ITDs con-
veyed by the two types of stimuli in the experiment of Dye et al. stemmed from, or could be
accounted for, by differences in their interaural envelope correlation functions rather than by
differences in their values of Y, per se. In order to investigate this issue, we utilized a method of
stimulus generation that allowed us to manipulate, independently, the Y values and the interau-
ral correlation functions of the envelopes of the high-frequency signals conveying the ITD. It
will be seen that changes in the “internal” interaural envelope correlation provide a quantitative
account for threshold ITDs and changes in Y do not.

In order to generate the stimuli utilized in our experiment, we began with a four-
component, equal-amplitude tonal complex consisting of 25, 50, 75, and 100 Hz. For one type
of stimulus, the four components were in cosine phase. The four-component complex was then
transposed to 4 kHz in the manner described in detail by Bernstein and Trahiotis �2002�. For a
second type of stimulus, what we refer to as the “max-flat” signal, the phases of the components
were chosen, via a computer-based iterative technique, to yield the minimum Y value of the
envelope of the stimulus after the low-frequency components were transposed to 4 kHz. The Y
value of the cosine-phase signal was 7.9, the Y value for the max-flat signal was 2.7. Neverthe-
less, and crucial for our purposes, the normalized interaural envelope correlation functions �and
the envelope power spectra� of these two types of stimuli were virtually identical.

A third type of stimulus was generated by beginning with the cosine-phase complex,
transposing it to 4 kHz, and perturbing the phases of the components of the transposed
waveform. The perturbation was performed by adding to the phase of each component a ran-
domly chosen value between 0 and 1.1�. The value of 1.1� was determined, empirically, to
yield an ensemble of waveforms having an expected value of Y of 2.7. A final ensemble of
stimuli having Y values falling between 2.5 and 2.9 was used in the behavioral experiments. It is
important to recognize that the Y value of 2.7 that characterized this set of “phase-scrambled”
signals was the same value of Y that characterized the max-flat stimuli. In contrast, and again
crucial for our purposes, the normalized interaural correlation functions of the envelopes of the
phase-scrambled stimuli differed from the �virtually identical� correlation functions of the en-
velopes of the max-flat and cosine-phase transposed stimuli. The correlation functions of the
envelope of the phase-scrambled signals were more “shallow” than those of the other two types
of stimuli. That is, a larger change in the value of delay was required to bring about a given
change in the value of the interaural correlation, as compared to the delay required with the
other two stimuli. In summary, we constructed three sets of stimuli such that one pair �the
cosine-phase and max-flat� had differing Y values and essentially identical interaural correla-
tion functions, while a second pair �the max-flat and phase-scrambled� had identical Y values
but differing interaural envelope correlation functions.
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2. Experiment

2.1 Procedure

Detection of ongoing ITD was measured using the three types of transposed stimuli described
above. Briefly, each of the four-component low-frequency tonal complexes was �linearly� half-
wave rectified and transformed to the frequency domain where components above 2 kHz were
filtered out by setting their magnitudes to zero. The resulting signal was transformed back to the
time domain and multiplied by a 4 kHz sinusoidal carrier, yielding the desired high-frequency
transposed stimulus �see Bernstein and Trahiotis, 2002; 2003 for further details concerning the
process of transposition�.

All stimuli were generated digitally with a sampling rate of 20 kHz �TDT AP2�, were
low-pass filtered at 8.5 kHz �TDT FLT2�, and were presented via Etymotic ER-2 insert ear-
phones at a level of 70 dB SPL. The duration of each stimulus was 300 ms including 20 ms cos2

rise-decay ramps. A continuous diotic noise low pass filtered at 1300 Hz �No equivalent to
30 dB SPL� was presented to preclude the listeners’ use of any information at low spectral
frequencies �e.g., Nuetzel and Hafter, 1976, 1981; Bernstein and Trahiotis, 1994�.

Threshold ITDs were determined using a two-cue, two-alternative, forced choice,
adaptive task. Each trial consisted of a warning interval �500 ms� and four 300 ms observation
intervals separated by 400 ms. Each interval was marked visually by a computer monitor. Feed-
back was provided for approximately 400 ms after the listener responded. The stimuli in the
first and fourth intervals were diotic. The listener’s task was to detect the presence of an ITD
�left-ear leading� that was presented with equal a priori probability in either the second or the
third interval. The remaining interval, like the first and fourth intervals, contained diotic stimuli.

Because of the time required to generate the stimuli, 410-ms-long exemplars of each
type of waveform were calculated prior to a trio of adaptive runs. Then, the exact waveform
destined for each observation interval was determined by selecting, at random, the starting
point of a 300-ms-long sample. This was done independently and repeatedly for all four obser-
vation intervals composing a trial within the adaptive run.

Ongoing ITDs were imposed by applying linear phase shifts to the representation of
the signals in the frequency domain and then gating the signals destined for the left and right
ears coincidentally, after transformation to the time domain. The ITD for a particular trial was
determined adaptively in order to estimate 70.7% correct �Levitt, 1971�. The initial step size for
the adaptive track corresponded to a factor of 1.584 �equivalent to a 2 dB change of ITD� and
was reduced to a factor of 1.122 �equivalent to a 0.5 dB change of ITD� after two reversals. A
run was terminated after 12 reversals and threshold was defined as the geometric mean of the
ITD across the last ten reversals.

Three normal-hearing adults �including the first author� served as listeners and three
consecutive thresholds were obtained from each listener for each of the three types of stimuli.
The ordering of the conditions was chosen randomly and was the same for all three listeners.
After three thresholds were obtained for each type of stimulus, the conditions were revisited in
reverse order. For two of the listeners, a total of 12 thresholds was obtained for each type of
stimulus and the two smallest and two largest thresholds were excluded. For the third listener
�the first author�, a total of six thresholds was obtained for each type of stimulus and the small-
est and largest of those thresholds were excluded. For two of the listeners, final threshold ITDs
for each type of stimulus were based on the eight remaining estimates; for the third listener,
final threshold ITDs for each type of stimulus were based on the four remaining estimates. All
listeners received substantial practice before formal collection of data began.

2.2 Results and discussion

Figure 1 displays the mean of the threshold ITDs obtained across the three listeners for each
type of stimulus, with an error bar representing its standard error. The asterisks will be dis-
cussed after the data are described. Exemplars of each of the three types of stimuli are depicted
above their corresponding threshold ITDs. Note that the threshold ITDs obtained with the co-
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sine and max-flat stimuli were both approximately 80 µs, while the threshold ITD obtained with
the phase-scrambled stimulus was approximately twice that value. The reader is reminded that
the cosine and max-flat stimuli had virtually identical interaural envelope correlation functions
and differing values of Y while the max-flat and phase-scrambled stimuli had identical values of
Y and differing interaural envelope correlation functions.

The patterning of the data suggests that the interaural envelope correlations, and not
their Y values, account for sensitivity to ITD. This interpretation of the data was tested by cal-
culating predictions of threshold ITDs from a cross-correlation based model that incorporates
stages of peripheral processing representing bandpass filtering, envelope compression, and
half-wave, square-law rectification. The model also includes a stage of low-pass filtering de-
signed to attenuate spectral components of the envelope above 150 Hz �see Bernstein and Tra-
hiotis, 2002 for details�. Predictions of threshold ITD were made by minimizing the least-
squared error between the data and the predictions assuming a constant-criterion change in
interaural correlation at the output of the model. The predictions, indicated by the asterisks,
accurately capture the findings in that they account for 88% of the variance in the data.

The success of the model notwithstanding, it seemed important to consider whether
predictions stemming from changes in the interaural correlations of the envelopes of the physi-
cal stimuli �i.e., without taking into account effects resulting from peripheral processing� could
also account for the data. Those predicted threshold-ITDs were 111 µs for the cosine-phase
stimulus, 108 µs for the max-flat stimulus, and 127 µs for the phase-scrambled stimulus. Al-
though those predictions conform to the ordering of the obtained threshold ITDs, they only
account for 37% of the variance in the data. Clearly, as we have argued in the past �e.g., Bern-
stein and Trahiotis, 2002; 2003; Bernstein et al., 1999�, peripheral auditory processing must be
taken into account.

Fig. 1. Average threshold ITDs �in �s� across three listeners for the cosine, max-flat, and phase-scrambled stimuli,
respectively. The error bars represent +1 standard error of the means. Asterisks represent predicted threshold ITDs
calculated via a cross-correlation-based model. Exemplars of each of the three types of stimuli are depicted above
their corresponding threshold ITDs.
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In the same spirit, it seemed only fair to determine whether values of Y calculated
subsequent to processing via the model might also account for the data. In order to do so, we
calculated the normalized fourth moment of the output of the model �the envelope of the stimu-
lus as it is represented “internally” by the model�. The resulting values of Y were 5.5 for the
cosine-phase stimulus, 2.1 for the max-flat stimulus, and 1.3 for the phase-scrambled stimulus.
The ordering of these values of Y is not in accord with the notion that larger values of Y are
associated with, or lead to, smaller threshold ITDs. Thus, the Y statistic, whether calculated
“externally” or “internally,” supports neither a qualitative nor a quantitative account of the data.

Figure 2 displays the mean threshold ITDs obtained by Dye et al. �1994� using their
three- and five-component stimuli. The data were transcribed from their Fig. 3. The lines in the
figure are predicted threshold ITDs calculated via the model described above. The predictions
were made using a single criterion value of change in interaural correlation that was determined
iteratively by evaluating visually how well predictions of the model seemed to fit the data.
Changes in the criterion value of correlation affected only the vertical positioning of the four
lines and not the ordering among them. Note that the predictions account for both how the
threshold ITDs are ordered across the four types of stimuli and the fact that sensitivity to ITD
improved as the separation between the components composing the stimuli increased from 25
to about 200 Hz. The major differences between the predictions and the data occurred for val-
ues of �f above that value. We believe such differences do not represent a failure of the model.
The threshold ITDs obtained by Dye et al. �1994� with those large values of �f are abnormally
small as compared to those commonly reported for high-frequency envelope-based ITD pro-
cessing �e.g., Henning and Ashton, 1981; Nuetzel and Hafter, 1976, 1981, Bernstein and Tra-
hiotis, 1994; Bernstein and Trahiotis, 2002�. Because Dye et al. did not report using a low-pass
masking noise, it may have been the case that their listeners used information stemming from
physical or aural distortion products at low spectral frequencies.

In conclusion, it appears that the normalized interaural correlation of high-frequency
complex stimuli can account quantitatively for differences in the resolution of ITDs found with
stimuli having widely differing temporal signatures of their envelopes. In contrast, it appears
that consideration of another potentially useful index, the normalized fourth moment of the
envelope, does not lead to a successful explanation of the data.

Fig. 2. Threshold ITDs �in �s� as a function of the frequency separation ��f in Hz� between adjacent components
of three- and five-component multi-tonal stimuli centered at 4 kHz. The data �symbols� were transcribed from Fig.
3 of Dye et al. �1994�. Lines represent predictions calculated via a cross-correlation-based model.
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Auditory efferent activation in CBA mice
exceeds that of C57s for varying levels of noise
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Abstract: The medial olivocochlear efferent �MOC� system enhances sig-
nals in noise and helps mediate auditory attention. Contralateral suppression
�CS� of distortion product otoacoustic emissions �DPOAEs� has revealed
age-related MOC declines. Here, differences in CS as a function of contralat-
eral noise intensity �43–67 dB sound pressure level� were measured; 2f1-f2
DPOAE grams were recorded for young adult CBA and C57 mice. In CBAs,
CS was a monotonic function of contralateral noise level. The C57s showed
normal hearing, measured with DPOAE amplitudes and auditory brainstem
response thresholds, but showed little CS, suggesting a loss of efferent dy-
namics preceding any deficiencies of the afferent auditory system.
© 2007 Acoustical Society of America
PACS numbers: 43.64.Jb �BLM�
Date Received: October 4, 2006 Date Accepted: October 31, 2006

1. Introduction

In addition to the auditory afferent system, which carries auditory information to the central
nervous system, there is an efferent feedback system whose role is only partially understood.
There is likely a dynamic feedback regulation of the afferent system via the efferents utilizing
the cochlear outer hair cell system, as well as a protective role, and involvement in auditory
attention. Contralateral suppression �CS� of distortion product otoacoustic emission �DPOAE�
amplitudes has been used as a means of measuring the medial olivocochlear efferent �MOC�
system’s activity. When noise is presented to a nontest ear, the test ear’s DPOAEs are suppressed
by efferent fiber activity that innervates OHCs. Past studies have demonstrated changes in the
MOC system with aging. Specifically, it has been shown in both humans and mice there is a
decrease in DPOAE amplitudes that is preceded by deficits in CS during aging �Kim et al.,
2002; Jacobson et al., 2003�.

Gorga et al. �2002� and James et al. �2002� demonstrated in humans that CS magni-
tude increased with increasing contralateral noise intensity levels. The CBA and C57 mouse
strains are two of the most useful animal models for investigating the neural bases of age-related
hearing loss—presbycusis �Willott, 1991; Frisina and Walton, 2001; 2006�. The capabilities of
the MOC in cases of changing sound conditions and as a function of different stimulus param-
eters are not well understood in the presbycusis mouse models. In a pioneering study, Sun and
Kim �1999�, utilizing an ipsilateral adaptation paradigm, found that C57 medial olivocochlear
bundle responses were less than those of CBA mice. The goal of the present investigation was to
identify differences in the strength of the MOC efferent response for CBA and C57 mice, with
variations in the sound intensity level of a contralateral wideband noise.

2. Methods

Auditory brainstem response �ABR�, DPOAE and CS testing procedures were similar to previ-
ous reports �Probst et al., 1991; Jacobson et al., 2003; Candreia et al., 2004; Guimaraes et al.,
2004; Varghese et al., 2005; Tadros et al., 2006�, so these methods are summarized here. All
animal procedures were approved by the University of Rochester �Rochester, NY� Committee
on Animal Resources.
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2.1 Subjects

Young adult CBACa/J and C57BL/6 mice were used. The CBA strain has a gradual hearing loss
that parallels that of presbycusis in humans, when one corrects for absolute differences in the
lifespans of mice and men. C57 mice possess the ahl gene, which results in a rapid and early
high-frequency hearing loss through young adulthood into middle age. CBA and C57 mice
were bred in house, housed according to institutional protocols, with original breeding pairs
obtained from Jackson Labs. Young adult CBA mice, 2.7–3.5 months of age, �N=12, 7 female,
5 male�, and a group of C57 mice, all 2 months of age �N=12, 6 female, 6 male�, were tested.

Prior to inclusion in the study group, each animal underwent testing to assess base line
auditory function. Mice with clearly visualized, healthy tympanic membranes were included.
Mice were anesthetized with a mixture of ketamine/xylazine �120 and 10 mg/kg body weight,
respectively, intraperitoneal injection� prior to all experimental sessions, and normal body tem-
perature was maintained with a heating pad. All recording sessions were completed in a sound-
proof acoustic chamber lined with Sonex. Prior to recording, the stimulus probe and micro-
phone were placed near the tympanic membrane with the aid of the operating microscope.

2.2 DPOAE-grams

DPOAEs were recorded using the TDT BioSig III System. All stimuli were digitally synthe-
sized at 200 kHz using SigGen software applications. A constant frequency ratio of 1.25 for
frequencies 1 �F1� and 2 �F2� was used, and the tones were simultaneously presented as con-
tinuous tones, sampled every 84 ms, for 30 s. L1 was set to 65 dB sound pressure level �SPL�
and L2 was set to 50 dB SPL, calibrated using a 0.1 ml coupler, which simulated the mouse ear
canal. The level of the contralateral noise was randomly varied between 43 and 67 dB SPL for
each DPOAE gram. The wideband noise had a bandwidth of 6–30 kHz, and the intensity levels
were chosen to be below the middle ear muscle threshold in mice �e.g., Sun and Kim, 1999�.
Trials were alternated 2–3 times between increasing and decreasing orders of presented fre-
quency levels �with random order of intensity levels for each subject�, with the recording ses-
sion duration limited by depth of anesthesia. Duration of testing was approximately 1 h per
animal.

2.3 Data analyses and statistics

Results for each animal were averaged by frequency and applied towards group mean data. CS
magnitude was defined and calculated as DP level with contralateral noise minus DP level in
quiet, computed for each frequency and each intensity level �and reported as an absolute value�.
Statistical analysis utilized one-way analysis of variance �ANOVA, Prism, GraphPad, Inc.�.
When an ANOVA was statistically significant at the p�0.05 level or better, then Bonferroni’s
multiple comparison post hoc t tests were run to determine if statistically significant differences
existed between specific conditions. For some analyses, data for different F1/F2 stimulus fre-
quencies were averaged together, for three frequency ranges: F1 �low frequencies: 5–15 kHz�,
F2 �middle frequencies: 15–30 kHz�, and F3 �high frequencies: 30–50 kHz�.

After all testing was completed, the F1 and F2 values were compared throughout all
intensity levels to determine if they had remained constant. ANOVAs were used to demonstrate
that no statistically significant differences existed between the F1 and F2 magnitudes across the
entire frequency range tested. This was done to rule out the involvement of the middle ear
muscle response for the contralateral noise levels of the present investigation, which were se-
lected to be below the middle ear reflex threshold in mice for wideband stimuli.

3. Results

Young adult CBA mice demonstrated normal ABR thresholds �Fig. 1�a�� and healthy DPOAE
amplitudes in quiet �Fig. 1�b��, indicating that they had normal hearing �Willott, 1991; Jacobson
et al., 2003; Guimaraes et al., 2004; Varghese et al., 2005�. In addition, a statistically significant
increase in CS magnitude as a function of intensity was observed across the CBA mouse fre-
quency range of hearing, as presented in Fig. 2. When results were analyzed based upon
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DPOAE frequency bands, a stronger efferent response was noted in the lower frequencies com-
pared to intermediate and high frequencies of the mouse audibility range �Fig. 3�.

Young adult C57 mice demonstrated normal ABRs �Fig. 1�a�� and DPOAE responses
�Fig. 1�b��, indicating that, like the CBAs, they had normal hearing and healthy cochleae at this
age, consistent with previous studies �Jimenez et al., 1999�. However, they displayed very low
levels of CS, and little change in CS magnitude as intensity was increased, regardless of where
in the mouse hearing range the measurements were made �Figs. 2 and 3�. Note in Fig. 2 that
there is a small CS response for C57s at some of the low frequencies, but significantly less than
the CBAs.

4. Discussion

The results of this study support previous investigations in both human and animal subjects. The
present experimental findings in CBA mice are consistent with the Gorga et al. �2002� and

Fig. 1. �Color online� �A� Both subject groups demonstrated normal ABR thresholds with no significant differences
between the two groups. Error bars represent standard deviation. �B� Both young adult C57 and CBA mice demon-
strated good DPOAE amplitudes, well above the noise floor, with no significant differences between groups. Error
bars represent standard error of the mean. This figure shows mean data for the two subject groups.
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James et al. �2002� demonstration of a heightened efferent response as contralateral noise in-
tensity was raised for human listeners. Interestingly, the C57 mice, who go on to lose a signifi-
cant portion of their auditory afferent function during the first year of life, show a very small
efferent response at moderate sound levels, consistent with Sun and Kim �1999�, and almost a
complete lack of ability to increase their efferent activity in response to elevated contralateral
noise levels. These results indicate that a poorly functioning MOC system precedes the age-
related hearing loss in C57 mice, a hypothesis put forth previously by Kim et al. �2002� in
humans and Jacobson et al. �2003� in rodents. An impaired efferent system could also contrib-

Fig. 2. �Color online� �A� CBA mice showed significantly more activation of the MOC system, especially at low
frequencies, for both levels of the contralateral wideband noise �43 �left� and at 67 �right� dB SPL�. �B� Comparison
of CS in CBA vs C57 mice as the nontest ear was exposed to wideband noise ranging from 43 to 67 dB SPL. At 55,
61, and 67 dB SPL, the difference in CS between CBA and C57 subject groups was statistically significant �p
�0.0001***�. Error bars represent standard error of the mean. This figure shows mean data for the two subject
groups.
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ute to the increased susceptibility to noise-induced hearing loss inherent in C57s relative to
CBAs and certain other mouse strains �Jimenez et al., 2001; Vazquez et al., 2004�.

The presence of a more vigorous efferent response in the lower frequencies of
DPOAEs is interesting. The question of why the auditory system provides more attenuation or
protection for lower frequency hearing may be related to the fact that most environmental back-
ground noise has more energy in the low frequencies. In addition, attenuating the transmission
of low- frequency information to the central auditory system is a way to diminish the effects of
upward spread of masking in conditions of high levels of environmental background noise.
Last, it may be that preferential attenuation of low frequencies by the auditory efferent feedback
system contributes to the earlier loss of high-frequency hearing, and the preservation of low-
frequency hearing to a relatively later age in the C57 strain.

5. Summary and conclusions

In young CBA mice, the magnitude of the contralateral suppression—or strength of the medial
olivocochlear efferent system—increases with contralateral intensity of a wideband noise. In
young C57 mice, the magnitude of the contralateral suppression is small, and does not increase
significantly with contralateral stimulus intensity. These findings support the idea that a poorly
functioning MOC efferent system precedes the rapid, age-related loss of hearing in C57 mice.
The MOC efferent system has its most dramatic action in the lower frequencies of the mouse
hearing range. As these results are compared to results of mice in different age groups, the role
of the MOC efferent system in the etiology of age-related hearing loss—presbycusis—will
likely be better understood.
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Abstract: Observations of seabed bubbles �62 m depth� at a natural marine
hydrocarbon seep by passive acoustic and optical approaches are compared.
The acoustic and optical methods observed a bimodal distribution with peaks
at 1500 and 1750 Hz, and 2200 and 2800 µm radius, respectively. Radii were
~20% lower than predicted by the Minnaert formula. Frequency shifts were
observed for bubbles emitted within a few milliseconds and were attributed
to coupling between nearby bubbles. Surfactants also may have played a role.
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1. Introduction

Bubble size measurements in nature �Medwin and Breitz, 1989�, and industry �Boyd and Varley,
2001� is a problem of critical importance to a wide range of disciplines that has long challenged
researchers. For example, to predict air-sea gas exchange or to optimize mass transfer in chemi-
cal reactors, as well as for many other geophysical and industrial applications, requires knowing
the bubble size distribution. Approaches have been developed including optics �Leifer et al.,
2003�, laser �Asher et al., 1997�, and active acoustics �Medwin and Breitz, 1989�. Each ap-
proach has advantages and disadvantages �Leifer et al., 2003�. Optical measurements have in-
tensive processing requirements �high bandwidth� and typically are invasive, particularly in
turbid water. Active acoustic �sonar� techniques can operate at a distance but are difficult to
interpret at high bubble densities or for large �i.e., nonspherical� bubbles, and have high power
requirements. Passive acoustics has been investigated for bubble measurement in chemical en-
gineering �Boyd and Varley, 2001� and geophysical systems �Leighton and Walton, 1987�.
However, uniquely determining the bubble size distribution for some sources, such as breaking
waves �Deane, 1997� remains a significant challenge. Passive acoustics has advantages of low
cost, power, and bandwidth, remote sensing potential, and highly compressible data. In this
study, passive acoustic and optical seabed bubble observations at a natural marine hydrocarbon
seep are compared for a short data set, selected as typical of many vents in the seep field.

Marine seeps are of interest because their emission of methane—an important green-
house gas—may be important to atmospheric budgets �Kvenvolden and Rogers, 2005�. How-
ever, bubble dissolution presents a potentially significant barrier to transit of the water column
�Clark et al., 2003�. Critical to understanding the fate of seep methane is the bubble-emission
size distribution; however, few distributions have been published �Leifer and Boles, 2005; Lei-
fer and MacDonald, 2003�. This study investigates passive acoustics as a useful tool for seep
studies.

Passive acoustic bubble measurement uses the bubble formation sound �volume oscil-
lations�. The peak frequency �the zeroth oscillatory mode� f and the bubble equivalent spherical
radius r for a given pressure P are �Minnaert, 1933�:

f = 1/�2�r���3�P/�� , �1�

where � is the ratio of gas specific heat at constant pressure to constant volume and is either
1-isothermal, or 5 /3—adiabatic—and � is the water density. For a r�1 mm bubble at atmo-
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spheric pressure, f�3.5 khz. After formation, the acoustic signal rapidly decreases with the
envelope shape partly determined by the driving pressure creating the bubble, which de-
forms the bubble from spherical shape �Strasberg, 1955�. Some laboratory data show a
frequency shift within the pulse and are proposed to result from nonlinear, hydrodynamic
factors affecting the volume oscillations �Manasseh et al., 2001�. Coupling between adja-
cent bubbles increases the peak frequency with decreasing separation for stationary
bubbles �Hsiao et al., 2001� and shifts with increasing bubble production rate �Nikolovska
et al., 2003� and walls �Payne et al. 2004�. Furthermore, Eq. �1� was derived using a linear
approach that may be inappropriate for larger bubbles �Manasseh et al., 2001�, whose ini-
tial shape oscillations are asymmetric �Longuet-Higgins, 1989�.

2. Measurement techniques

A hydrophone �Bioacoustic Probe, GreeneRidge Sciences, Inc. Santa Barbara, CA� recorded
seep bubble formation at the seabed and is described in detail in Tang �2005�. The hydrophone
was mounted to a bubble measurement system �described briefly below� above the camera’s
field of view and was shielded from rising bubbles. The hydrophone is self-contained and was
�70 cm distant from seep vents during observations. For this study, the sampling frequency
was 12 kHz, which allowed �5 h continuous recording on the internal battery. The hydrophone
also records depth and temperature every second. Because the hydrophone and bubble measure-
ment system were mounted directly to the submarine, the substantial vehicle noise reduced the
signal to noise ratio �SNR� of bubble formation.

A video bubble measurement system �BMS� was submarine mounted and deployed in
the Coal Oil Point seep field to quantify seep bubble size distributions during a submarine
cruise on 21 September 2005. Optical bubble measurement and analysis are reviewed in Leifer
et al. �2003� with details of the BMS for seep measurements in Leifer and Boles �2005�. Recent
BMS improvements included two transparent screens to delineate the measurement volume and
prevent along-axis bubble advection. Thus bubbles are within a clearly defined range of dis-
tances or size scales. Bubble blockers with downward lips prevented bubbles from rising be-
tween the camera and measurement volume or behind the screen and casting shadows.

Field video was recorded on a mini-DV recorder and then digitized at 60 fields s−1 and
full digital resolution and extracted to 60 images s−1 �720�480 pixels�. Bubbles were tracked
between frames allowing 10–15 measurements of bubble position, radius r, and time t for each
bubble. Vertical velocities VZ�r� and trajectory angles were calculated for each bubble. Trajec-
tory angle varied due to submarine and BMS tilt, surge, and currents. Histograms with logarith-
mically spaced r bins were calculated and combined with VZ�r� to calculate the emission size
distribution, F��µm−1 s−1�.

3. Setting

Bubble vents were observed both optically and acoustically at the informally named La Goleta
seeps �major plume, La Goleta A at 34° 22.503� N, 119° 51.193� W, at the seabed, 62 m deep�
in the Coal Oil Point �COP� seep field during a series of Delta submarine dives. The COP seep
field is arguably the best-studied seep field in the world, and releases significant gas to the ocean
and atmosphere, �1.15 m3 gas s−1 �Hornafius et al., 1999� escapes to the atmosphere from
�3 km2 of seafloor. The seeps release �80 barrels oil /day−1 −5�106 l yr−1 �Clester et al.,
1996� with oil slicks a perennial channel feature �Leifer et al., 2006�.

The study area seabed is comprised of fine-grained sediment with vents separated on
meter-scale distances emitting bubble chains or small bubble streams. Some vents were associ-
ated with small �5 cm length scale� pockmarks in the sediment that contained tar. Seabed gas
collected from the main plume of La Goleta Seeps was 76% methane, 4% ethane, 1.6% butane,
with trace higher n-alkanes, 9.2% carbon dioxide and �8% air �unpublished data�. Bubbles
were slightly oily, although extensive oil slicks generally are observed at the sea surface of La
Goleta Seeps.
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4. Results

A portion of the acoustic time series was analyzed. Four seconds of data was chosen corre-
sponding to when submarine noise was minimal. Bursts of sound from the formation of indi-
vidual bubbles clearly are visible �Fig. 1�. The audio signal was high-pass filtered �fifth-order
Butterworth, 1.2 kHz cutoff frequency� to remove submarine noise below 1 kHz and allow the
bubble sounds to be clearly audible. A short time sequence shows the typical oscillatory pattern
�Fig. 1�. However, due to the poor signal to noise ratio ��10–20 db� and the bubble sound
transiency ��6 ms or less�, Fourier transforms provided inadequate spectral resolution. Instead,
spectral analysis was conducted using the Burg algorithm, a parametric spectral estimation
method �Marple, 1988�. Spectragrams were calculated on 128 point �10.6 ms� data sequences
after applying a Hanning window. Spectragrams of the entire data set were manually inspected
to identify bubbles �256 order, 24-pole, Burg method�, e.g., Fig. 1�c�. Once a bubble was iden-
tified, 8192-order ��1 Hz resolution�, 24-pole spectra were calculated on 256-data point se-
quences and the peak frequency f, identified for the strongest signal. Note, that different data
lengths cause variations in f due to shifts in f during the pulse, thus uncertainty in f is �20 Hz.
Given the sharpness of the spectral peak of bubble sound �Fig. 1�c��, unevenness in the hydro-
phone response likely affects f less than the 20 Hz uncertainty. A total of 64 bubbles were
identified.

Fig. 1. �a� Short segment of recorded acoustic signal. �b� Expanded subset of �a� between the two vertical marks on
�a�. �c� Spectragram �order 1238, 14-pole, Burg spectral method on 128 point data sequences after a Hanning
window� showing two bubbles produced almost simultaneously.
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The probability distribution of f was calculated by generating histograms with loga-
rithmically spaced f bins, normalized to Hz−1, and shows two emission modes centered at 1500
and 1750 Hz �Fig. 2�a��. The optical F also was bimodal with peaks at r=2200 and 2800 µm
�Fig. 2�b��. The ratio between the two frequency modes was 1.2, similar to the ratio between the
peaks in F, 1.27. Direct comparison of individual bubbles between the acoustic and optical data
was not feasible as the camera was mounted �70 cm above the seabed and thus observed the
bubbles after they had risen from the seabed, on the order of 3 s based on measured VZ. VZ
showed significant variability and were slower than VZ for clean bubbles indicating surfactant
contamination.

In some cases, bubbles escaped from the vent in pairs or trios—based on overview
video of the vent taken after the BMS sequence was recorded. Where bubbles escaped very
closely in time, frequency shifts were observed from the initial frequency towards the frequency
of the later bubble�s�. Shifts on the order of 100 Hz were observed over a few milliseconds �Fig.
3�a��. Bubbles produced more than a few milliseconds apart did not evidence a frequency shift
�Fig. 3�b��. Overall, bubbles were emitted at about 25 per second although erratically.

5. Discussion and conclusion

This study presents the first field data of passive acoustic and optical bubble measurements.
Bubble radii calculated from f were �20% greater than the optical derived radii. There are
several possible explanations, including surfactants—or acoustic coupling between adjacent
bubbles. Sinha �2003� noted that surfactants increased f. Bubble surface and path oscillations
were significantly damped compared to similar size clean bubbles and VZ were much slower
than for clean bubbles, indicating that even the larger bubbles �r�3000 µm� were significantly
contaminated. Note, bubbles this large generally behave as though hydrodynamically clean in
natural waters �Patro et al., 2002�. The effect of surfactants on bubble dynamics during and
shortly after formation is poorly understood.

This has been proposed to result from bubble-bubble interactions where bubbles are
emitted in a bubble chain �Manasseh et al., 1998�. Another significant difference was the shift in
f during a bubble pulse where the bubbles were rapidly in sequence. The most likely explanation
is coupling between adjacent bubbles. Several studies suggest that frequency shifts occur for
bubbles closer than 20r �Payne et al., 2004�, �4–6 cm for these seep bubbles. The change in
frequency during the pulse could result from the preceding bubble’s acceleration increasing the
distance to the second bubble, coupling of bubbles of different sizes, or a surfactant effect.
Further, the progression of the acoustic signal along a bubble chain causes a phase shift that
changes the signal envelope from a sharp onset and exponential decrease—e.g., Longuet-
Higgins �1989�—to a hill-shaped envelope �Nikolovska et al., 2003� as in Fig. 1�b�. However, in
some cases where the bubbles were produced 5 or more ms apart—i.e., 1–2 mm—they did not

Fig. 2. �a� Probability distribution of peak acoustic frequencies from bubbles recorded by the bioprobe hydrophone.
�b� Optical bubble emission size distribution for the same vent.
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show a frequency shift �Fig. 1�. In the latter case, the amplitude had decreased significantly
before the next bubble was formed. Also, in some cases, similarly sized bubbles may have been
produced nearly simultaneously. Unfortunately, the field SNR was too poor to identify similarly
sized bubble pair production.

Seep bubbles are highly likely to be contaminated. Seawater contains numerous sur-
factants and for marine seep bubbles, significant contamination from sediment, oil, surface-
active bacteria and algae, and other marine particles is likely. Also likely important is the ge-
ometry and dynamics of seep bubble formation. Seep bubbles often escape from sandy seabed
�Leifer and Boles, 2005� or cracks/fractures in rock or hydrate �Leifer and MacDonald, 2003�.
Thus, seep orifices are typically asymmetric, in contrast to what generally pertains in the labo-
ratory. Another potentially important factor is that currents and surge can lead to asymmetric
bubble pinch-off at the vent orifice, which may affect the resultant sound.
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Abstract: There is currently little feedback as to whether kidney stones
have fractured during shock wave lithotripsy. Resonant scattering of the
lithotripter shock wave was used here to differentiate intact and fractured
stone models in water. Scattering, including reflection and radiation due to
reverberation from within the stone, was calculated numerically with linear
elasticity theory and agreed well with measurements made with a focused
receiver. Identification of fracture was possible through frequency analysis,
where scatter from fractured stones was characterized by higher energy in
distinct bands. High-speed photography concurrent with measurement indi-
cated the effect was not due to cavitation.
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1. Introduction

Indication that a kidney stone has fractured during shock wave lithotripsy �SWL� would aid a
urologist in deciding to continue or cease treatment. Stopping treatment on a stone that is not
breaking, and a good percentage of stones do not break, would potentially spare the patient
acute injury and reduce the risk of chronic complications.1,2 Our goal was to detect resonant
scattering from kidney stone models to see if a stone fractured into two pieces could be distin-
guished from an intact stone. Resonant scattering is the term we use to describe the radiation
caused by reverberations within a stone struck by a shock wave.

Although there is a vast field of techniques to detect calcifications in the body3–6 and
an equally large field of research on acoustic scattering,7–9 clinical lithotripsy relies on B-mode
ultrasound or fluoroscopy to target the stone. Little feedback is provided by these methods as to
whether a stone has fractured. Generally, in the confines of the body to the resolution of the
systems, it is difficult to distinguish an intact stone from a collection of stone fragments. Some
research on feedback to target and track the stone has been completed. Thomas, Wu, and Fink10

used time-reversal techniques in a peizoceramic lithotripter to target the stone. Borhis, Bayer,
and Lechner11 used spectral Doppler ultrasound to determine if a stone had been hit by a shock
wave. Owen et al.12 reported the use of vibro-acoustography to track the stone in water and
thereby improved comminution. Chang et al.13 developed a real-time tracking method to im-
prove comminution, where analysis of ultrasound images was used to track the stone and to
move the lithotripter accordingly. As for feedback on whether a stone has fractured, Fedele et
al.14 described a diagnostic sensor and signal processing technique, both under patent review, to
assess the degree of stone fragmentation and stone location. The technique uses cavitation sig-
nals, where the secondary acoustic emission from bubble collapse is dependent on stone size.

Like Fedele et al., we listen remotely with a broadband receiver during SWL, however
our objective is to detect a difference in resonant scattering due to fractured stone pieces being
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smaller than the intact stone. In this work, resonant scatter signals were calculated numerically
and measured experimentally, and then compared to determine the scattering from stone mod-
els. A frequency analysis method was developed to distinguish between the intact and fractured
stone models. During the in vitro experiments, high-speed photography was used to visualize
cavitation.

2. Theory

Numerical simulation of the experiment �Fig. 1� was accomplished in three steps. First, a finite-
difference time-domain numerical model for elastic wave propagation, developed originally to
study stresses within kidney stones due to the impact of shock waves,15 was used to calculate
pressure in the liquid and stress in the stone model. An axisymmetric grid cast in cylindrical
coordinates was initialized with a planar lithotripter shock pulse16 with 40 MPa peak positive
pressure, and with elastic coefficients �Table 1� representing the stone model and surrounding
water. Results from this step were rendered into a movie �Mm. 1� to display the evolution of
pressure and stress. Second, radiation from the stone model was calculated with the Helmholtz-
Kirchhoff integral taken on a cylindrical surface surrounding the stone model.17 The temporal
wave form of acoustic pressure and its normal derivative in each grid point along this cylindri-
cal surface was calculated during the first step. The Helmholtz-Kirchhoff integral allowed cal-
culating the scattered pressure wave form at every point on the receiver. Third, the receiver
signal was calculated by averaging acoustic pressure over a spherical bowl surface representing
the focused receiver. Results from this final step were both compared to measurements of
acoustic scatter and analyzed to determine fracture.

Mm. 1. Results from the linear elastic model that was used in the first step of calculation. Acoustic
scatter comprises reflection and reverberation, which are most easily observed to the left of the
stone models and along their axes �2.1 Mb�. This is a file of type “mov”.

Fig. 1. �Color online� Illustration of the experiment for the calculation and measurement of acoustic scatter. The inset
is a photograph of the intact and fractured stone models �marks on the scale are millimeters�.

Table 1. Elastic properties used in calculation �� and � are the Lamé constants�

Sound speed m/s Density kg/m3 � GPa � GPa

Glass 5600 2300 23.1 25
Epoxy 2720 1430 4.36 ¯

Aluminum 6300 2700 51.8 24
Water 1500 1000 ¯ ¯
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3. Methods

In degassed water, intact and fractured stone models were placed individually at the focus of an
electrohydraulic research lithotripter18 and subjected to 20 shock waves. The experimental ar-
rangement is illustrated in Fig. 1. Each shock wave was generated with a lithotripter charging
potential of 17 kV, corresponding to 25 MPa peak positive pressure and 10 MPa peak negative
pressure. The intact stone was modeled with a glass sphere of 5 mm radius that was bonded
with epoxy to a counter-sunk aluminum rod for rigid placement in the acoustic field. Similarly,
the fractured stone was modeled with two glass hemispheres of 5 mm radius that were bonded
together with a 1 mm film of epoxy. A photograph of both models is shown in Fig. 1. Acoustic
scatter from each shock wave was measured with a focused receiver, high-pass filtered at
100 kHz �Model 3202, Krohn-Hite Corporation, Brockton, MA�, digitized at 50 MS/s
�TDS744, Tektronix, Inc., Beaverton, OR� and saved in a computer. The filter was necessary to
remove low frequency noise, presumably a combination of a structural resonance of the receiver
and transient electrical signals from the high voltage discharge.

The remote broadband receiver was designed to measure acoustic scatter without
blocking the acoustic path between the lithotripter and the stone models �Fig. 1�. It was fabri-
cated with a polyvinylidene fluoride �PVDF� film of 25 µm thickness and 50 mm diameter that
was formed to a spherical curvature with a radius of 150 mm. With the addition of a differential
amplifier, the −3 dB pass band was between 100 kHz and 10 MHz. The receiver was fabricated
at the Center for Industrial and Medical Ultrasound as an extension of recent literature.19 Focal
properties were characterized by wiring the PVDF film as a source, exciting it at 3.6 MHz, and
measuring the resulting acoustic field with a hydrophone �GL-0150-1A, Specialty Engineering
Acoustics, Soquel, CA�. The axial and lateral dimensions of the pressure focus measured at
−6 dB were 45 and 2 mm, respectively.

Effort was made to reduce cavitation in the experiments. Stone models were made of
smooth, lens quality glass, because glass wets and adheres well to water. The lithotripter was
operated at a low charging voltage of 17 kV to reduce the negative pressure of the shock wave.
Each shock wave was triggered 1 min apart to allow bubbles to dissolve.20 Last, digital photog-
raphy was used to visualize cavitation. A high-speed camera �Imacon 200, DRS Technologies,
Parsippany, NJ�, 105 mm lens, and 27.5 mm extender produced a 2.0 cm�2.4 cm field of view
in 980�1200 pixels.

Calculated and measured signals were processed using MATLAB �The Mathworks, Inc.,
Natick, MA�. Measured signals were deconvolved with a sampled approximation of the high-
pass filter’s impulse response. Deconvolution removed the transient effects of the filter but also
added high frequency noise, caused in part by division in frequency, which was removed with a
10 MHz low-pass filter. Twenty measured wave forms were then aligned in time to correct for
jitter in the shock wave trigger timing, and then averaged. Averaging was intended to compen-
sate for shot-to-shot variation in the shock pulse, but had little effect on the signals since they
were quite repeatable. Time domain processing was not performed on signals obtained from
calculation.

Several steps were used to analyze calculated and measured data in the frequency do-
main. First, specular reflection of the shock wave, a sequence lasting about 5 µs, was found to
be similar for data from both the intact and fractured stone models. To isolate the differences in
wave forms from the two models, the sequence of specular reflection was truncated and 15 µs of
resonant scattering, resulting from reverberation in the stone and directly following the specular
reflection, was retained. Second, to compare the data based on frequency alone, each sequence
was normalized by its root-mean-square value. Third, the power spectral density of each se-
quence was found. Fourth, energy values, E, were calculated, based on Parseval’s theorem, by
integrating the power spectra over two distinct bands in frequency, from f1=0 to f2=0.5 MHz
and from f1=0.5 MHz to f2=2.0 MHz
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E = �
k=f1/�f

f2/�f

Wk · �f , �1�

where Wk is the discrete power spectral density sequence at frequency f=k�f, k is an index
variable, f1 and f2 are end points of the aforementioned frequency bands, and �f is the differ-
ence between adjacent samples in frequency. Last, in each frequency band a ratio was found by

R =
EF

EI
, �2�

where R is the ratio of energies, EF is energy calculated with Eq. �1� using data from the frac-
tured stone model, and EI is energy calculated with Eq. �1� using data from the intact stone
model. A ratio using Eq. �2� was found separately for both calculated and measured data. The
expectation was that resonant scattering from the fractured stone model would be characterized
by higher frequencies, therefore the ratio of energies is meant to distinguish between the two
stone models.

4. Results

Mm. 1 shows calculated acoustic scattering from the two stone models. Glass spheres and hemi-
spheres are traced in black and the aluminum rods are traced in white; all other colors represent
a stress or pressure value. Upon impingement, the shock wave is both reflected by the surface of
the stone models and transmitted into the stone models. A clear difference in the scattered field
is visible when the movie is paused at t=15 µs. At that time, to the left of the stone models and
along their axes, the reflected shock waves are followed by pressure fluctuations in the water
that correspond to reverberations within the stone models. These reverberations represent noth-
ing other than vibrational resonance of the stone after excitation by a broadband load associated
with a short lithotripter pulse. The result can therefore be called resonant scattering. As is al-
ways the case for vibration of an elastic object, the resonance frequency is inversely propor-
tional to the object size. Compared to the intact stone model, pressure fluctuations emitted by
the fractured stone model are closer together and of higher amplitude. This effect is caused by
the glass hemispheres being smaller than the glass sphere and by the strong reflection at the
planar surfaces between the hemispheres. The difference is less off axis.

Measured and calculated wave forms from intact and fractured stone models are
shown in Fig. 2. The vertical lines separate the sequences of reflection, to the left, and resonant
scattering, to the right. Results generally agree well when comparing calculation and measure-

Fig. 2. �Color online� Acoustic scatter from �a� calculation and �b� measurement. The vertical line at 5 �s roughly
separates the segments of reflection of the shock wave and resonant scattering caused by reverberation. Segments of
reflection �left of the vertical line� were truncated and segments of reverberation �right of the vertical line� were
retained for analysis in the frequency domain. Since the PVDF receiver was not calibrated, the amplitude of
measured signals are presented in volts.
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ment, especially the reflection of the shock wave between times 0 and 5 µs. Wave forms from
intact and fractured stone models have noticeable differences. For the intact stone model, one
reverberation across the axial diameter of the sphere is 3.6 µs using a sound speed of 5600 m/s
�Table 1�. Accordingly, pressure fluctuations corresponding to waves within the stone model
begin approximately 3.6 µs after the peak positive pressure of the reflected shock wave. Simi-
larly for the fractured stone model, pressure fluctuations begin sooner, at 1.8 µs after the peak
positive pressure of the shock wave, and are of higher amplitude. The respective periods of
resonant acoustic scatter, 3.6 and 1.8 µs, are evident.

Figure 3 shows the ratios, R=EF /EI �see Eq. �2��, found with frequency-domain pro-
cessing for calculated and measured results. The frequency bands were chosen based on rever-
beration times for the stone models, where a period of 3.6 µs corresponds to 280 kHz and a
period of 1.8 µs corresponds to 560 kHz. Both calculation and measurement show increased
energy in the frequency band between 0.5 and 2.0 MHz, indicating that the fractured stone
model can be distinguished from the intact stone model.

Figure 4 shows high-speed images of the intact stone model taken simultaneously with
acoustic scattering detection. In the photographs, there are no bubbles visible before the shock
wave arrives at 0 µs and only tiny bubbles growing at 26 µs, which is after our data have been
recorded. The signal below the photographs is the scattering signal recorded not only for the
first 20 µs, as in Fig. 2, but for hundreds of microseconds following shock wave arrival. To-
gether the photographs and signal indicated that little noise was received as the bubbles grew
and a detectable pressure spike was generated when the bubbles collapsed and rebounded at
about 250 and 350 µs. Photographic and recorded results from the fractured stone model were
similar.

5. Discusssions and conclusions

Calculated and measured scattering from an intact stone model and a model with a fracture
normal to the shock wave axis agree well in the time domain. We speculate minor discrepancies
are primarily due to neglecting shear waves in the epoxy in the model; an exact value for the
Lamé constant, µ, was not known. Both calculation and measurement show the fractured stone
reverberated at a higher frequency and that fractured stones could be distinguished from intact

Fig. 3. �Color online� The ratio of energies between fractured and intact stones, R=EF /EI, in frequency bands for
signals from calculation and measurement. Both calculation and measurement show increased energy in the fre-
quency band between 0.5 and 2.0 MHz, which indicates that the intact and fractured stone models can be distin-
guished.
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stones. A method using the ratio of energies in distinct bands, related to stone size, was devel-
oped to clearly and simply display the difference between the intact and fractured stone models.

This work was a carefully controlled in vitro study, and although clearly obstacles
exist, many results are encouraging for further in vivo study. Cavitation may occur in vivo, and
its effect on the signals is not known. However, it was possible to avoid disruption of the mea-
sured signals, as evidenced by good agreement with the model which does not account for
cavitation, by making an effort to reduce cavitation such as giving bubbles time to dissipate
before taking measurements. Real kidney stones can have irregular nonspherical shape, but the
dominant effects observed here, which were used to identify fracture, are related to the rever-
beration time across the length of the stone. Scatter measured remotely from stones in vivo may
have lower amplitude than glass stones in water, but the signals obtained here are very strong,
hundreds of millivolts, so some attenuation or reduction in signal amplitude might be tolerated.
Measured signals were intentionally shown as voltage to show this amplitude. For pressure
amplitudes, the receiver could be calibrated by comparing the scattered signals to measure-
ments taken with a hydrophone at the location of the scatterer. The calibrated system can then be
used to measure high intensity ultrasound fields without damage to a hydrophone.21,22

The geometry of the counter-sunk aluminum rods may have affected the experiment
by increasing the scattering amplitude over another arrangement. They were meant to hold the
model stones rigidly in order to study shot to shot variability in the receive signal and to facili-
tate averaging, which, for example, would remove random noise from cavitation. However,
results indicate the measurement was repeatable and that cavitation was not the dominant effect.
Choosing the counter-sunk end was also influenced by the numerical experiment, which was
axisymmetric, and intended for the surface area of contact between the glass, epoxy, and rod to
be consistent for both model stones. Any effect in frequency caused by the rods would have
been the same for both model stones, and therefore would not influence the ratio of energies
used to distinguish the model stones. Also, a long length was chosen for the rod to prevent
reflection from the distal end from contaminating the measurement. Work in progress involves
measuring acoustic scatter from breakable model stones held within a plastic pipette, which
allows the stones to move.

Fig. 4. �Color online� High-speed photography of the intact stone model subjected to a single shock wave and the
corresponding measured acoustic scatter wave form. Each photograph is 2.0 cm�2.4 cm and labeled with a time
relative to t=0 �s, when the shock wave arrived at the stone. The bottom right photograph illustrates with black
pointers the axes of the shock wave �bottom� and the receiver �right�. Below the photographs is the measured wave
form, where the propagation time between the stone and the receiver has been subtracted. The period of acoustic
scatter used for analysis is between times 0 and 20 �s. Bubble collapse and rebound events generally happen much
later, at about 250 and 350 �s here, and do not influence the period of resonant scatter.
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The study here looked at resonant acoustic scatter as feedback to identify fracture;
however, because the technique essentially detects a change in frequency related to the change
in size of the stone, our technique lays the groundwork for assessment of complete comminu-
tion. Potentially this concept could be used to determine if fragments are sufficiently small to
pass from the body and thus that treatment is completed.
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Abstract: Few experimental and complementary theoretical studies have
investigated high-frequency ��20 MHz� nonlinear responses from polymer-
shelled ultrasound contrast agents. Three polymer agents with different shell
properties were examined for their single-bubble backscatter when excited
with a 40 MHz tone burst. Higher-order harmonic responses were observed
for the three agents; however, their occurrence was at least partly due to non-
linear propagation. Only one of the agents �1.1 µm mean diameter� showed a
subharmonic response for longer excitations ��10–15 cycles� and midlevel
pressure excitations ��2.5 MPa�. Theoretical calculations of the backscat-
tered spectrum revealed behavior similar to the experimental results in spe-
cific parameter regimes.
© 2007 Acoustical Society of America
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1. Introduction

Applications involving microcirculation, such as ophthalmic disease diagnosis and small-
animal imaging, particularly the normal and abnormal vascular development of genetically en-
gineered mouse embryos and neonates, are ideal for high-frequency ultrasound �HFU,
�20 MHz� contrast agents. The acoustic contrast agents in current use were designed to have
an optimal response in the 1–10 MHz range of standard clinical ultrasound probes. These
agents usually have a mean diameter of 2–4 µm where a larger bubble typically has a lower
resonance frequency. Agents specifically designed for use with HFU have yet to become avail-
able, but many existing and experimental agents have been studied for HFU responses while
utilizing a broadband pulse.1–3 The results typically showed backscatter centered at the trans-
ducer center frequency but no harmonic content was reported.

Goertz et al.4 recently reported the generation of harmonic and subharmonic backscat-
ter components for the lipid-shelled agent Definity �Bristol-Myers Squibb, NewYork, NY�. The
contrast agents were excited with a tone burst consisting of 4–10 cycles at either 20 or
30 MHz. The observation of harmonics is surprising because few agents are typically present in
the submicron size range in a given dose and, from the theory of free bubbles, the expectation
would be that relatively high pressures would be required to excite a bubble nonlinearly with
HFU. Previous theoretical work by Allen et al.5 suggests that shell waves may contribute to an
enhanced high-frequency dipole response. Deng et al.2 reported experimental results that sug-
gest a high-frequency response from conventional-size protein-shelled agents may be due to
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elastic properties of the shell. A new generation of polymer agents is becoming available, but
most studies with these agents have been done with low MHz ultrasound6–8 and not much is
known about their high-frequency response.

In this paper we report experimental and theoretical backscatter results for nitrogen-
filled, polycaprolactone-shelled agents �POINT Biomedical, San Carlos, CA� with mean diam-
eters of 3.4 �Point 1668, P1�, 1.1 �Point 1466, P2� and 0.56 �Point 1470, P3� µm. These agents
were excited with tone bursts from 1–15 cycles using a 40 MHz, focused transducer. The back-
scatter signals from single agents were examined for harmonic content. Experimental results
were compared to theoretical calculations for the case of the polymer shell remaining intact
during excitation.

2. Methods

2.1 Theory

For polymer-shelled agents, experimental evidence indicates the elasticity and thickness of the
shell are important components to the overall dynamics.9 The model of Church,10 developed for
protein-shelled agents, and a more-recent model based on finite elasticity,11 are the most appro-
priate models for these considerations. Both models were examined for this study but here, for
brevity, we report initial results only from the Church model.

The model was modified to include compressibility corrections for the surrounding
liquid as has been done for free bubble equations. Adiabatic behavior of the interior gas was
assumed using a polytropic exponent relationship ��=1.4� and van der Waals hard core terms
for air. Shell thickness was estimated to be 5 nm and surface tension values of 50 and 5 dyn/cm
were used for the shell/liquid and shell/gas interfaces, respectively. The density of the shell was
assumed to be 1.1 gm/cm3 and the shell shear viscosity was approximated as 5.0 Poise. We
estimated a shear modulus of 8.0 MPa for the shell under the assumption that the polymer
behaved as a rubbery material. The radius-time, R�t�, curve of the bubble response was calcu-

lated and the radiated pressure was computed from p�t��R2R̈+2RṘ2.12 The theoretical calcu-
lations did not account for the bandpass-filtering effect of the transducer or acoustic attenuation
in water.

2.2 Experimental system

Experiments were performed with a dilute solution of contrast agent passing through a flow
phantom. The flow phantom had a 3 mm channel with fluid ports on each side. The rate of flow
was controlled by a planetary gear-driven digital pump �Cole Parmer, Vernon Hills, IL�. The
focal region of a 40 MHz probe attached to a Vevo 770 �Visual Sonics, Toronto, Canada� ultra-
sound backscatter microscope was placed within the flow phantom, and the passage of the
contrast agents was visualized in real time. A pc containing a PCI-based digitizer �Acqiris
DP105, Monroe, NY� was linked to the Vevo 770, and a custom LABVIEW program �National
Instruments, Austin, TX� permitted acquisition of radio-frequency �rf� data corresponding to
the B-mode display of the Vevo 770.

The agents were reconstituted from a dry state, according to manufacturer’s instruc-
tions, using milli-Q water at a final concentration of 50 mg/ml. The samples were pumped from
a reservoir into the flow phantom at a flow rate of 1 µl / s and diluted until single bubble flow
could be observed on the Vevo 770 B-mode display. While an agent passed through the trans-
ducer focal zone, rf data frames were digitized at rates of up to 2 frames/s. The rf frames were
acquired at a sampling rate of 500 MHz and consisted of 384 scan lines with 5000 points/line.
The pulse repetition frequency was 8 kHz and the data frames spanned 8 mm, which corre-
sponded to �21 µm separation between scan lines. Data were acquired for several Vevo 770
settings between 1% and 100% power and excitation pulses consisting of 1, 5, 10, and
15 cycles. Acoustic pressure levels for the power settings were measured with a calibrated hy-
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drophone �Precision Acoustics Ltd., Dorset, UK� and negative peak pressures will be utilized to
characterize the exposure settings. In addition, pulse/echo reference spectra were acquired us-
ing a 25-µm-diam wire situated at the transducer geometric focus.

2.3 Data analysis

The rf data were analyzed manually to examine the backscatter from single bubbles passing
through the transducer focal zone. A Hamming window was placed over an instance of a single
contrast agent, and the windowed rf data were padded to 1024 points. The spectrum of the signal
was then calculated. The spectra we report were not normalized to remove the system frequency
response. We chose the rf line in the “middle” of the bubble for our analysis. Because the rf data
were acquired with a real-time imaging system, each bubble received multiple exposures to the
ultrasound burst. In fact, bubbles could be observed moving through the image frame over
multiple rf-frame acquisitions. These exposure conditions represent a more realistic examina-
tion of how a contrast agent withstands a long-term exposure during a HFU imaging procedure.
In these studies, we generally did not observe obvious contrast agent destruction, which indi-
cates the agents are fairly robust at high frequency on a time scale of several seconds.

In addition to calculating the spectrum of single-bubble backscatter, we performed a
time-frequency analysis of the data using spectrograms. For our studies, spectrograms are an
ideal tool to evaluate how bubbles respond to short-duration �e.g., 1 or 5 cycles� or long-
duration excitation signals �e.g., 10 or 15 cycles� and to evaluate the onset and nature of non-
linear behavior �e.g., subharmonic or harmonic components�. To obtain the spectrogram, the
short-time Fourier transform was computed over 128 samples �i.e., =0.26 µs� and then zero
padded to 8192 samples. To achieve adequate temporal resolution, consecutive Fourier trans-
forms overlapped by 120 points.

3. Results

3.1 Experiment

The experimental results for the three agents along with the wire phantom reference spectra are
summarized in Fig. 1. Figure 1�a� shows reference spectra obtained with the wire reflector for
three 40 MHz tone-burst excitation conditions. The case with 1 cycle and 4.9 MPa essentially
shows the system impulse response with a broadband spectrum centered at 33 MHz and addi-
tional harmonic activity. When the tone burst was increased to 15 cycles, the center frequency
was seen to shift to 40 MHz �the quoted transducer frequency� and harmonics from nonlinear
propagation appeared at 80 and 120 MHz. The asymmetric sidelobes seen in the spectra relate
to the convolution of the frequency response of the transducer �centered at 33 MHz� and the
40 MHz tone burst.

The backscatter spectra for representative cases of P1 and P3 are shown in Fig. 1�b�.
The case for P1 with 1 cycle and 4.9 MPa shows a response similar to that seen in Fig. 1�a�,
except that the center frequency shifted to a lower value �20 MHz�. The remaining spectra for
P1 and P3 are for excitations with 5–15 cycles. No subharmonic responses were observed at

Fig. 1. �Color online� �a� Wire reflector spectra for 1 cycle and 15 cycle tone bursts. �b� Spectra for agents P1 and
P3 reveal harmonic components while only �c� P2 reveals any subharmonic activity.
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any of the Vevo 770 excitation conditions but higher-order harmonics appeared with longer tone
bursts and higher excitation pressures. These observations are consistent with what has been
reported in the literature for lipid-shelled agents.4 However, based on the reference spectra, a
large portion of the higher-order harmonics appear to result from nonlinear propagation rather
than a nonlinear bubble response.

Figure 1�c� shows spectra for P2 using a 15 cycle excitation at three different drive
pressures. The 1.5 MPa setting is interesting because a clear subharmonic was present, but
there were no significant higher harmonics. When the pressure was raised to 2.5 MPa, the sub-
harmonic was maintained and the second and third harmonic also appeared. Finally, when the
pressure was raised to 5.9 MPa, the subharmonic was suppressed but the higher harmonics
were still visible. This behavior is consistent with what is generally observed for a subharmonic
response.13 However, our observations are somewhat surprising considering the rigid polymer
shell of the agent and the suboptimal driving conditions for a resonance response. One expla-
nation may be that the POINT agent ruptured and that we were actually seeing the backscatter
from a free bubble or an unconstrained bubble fragment still linked to the fractured shell.

Figure 2 displays spectrograms of the P2 agent excited with a 40 MHz, 15 cycle pulse
at two exposure levels: 1.5 and 5.9 MPa �black and blue curves in Fig. 1�c��. Figure 2�a�, ob-
tained at the lower pressure, displays a significant spectral component near the 40 MHz drive
frequency throughout the bubble response. However, the spectrogram also reveals a significant
nonlinear spectral component near 20 MHz, 25 dB below the 40 MHz component. Figure 2�b�,
obtained at the higher exposure pressure, also shows energy at 40 MHz, but with no visible
subharmonic component. However, there was some energy near 80 MHz at 35 dB below the
fundamental. As noted above, a portion of the higher harmonic content is probably due to non-
linear propagation. However, we believe that a nonlinear response from the agents also contrib-
utes.

3.2 Theoretical

Figure 3�a� shows the R�t� curve of a 1.1-µm-diam agent forced with a Gaussian weighted,
40 MHz, 15 cycle, cosine pulse with a peak pressure of 5.9 MPa. An initial delay time of 0.1 µs
was used for the pulse. At first, the agent, which was forced well above its resonance frequency,
appears to oscillate at the forcing frequency of the transducer. As the pulse begins to decay, the
onset of the subharmonic becomes visible in the R�t� curve �Fig. 3�a��. Due to the density
difference between the shell and fluid, additional nonlinearities influence the dominating iner-
tial response of the agent, especially as it is forced above its resonance. The spectrum pressure
curve is shown in Fig. 3�b�. The subharmonic is visible at a similar level to the experimental
results and higher harmonic components appear, although at higher levels than observed experi-

Fig. 2. �Color online� Selected spectrograms for the P2 agent, 15 cycle excitation at 40 MHz with �a� 1.5 MPa and
�b� 5.9 MPa negative peak pressure excitations.
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mentally. The spectrogram of the p�t� curve �Fig. 3�c�� shows the time evolution of the harmonic
responses. The subharmonic initiates towards the middle of excitation at a later time than the
higher-order harmonics, an observation that provides information on the level of dissipation in
the system.

We investigated a range of parameter space for the shell properties by varying the
thickness and elasticity to estimate the values used in this study. Future experimental measure-
ments of the shell properties of polymer agents will facilitate a more direct comparison of
experiments to theoretical calculations. We note that the theoretical subharmonic response oc-
curs at somewhat higher pressure amplitude than observed experimentally; however, the simu-
lations reveal this response is quite sensitive to small variations in wave form, pressure ampli-
tude, shell thickness, and elastic modulus. Also, an earlier response in time of the subharmonic
in the experimental data compared with the theory suggests that a transient process such as the
nonspherical buckling of the shell or escape of gas might contribute to its onset.

4. Discussion and conclusions

Three polymer-shelled agents from POINT Biomedical were examined to determine their re-
sponse to a 40 MHz, tone-burst excitation. The three agents showed indications of higher har-
monics, but a large portion of the response could be attributed to nonlinear propagation rather
than a total nonlinear agent response. Only one agent, P2, was observed to have a subharmonic
response for the tested exposure conditions. We should point out that the results reported here
were repeatable, but did show variability. The bubbles in each batch of agents had a size distri-
bution and they do not all respond in an identical fashion.

A theoretical analysis of the P2 agent’s radial response revealed some similarity to the
experimental results. These preliminary results suggest that polymer-shelled contrast agents are
viable candidates for high-frequency imaging using the fundamental frequency. However, for
an optimal nonlinear response, the polymer shell material properties need to be carefully se-
lected. More comprehensive experiments, measurement of material properties, and a comple-
mentary theory are needed to fully understand and optimize polymer-shelled contrast agents for
HFU applications.

From the theory of free gas bubbles, we might expect smaller agents to be more attrac-
tive for high-frequency nonlinear imaging. However, our results for the three polymer-shelled
agents indicate that this is not necessarily the case. One hypothesis for a larger agent giving a
better nonlinear response is that the agent must first rupture for it to become acoustically active.
If this were true, smaller agents would be more resistant to acoustic rupture because of their

Fig. 3. �Color online� Theoretical �a� R�t� /R0 curve, �b� spectrum of the pressure calculated from the R�t� curve, and
�c� spectrogram of pressure curve for P2 excited by a 40 MHz, 15 cycle, 5.9 MPa excitation.
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stiffer shell and, therefore, more likely to scatter only the fundamental. Our experimental results
also indicate that even if the agents were to have ruptured, the fragments or gas bubbles remain
acoustically active for several seconds.
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ACOUSTICAL NEWS—USA

Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of the journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

Announcement of the 2007 Election

In accordance with the provisions of the bylaws, the following Nomi-
nating Committee was appointed to prepare a slate for the election to take
place on 25 May 2007: William A. Kuperman, Chair; James W. Beauchamp,
N. Ross Chapman, Joseph W. Dickey, Andrea Megela-Simmons, Lily M.
Wang.

The bylaws of the Society require that the Executive Director publish
in the Journal, at least 90 days prior to the election date, an announcement
of the election and the Nominating Committee’s nominations for the offices

to be filled. Additional candidates for these offices may be provided by any
Member or Fellow in good standing by letter received by the Executive
Director not less than 60 days prior to the election date, and the name of any
eligible candidate so proposed by 20 Members or Fellows shall be entered
on the ballot. Biographical information about the candidates and statements
of objectives of the candidates for President-Elect and Vice President-Elect
will be mailed with the ballots.

CHARLES E. SCHMID

Executive Director

The Nominating Committee has submitted the following slate:

For President-Elect

Mark F. Hamilton Donna L. Neff

For Vice President-Elect

Judy R. Dubno Victor W. Sparrow
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For Members of the Executive Council

Fredericka Bell-Berti Thomas J. Matula Clark S. Penrod

Carl J. Rosenberg Scott D. Sommerfeldt Michael R. Stinson

USA Meetings Calendar
Listed below is a summary of meetings related to acoustics to be held

in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2007
4–8 June 153rd Meeting of the Acoustical Society of America,

Salt Lake City, Utah �Acoustical Society of America,
Suite 1NO1, 2 Huntington Quadrangle, Melville, NY
11747-4502; Tel.: 516-576-2360; Fax: 516-576-2377;
E-mail: asa@aip.org; WWW: http://asa.aip.org�.

22–24 Oct. NoiseCon 2007, Reno, NV �Website is www.inceusa.org/
nc07

27 Nov.–
2 Dec.

154th Meeting of the Acoustical Society of America,
New Orleans, LA �note Tuesday through Saturday�
�Acoustical Society of America, Suite 1NO1, 2
Huntington Quadrangle, Melville, NY 11747-4502; Tel.:
516-576-2360; Fax: 516-576-2377; E-mail: asa@aip.org;
WWW: http://asa.aip.org�.

2008
29 June–
4 July

Joint Meeting of the Acoustical Society of America,
European Acoustics Association, and the Acoustical
Society of France, Paris, France� �Acoustical Society of
America, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2360; Fax:
516-576-2377; E-mail: asa@aip.org; WWW: http://
asa.aip.org�.

28 July–
1 Aug.

9th International Congress on Noise as a Public Health
Problem �Quintennial meeting of ICBEN, the
International Commission on Biological Effects of
Noise�. Foxwoods Resort, Mashantucket, CT �Jerry V.
Tobias, ICBEN 9, Post Office Box 1609, Groton CT
06340-1609, Tel. 860-572-0680; E-mail
icben2008@att.net. WWW: www.icben.org.
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ACOUSTICAL STANDARDS NEWS

Susan B. Blaeser, Standards Manager
ASA Standards Secretariat, Acoustical Society of America, 35 Pinelawn Rd., Suite 114E, Melville, NY
11747 �Tel.: �631� 390-0215; Fax: �631� 390- 0217; e-mail: asastds@aip.org�

George S. K. Wong
Acoustical Standards, Institute for National Measurement Standards, National Research Council,
Ottawa, Ontario K1A 0R6, Canada �Tel.: �613� 993-6159; Fax: �613� 990-8765; e-mail:
george.wong@nrc.ca�

American National Standards (ANSI Standards) developed by Accredited Standards Committees S1, S2,
S3, and S12 in the areas of acoustics, mechanical vibration and shock, bioacoustics, and noise, respec-
tively, are published by the Acoustical Society of America (ASA). In addition to these standards, ASA
publishes Catalogs of Acoustical Standards, both National and International. To receive copies of the
latest Standards Catalogs, please, contact Susan B. Blaeser.

Comments are welcomed on all material in Acoustical Standards News.

This Acoustical Standards News section in JASA, as well as the National and International Catalogs of
Acoustical Standards, and other information on the Standards Program of the Acoustical Society of
America, are available via the ASA home page http://asa.aip.org.

New Standards Website
ASA Standards has launched its new website which you can access from the

ASA homepage http://asa.aip.org and click the “Standards Info” button.
The site contains general information about each S Committee and U.S.
TAG as well as specific information about meetings, working groups, new
work items, other news and forms. We hope the make this site useful to
you so please let us know what you would like to see there.

Standards Meetings Calendar—National
•4–8 June 2007
Meetings of the ASA Committee on Standards �ASACOS�, ASACOS Steer-

ing, ASC S1 Acoustics, ASC S3 Bioacoustics, and ASC S12 Noise, Stan-
dards Plenary Group and the U.S. TAGs for ISO/TC 43 Acoustics, ISO/TC
43/SC 1 Noise, and IEC/TC 29 Electroacoustics will be held during the
153rd ASA Meeting, Salt Lake City, Utah.

•18–22 June 2007
The meetings of ASC S2 Mechanical Vibration and Shock and the U.S.

TAGs to ISO/TC 108 and its five subcommittees will be held in San
Antonio, TX in conjunction with the meeting of the Vibration Institute.

International Standards Committee
Meetings
•16–20 April 2007
Meeting of ISO/TC 108/SC 5, Condition monitoring and diagnostics of

machines, Prague, Czech Republic
SC 5 and all of its working groups will be joined by the following additional

working groups:

TC 108/WG 31 Balancing
TC 108/SC 2/WG 1 Vibration of machines
TC 108/SC 2/WG 7 Vibration of machines with active
magnetic bearings
TC 108/SC 2/WG 10 Basic techniques for vibration
diagnostics.

•23–27 April 2007
Meetings of ISO/TC 108, TC/108 SC 2, TC 108/SC 3 and TC 108/SC 6,

joined by their working groups �except those listed above�, will meet in
Berlin, Germany.

Details about these meetings may be obtained from the Secretariat.

Approval of Reaccreditations
We are pleased to announce that Accredited Standards Committees, ASC

S1—Acoustics; ASC S2—Mechanical, Vibration and Shock; ASC S3—
Bioacoustics; and ASC S12—Noise, have been reaccredited by ANSI’s
Executive Standards Council, effective September 28, 2006. The most
significant change in the new operating procedures is the ability of these
committees to form Subcommittees which will be allowed to function as
consensus bodies.

Accredited Standards Committee on
Acoustics, S1
�J. P. Seiler, Chair; G. S. K. Wong, Vice Chair�

Scope: Standards, specifications, methods of measurement and test, and
terminology in the field of physical acoustics including architectural
acoustics, electroacoustics, sonics and ultrasonics, and underwater sound,
but excluding those aspects which pertain to biological safety, tolerances
and comfort.

S1 Working Groups

S1/Advisory—Advisory Planning Committee to S1 �G. S. K. Wong�;
S1/WG1—Standard Microphones and their Calibration �V. Nedzelnitsky�;
S1/WG4—Measurement of Sound Pressure Levels in Air �M. A. Nobile,

Chair; E. Dunens, Vice Chair�;
S1/WG5—Band Filter Sets �A. H. Marsh�;
S1/WG17—Sound Level Meters and Integrating Sound Level Meters �B.

M. Brooks�;
S1/WG19—Insertion Loss of Windscreens �A.J. Campanella�;
S1/WG20—Ground Impedance �K. Attenborough, Chair; J. M. Sabatier,

Vice Chair�;
S1/WG22—Bubble Detection and Cavitation Monitoring �Vacant�;
S1/WG25—Specification for Acoustical Calibrators �P. Battenberg�;
S1/WG26—High Frequency Calibration of the Pressure Sensitivity of Mi-

crophones �A. J. Zuckerwar�;
S1/WG27—Acoustical Terminology �J. S. Vipperman�;
S1/WG28—Passive Acoustic Monitoring for Marine Mammal Mitigation

for Seismic Surveys �A. M. Thode�.

S1 Inactive Working Groups:

S1/WG15—Noise Canceling Microphones �R. McKinley, Chair�
S1/WG16—FFT Acoustical Analyzers �R. J. Peppin, Chair�
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S1/WG21—Electromagnetic Susceptibility �EMS� of Acoustical Instru-
ments �J. P. Seiler, Chair�

S1/WG24—Design Response of Weighting Networks for Acoustical Mea-
surements �G. S. K. Wong, Chair�

S1 STANDARDS ON ACOUSTICS

ANSI S1.1-1994 (R 2004) American National Standard Acoustical
Terminology

ANSI S1.4-1983 (R 2006) American National Standard Specification for
Sound Level Meters

ANSI S1.4A-1985 (R 2006) Amendment to ANSI S1.4-1983
ANSI S1.6-1984 (R 2006) American National Standard Preferred Frequen-

cies, Frequency Levels, and Band Numbers for Acoustical Measurements
ANSI S1.8-1989 (R 2006) American National Standard Reference Quanti-

ties for Acoustical Levels
ANSI S1.9-1996 (R 2006) American National Standard Instruments for the

Measurement of Sound Intensity
ANSI S1.11-2004 American National Standard Specification for Octave-

Band and Fractional-Octave-Band Analog and Digital Filters
ANSI S1.13-2005 American National Standard Measurement of Sound

Pressure Levels in Air
ANSI S1.14-1998 (R 2003) American National Standard Recommendations

for Specifying and Testing the Susceptibility of Acoustical Instruments to
Radiated Radio-Frequency Electromagnetic Fields, 25 MHz to 1 GHz

ANSI S1.15-1997/Part 1 (R 2006) American National Standard Measure-
ment Microphones, Part 1: Specifications for Laboratory Standard
Microphones

ANSI S1.15-2005/Part 2 American National Standard Measurement Micro-
phones, Part 2: Primary Method for Pressure Calibration of Laboratory
Standard Microphones by the Reciprocity Technique

ANSI S1.16-2000 (R 2005) American National Standard Method for Mea-
suring the Performance of Noise Discriminating and Noise Canceling
Microphones

ANSI S1.17/1-2000/Part 1 American National Standard Microphone
Windscreens- Part 1: Measurements and Specification of Insertion Loss in
Still or Slightly Moving Air

ANSI S1.18-1999 (R 2004) American National Standard Template Method
for Ground Impedance

ANSI S1.20-1988 (R 2003) American National Standard Procedures for
Calibration of Underwater Electroacoustic Transducers

ANSI S1.22-1992 (R 2002) American National Standard Scales and Sizes
for Frequency Characteristics and Polar Diagrams in Acoustics

ANSI S1.24 TR-2002 ANSI Technical Report Bubble Detection and Cavi-
tation Monitoring

ANSI S1.25-1991 (R 2002) American National Standard Specification for
Personal Noise Dosimeters

ANSI S1.26-1995 (R 2004) American National Standard Method for Cal-
culation of the Absorption of Sound by the Atmosphere

ANSI S1.40-2006 American National Standard Specifications and Verifica-
tion Procedures for Sound Calibrators

ANSI S1.42-2001 (R 2006) American National Standard Design Response
of Weighting Networks for Acoustical Measurements

ANSI S1.43-1997 (R 2002) American National Standard Specifications for
Integrating-Averaging Sound Level Meters

Accredited Standards Committee on
Mechanical Vibration and Shock, S2

�R. L. Eshleman, Chair; A. T. Herfat, Vice Chair�

Scope: Standards, specifications, methods of measurement and test, and
terminology in the field of mechanical vibration and shock, and condition
monitoring and diagnostics of machines, including the effects of exposure
to mechanical vibration and shock on humans, including those aspects
which pertain to biological safety, tolerance and comfort.

S2 Working Groups

S2/WG 1—S2 Advisory Planning Committee �R. L. Eshleman, Chair; A. T.
Herfat, Vice Chair�;

S2/WG2—Terminology and Nomenclature in the Field of Mechanical Vi-
bration and Shock and Condition Monitoring and Diagnostics of Machines
�D. J. Evans�;

S2/WG3—Signal Processing Methods �T. S. Edwards�;
S2/WG4—Characterization of the Dynamic Mechanical Properties of Vis-

coelastic Polymers �W. Madigosky, Chair; J. Niemic, Vice Chair�;
S2/WG5—Use and Calibration of Vibration and Shock Measuring Instru-

ments �D. J. Evans, Chair; B. E. Douglas, Vice Chair�;
S2/WG6—Vibration and Shock Actuators �G. B. Booth�;
S2/WG7—Acquisition of Mechanical Vibration and Shock Measurement

Data �B. E. Douglas�;
S2/WG8—Analysis Methods of Structural Dynamics �B. E. Douglas�;
S2/WG9—Training and Accreditation �R. L. Eshleman, Chair; D. Corelli,

Vice Chair�;
S2/WG10—Measurement and Evaluation of Machinery for Acceptance and

Condition �R. L. Eshleman, Chair; H. C. Pusey, Vice Chair�;
S2/WG10/Panel 1—Balancing �R. L. Eshleman�;
S2/WG10/Panel 2—Operational Monitoring and Condition Evaluation - R.

Bankert�;
S2/WG10/Panel 3—Machinery Testing �R. L. Eshleman�;
S2/WG10/Panel 4—Prognosis �R. L. Eshleman�;
S2/WG10/Panel 5—Data Processing, Communication, and Presentation �K.

Bever�;
S2/WG11—Measurement and Evaluation of Mechanical Vibration of Ve-

hicles �A. F. Kilcullen�;
S2/WG12—Measurement and Evaluation of Structures and Structural Sys-

tems for Assessment and Condition Monitoring �B. E. Douglas, Chair�;
S2/WG13—Shock Test Requirements for Shelf-Mounted and Other Com-

mercial Electronic Systems �J. Baker, Chair�;
S2/WG39—Human Exposure to Mechanical Vibration and Shock—Parallel

to ISO/TC 108/SC 4 �D. D. Reynolds, Chair; R. Dong, Vice Chair�.

S2 Inactive Working Groups:

S2/WG54—Atmospheric Blast Effects �J. W. Reed, Chair; J. H. Keefer,
Vice Chair�.

S2 STANDARDS ON MECHANICAL
VIBRATION AND SHOCK

ANSI S2.1-2000 / ISO 2041:1990 American National Standard Vibration
and Shock—Vocabulary �Nationally Adopted International Standard�

ANSI S2.2-1959 (R 2006) American National Standard Methods for the
Calibration of Shock and Vibration Pickups

ANSI S2.4-1976 (R 2004) American National Standard Method for Speci-
fying the Characteristics of Auxiliary Analog Equipment for Shock and
Vibration Measurements

ANSI S2.7-1982 (R 2004) American National Standard Balancing
Terminology

ANSI S2.8-1972 (R 2006) American National Standard Guide for Describ-
ing the Characteristics of Resilient Mountings

ANSI S2.9-1976 (R 2006) American National Standard Nomenclature for
Specifying Damping Properties of Materials

ANSI S2.16-1997 (R 2006) American National Standard Vibratory Noise
Measurements and Acceptance Criteria of Shipboard Equipment

ANSI S2.17-1980 (R 2004) American National Standard Techniques of Ma-
chinery Vibration Measurement

ANSI S2.19-1999 (R 2004) American National Standard Mechanical Vibra-
tion - Balance Quality Requirements of Rigid Rotors, Part 1: Determina-
tion of Permissible Residual Unbalance, Including Marine Applications

ANSI S2.20-1983 (R 2006) American National Standard Estimating Air-
blast Characteristics for Single Point Explosions in Air, with a Guide to
Evaluation of Atmospheric Propagation and Effects

ANSI S2.21-1998 (R 2002) American National Standard Method for Prepa-
ration of a Standard Material for Dynamic Mechanical Measurements
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ANSI S2.22-1998 (R 2002) American National Standard Resonance Method
for Measuring the Dynamic Mechanical Properties of Viscoelastic
Materials

ANSI S2.23-1998 (R 2002) American National Standard Single Cantilever
Beam Method for Measuring the Dynamic Mechanical Properties of Vis-
coelastic Materials

ANSI S2.24-2001 (R 2006) American National Standard Graphical Presen-
tation of the Complex Modulus of Viscoelastic Materials

ANSI S2.25-2004 American National Standard Guide for the Measurement,
Reporting, and Evaluation of Hull and Superstructure Vibration in Ships

ANSI S2.26-2001 (R 2006) American National Standard Vibration Testing
Requirements and Acceptance Criteria for Shipboard Equipment

ANSI S2.27-2002 American National Standard Guidelines for the Measure-
ment and Evaluation of Vibration of Ship Propulsion Machinery

ANSI S2.28-2003 American National Standard Guidelines for the Measure-
ment and Evaluation of Vibration of Shipboard Machinery

ANSI S2.29-2003 American National Standard Guidelines for the Measure-
ment and Evaluation of Vibration of marine Shafts on Shipboard
Machinery

ANSI S2.31-1979 (R 2004) American National Standard Method for the
Experimental Determination of Mechanical Mobility, Part 1: Basic Defi-
nitions and Transducers

ANSI S2.32-1982 (R 2004) American National Standard Methods for the
Experimental Determination of Mechanical Mobility, Part 2: Measure-
ments Using Single-Point Translational Excitation

ANSI S2.34-1984 (R 2005) American National Standard Guide to the Ex-
perimental Determination of Rotational Mobility Properties and the Com-
plete Mobility Matrix

ANSI S2.42-1982 (R 2004) American National Standard Procedures for
Balancing Flexible Rotors

ANSI S2.43-1984 (R 2005) American National Standard Criteria for Evalu-
ating Flexible Rotor Balance

ANSI S2.46-1989 (R 2005) American National Standard Characteristics to
be Specified for Seismic Transducers

ANSI S2.48-1993 (R 2006) American National Standard Servo-Hydraulic
Test Equipment for Generating Vibration - Methods of Describing
Characteristics

ANSI S2.60-1987 (R 2005) American National Standard Balancing Ma-
chines - Enclosures and Other Safety Measures

ANSI S2.61-1989 (R 2005) American National Standard Guide to the Me-
chanical Mounting of Accelerometers

ANSI S2.70-2006 American National Standard Guide for the Measurement
and Evaluation of Human Exposure to Vibration Transmitted to the Hand
(revision of ANSI S3.34-1986)

ANSI S2.71-1983 (R 2006) American National Standard Guide to the
Evaluation of Human Exposure to Vibration in Buildings (reaffirmation
and redesignation of ANSI S3.29-1983).

Accredited Standards Committee on
Bioacoustics, S3
�C. A. Champlin, Chair; R. F. Burkard, Vice Chair�

Scope: Standards, specifications, methods of measurement and test, and
terminology in the fields of psychological and physiological acoustics,
including aspects of general acoustics, which pertain to biological safety,
tolerance and comfort.

S3 Working Groups

S3/Advisory—Advisory Planning Committee to S3 �C. A. Champlin, Chair;
R. F. Burkard, Vice Chair�;

S3/WG35—Audiometers �R. L. Grason�;
S3/WG36—Speech Intelligibility �R. S. Schlauch�;
S3/WG37—Coupler Calibration of Earphones �B. Kruger�;
S3/WG39—Human Exposure to Mechanical Vibration and Shock �D. D.

Reynolds, Chair; R. Dong, Vice Chair�;
S3/WG43—Method for Calibration of Bone Conduction Vibrator �J. D.

Durrant�;

S3/WG48—Hearing Aids �D. A. Preves�;
S3/WG51—Auditory Magnitudes �R. P. Hellman�;
S3/WG56—Criteria for Background Noise for Audiometric Testing �J.

Franks�;
S3/WG59—Measurement of Speech Levels �L. A. Wilber and M. C. Kil-

lion, Co-Chairs�;
S3/WG60—Measurement of Acoustic Impedance and Admittance of the

Ear �Vacant�;
S3/WG62—Impulse Noise with Respect to Hearing Hazard �J. H. Patterson,

Chair; R. Hamernik, Vice Chair�;
S3/WG67—Manikins �M. D. Burkhard�;
S3/WG72—Measurement of Auditory Evoked Potentials �R. F. Burkard�;
S3/WG76—Computerized Audiometry �A. J. Miltich�;
S3/WG78—Thresholds �W. A. Yost�;
S3/WG79—Methods for Calculation of the Speech Intelligibility Index �C.

V. Pavlovic�;
S3/WG81—Hearing Assistance Technologies �L. Thibodeau and L. A. Wil-

ber, Co-Chairs�;
S3/WG82—Basic Vestibular Function Test Battery �C. Wall, III�;
S3/WG83—Sound Field Audiometry �T. R. Letowski�;
S3/WG84—Otoacoustic Emission �G. R. Long�;
S3/WG86—Audiometric Data Structures �W. A. Cole and B. Kruger,

Co-Chairs�;
S3/WG88—Standard Audible Emergency Evacuation and Other Signals �I.

Mande�;
S3/WG89—Spatial Audiometry in Real and Virtual Environments �J.

Besing�;
S3/WG90—Animal Bioacoustics �A. E. Bowles�;
S3/WG91—Text-to-Speech Synthesis Systems �A. K. Syrdal and C. Bick-

ley, Co-Chairs�.
S3/WG92—Effects of Sound on Fish and Turtles �R. R. Fay and A. N.

Popper Co-Chairs�.

S3 Liaison Group:

S3/L-1 S3 U. S. TAG Liaison to IEC/TC 87 Ultrasonics �W. L. Nyborg�.

S3 Inactive Working Groups:

S3/WG71 Artificial Mouths �R. McKinley�;
S3/WG80 Probe-tube Measurements of Hearing Aid Performance �W. A.

Cole�;
S3/WG85 Allocation of Noise-Induced Hearing Loss �R. A. Dobie, Chair�.

S3 STANDARDS ON BIOACOUSTICS

ANSI S3.1-1999 (R 2003) American National Standard Maximum Permis-
sible Ambient Noise Levels for Audiometric Test Rooms

ANSI S3.2-1989 (R 1999) American National Standard Method for Mea-
suring the Intelligibility of Speech over Communication Systems

ANSI S3.4-2005 American National Standard Procedure for the Computa-
tion of Loudness of Steady Sound

ANSI S3.5-1997 (R 2002) American National Standard Methods for Calcu-
lation of the Speech Intelligibility Index

ANSI S3.6-2004 American National Standard Specification for Audiometers
ANSI S3.7-1995 (R 2003) American National Standard Method for Coupler

Calibration of Earphones
ANSI S3.13-1987 (R 2002) American National Standard Mechanical Cou-

pler for Measurement of Bone Vibrators
ANSI S3.18-2002 / ISO 2631-1:1997 American National Standard Me-

chanical vibration and shock – Evaluation of human exposure to whole-
body vibration—Part 1: General requirements �Nationally Adopted Inter-
national Standard�

ANSI S3.18-2003/ISO 2631-4: 2001 American National Standard Mechani-
cal vibration and shock—Evaluation of human exposure to whole body
vibration—Part 4: Guidelines for the evaluation of the effects of vibration
and rotational motion on passenger and crew comfort in fixed-guideway
transport systems �Nationally Adopted International Standard�
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ANSI S3.20-1995 (R 2003) American National Standard Bioacoustical
Terminology

ANSI S3.21-2004 American National Standard Methods for Manual Pure-
Tone Threshold Audiometry

ANSI S3.22-2003 American National Standard Specification of Hearing Aid
Characteristics

ANSI S3.25-1989 (R 2003) American National Standard for an Occluded
Ear Simulator

ANSI S3.35-2004 American National Standard Method of Measurement of
Performance Characteristics of Hearing Aids under Simulated Real-Ear
Working Conditions

ANSI S3.36-1985 (R 2001) American National Standard Specification for a
Manikin for Simulated in situ Airborne Acoustic Measurements

ANSI S3.37-1987 (R 2002) American National Standard Preferred Earhook
Nozzle Thread for Postauricular Hearing Aids

ANSI S3.39-1987 (R 2002) American National Standard Specifications for
Instruments to Measure Aural Acoustic Impedance and Admittance �Aural
Acoustic Immittance�

ANSI S3.40-2002/ISO 10819:1996 American National Standard Mechani-
cal vibration and shock—Hand-arm vibration—Method for the measure-
ment and evaluation of the vibration transmissibility of gloves at the palm
of the hand �Nationally Adopted International Standard�

ANSI S3.41-1990 (R 2001) American National Standard Audible Emer-
gency Evacuation Signal

ANSI S3.42-1992 (R 2002) American National Standard Testing Hearing
Aids with a Broad-Band Noise Signal

ANSI S3.44-1996 (R 2006) American National Standard Determination of
Occupational Noise Exposure and Estimation of Noise-Induced Hearing
Impairment

ANSI S3.45-1999 American National Standard Procedure for Testing Basic
Vestibular Function

ANSI S3.46-1997 (R 2002) American National Standard Methods of Mea-
surement of Real-Ear Performance Characteristics of Hearing Aids

Accredited Standards Committee on Noise,
S12
�R. D. Hellweg, Chair; W. J. Murphy, Vice Chair�

Scope: Standards, specifications, and terminology in the field of acoustical
noise pertaining to methods of measurement, evaluation, and control; in-
cluding biological safety, tolerance and comfort and physical acoustics as
related to environmental and occupational noise.

S12 Working Groups

S12/Advisory—Advisory Planning Committee to S12 �R. D. Hellweg,
Chair�;

S12/WG3—Measurement of Noise from Information Technology and Tele-
communications Equipment �K. X. C. Man, Chair�;

S12/WG11—Hearing Protector Attenuation and Performance �E. H. Berger,
Chair�;

S12/WG13—Method for the Selection of Hearing Protectors that Optimize
the Ability to Communicate �D. Byrne, Chair�;

12/WG14—Measurement of the Noise Attenuation of Active and/or Passive
Level Dependent Hearing Protective Devices �J. Kalb, Chair; W. J. Mur-
phy, Vice Chair�;

S12/WG15—Measurement and Evaluation of Outdoor Community Noise
�P. D. Schomer�;

S12/WG18—Criteria for Room Noise �R. J. Peppin�;
S12/WG23—Determination of Sound Power �J. Schmitt and B. M. Brooks,

Co-Chairs�;
S12/WG31—Predicting Sound Pressure Levels Outdoors �R. J. Peppin,

Chair; L. Pater, Vice Chair�;
S12/WG32—Revision of ANSI S12.7—1986 Methods for Measurement of

Impulse Noise �A. H. Marsh�;
S12/WG33—Revision of ANSI S5.1-1971 Test Code for the Measurement

of Sound from Pneumatic Equipment �B. M. Brooks�;

S12/WG36—Development of Methods for Using Sound Quality �G.L.
Ebbit and P. Davies, Co-Chairs�;

S12/WG38—Noise Labeling in Products �R. D. Hellweg and J. Pope,
Co-Chairs�;

S12/WG40—Measurement of the Noise Aboard Ships �S. Antonides, Chair;
S. Fisher, Vice Chair�;

S12/WG41—Model Community Noise Ordinances �L. Finegold, Chair; B.
M. Brooks, Vice Chair�;

S12/WG44—Speech Privacy �G.C. Tocci, Chair; D. Sykes, Vice Chair�;
S12/WG45—Measurement of Occupational Noise Exposure from Tele-

phone Equipment �A.K. Woo, Chair�;
S12/WG46—Acoustical Performance Criteria for Relocatable Classrooms

�T. Hardiman and P. D. Schomer, Co-Chairs�;
S12/WG47—Underwater Noise Measurements of Ships �M. Bahtiarian,

Chair�.

S12 Liaison Groups:

S12/L-1 IEEE 85 Committee for TAG Liaison - Noise Emitted by Rotating
Electrical Machines �Parallel to ISO/TC 43/SC 1/WG 13� �R. G.
Bartheld�;

S12/L-2 Measurement of Noise from Pneumatic Compressors Tools and
Machines �Parallel to ISO/TC 43/SC 1/WG 9� �Vacant�;

S12/L-3 SAE Committee for TAG Liaison on Measurement and Evaluation
of Motor Vehicle Noise �parallel to ISO/TC 43/SC 1/WG 8� �R. F.
Schumacher�;

S12/L-4 SAE Committee A-21 for TAG Liaison on Measurement and
Evaluation of Aircraft Noise �J. D. Brooks�;

S12/L-5 ASTM E-33 on Environmental Acoustics �to include activities of
ASTM E33.06 on Building Acoustics, parallel to ISO/TC 43/SC 2 and
ASTM E33.09 on Community Noise� �K. P. Roy�;

S12/L-6 SAE Construction-Agricultural Sound Level Committee �I.
Douell�;

S12/L-7 SAE Specialized Vehicle and Equipment Sound Level Committee
�T. M. Disch�;

S12/L-8 ASTM PTC 36 Measurement of Industrial Sound �B. M. Brooks,
Vice Chair�.

S12 Inactive Working Groups:

S12/WG9 Annoyance Response to Impulsive Noise �L. C. Sutherland,
Chair�;

S12/WG19 Measurement of Occupational Noise Exposure �J. P. Barry and
R. Goodwin, Co-Chairs�;

S12/WG27 Outdoor Measurement of Sound Pressure Level �G. A. Daigle,
Chair�;

S12/WG29 Field Measurement of the Sound Output of Audible Public-
Warning Devices �Sirens� �P. Graham, Chair�;

S12/WG 37 Measuring Sleep Disturbance Due to Noise �K. S. Pearsons,
Chair�;

S12 STANDARDS ON NOISE

ANSI S12.1-1983 (R 2006) American National Standard Guidelines for the
Preparation of Standard Procedures to Determine the Noise Emission from
Sources

ANSI S12.2-1995 (R 1999) American National Standard Criteria for Evalu-
ating Room Noise

ANSI S12.3-1985 (R 2006) American National Standard Statistical Methods
for Determining and Verifying Stated Noise Emission Values of Machin-
ery and Equipment

ANSI S12.5-1990 (R 1997) American National Standard Requirements for
the Performance and Calibration of Reference Sound Sources

ANSI S12.6-1997 (R 2002) American National Standard Methods for Mea-
suring the Real-Ear Attenuation of Hearing Protectors

ANSI S12.7-1986 (R 2006) American National Standard Methods for Mea-
surements of Impulse Noise

ANSI S12.8-1998 (R 2003) American National Standard Methods for De-
termining the Insertion Loss of Outdoor Noise Barriers
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ANSI S12.9-1988/Part 1 (R 2003) American National Standard Quantities
and Procedures for Description and Measurement of Environmental
Sound, Part 1

ANSI S12.9-1992/Part 2 (R 2003) American National Standard Quantities
and Procedures for Description and Measurement of Environmental
Sound, Part 2: Measurement of Long-Term, Wide-Area Sound

ANSI S12.9-1993/Part 3 (R 2003) American National Standard Quantities
and Procedures for Description and Measurement of Environmental
Sound, Part 3: Short-Term Measurements with an Observer Present

ANSI S12.9-2005/Part 4 American National Standard Quantities and Pro-
cedures for Description and Measurement of Environmental Sound, Part 4:
Noise Assessment and Prediction of Long-Term Community Response

ANSI S12.9-1998/Part 5 (R 2003) American National Standard Quantities
and Procedures for Description and Measurement of Environmental
Sound, Part 5: Sound Level Descriptors for Determination of Compatible
Land Use

ANSI S12.9-2000/Part 6 (R 2005) American National Standard Quantities
and Procedures for Description and Measurement of Environmental Sound
Part 6: Methods for Estimation of Awakenings Associated with Aircraft
Noise Events Heard in Homes

ANSI S12.10-2002 / ISO 7779:1999 American National Standard Acoustics
– Measurement of airborne noise emitted by information technology and
telecommunications equipment �Nationally Adopted International
Standard�

ANSI S12.11-2003/Part 1 / ISO 10302: 1996 (MOD) American National
Standard Acoustics – Measurement of noise and vibration of small air-
moving devices - Part 1: Airborne noise emission �Modified Nationally
Adopted International Standard�

ANSI S12.11-2003/Part 2 American National Standard Acoustics – Mea-
surement of Noise and Vibration of Small Air-Moving Devices - Part 2:
Structure-Borne Vibration

ANSI S12.12-1992 (R2002) American National Standard Engineering
Method for the Determination of Sound Power Levels of Noise Sources
Using Sound Intensity

ANSI S12.13 TR-2002 ANSI Technical Report Evaluating the Effectiveness
of Hearing Conservation Programs through Audiometric Data Base
Analysis

ANSI S12.14-1992 (R 2002) American National Standard Methods for the
Field Measurement of the Sound Output of Audible Public Warning De-
vices Installed at Fixed Locations Outdoors

ANSI S12.15-1992 (R 2002) American National Standard For AcousticsB
Portable Electric Power Tools, Stationary and Fixed Electric Power Tools,
and Gardening Appliances - Measurement of Sound Emitted

ANSI S12.16-1992 (R 2002) American National Standard Guidelines for
the Specification of Noise of New Machinery

ANSI S12.17-1996 (R 2006) American National Standard Impulse Sound
Propagation for Environmental Noise Assessment

ANSI S12.18-1994 (R 2004) American National Standard Procedures for
Outdoor Measurement of Sound Pressure Level

ANSI S12.19-1996 (R 2006) American National Standard Measurement of
Occupational Noise Exposure

ANSI S12.23-1989 (R 2006) American National Standard Method for the
Designation of Sound Power Emitted by Machinery and Equipment

ANSI S12.30-1990 (R 2002) American National Standard Guidelines for
the Use of Sound Power Standards and for the Preparation of Noise Test
Codes

ANSI S12.42-1995 (R 2004) American National Standard Microphone-in-
Real-Ear and Acoustic Test Fixture Methods for the Measurement of In-
sertion Loss of Circumaural Hearing Protection Devices

ANSI S12.43-1997 (R 2002) American National Standard Methods for
Measurement of Sound Emitted by Machinery and Equipment at Worksta-
tions and other Specified Positions

ANSI S12.44-1997 (R 2002) American National Standard Methods for Cal-
culation of Sound Emitted by Machinery and Equipment at Workstations
and other Specified Positions from Sound Power Level

ANSI S12.50-2002 / ISO 3740:2000 American National Standard Acoustics
– Determination of sound power levels of noise sources – Guidelines for
the use of basic standards �Nationally Adopted International Standard�

ANSI S12.51-2002 / ISO 3741:1999 American National Standard Acoustics
– Determination of sound power levels of noise sources using sound pres-

sure – Precision method for reverberation rooms �Nationally Adopted In-
ternational Standard�

ANSI S12.53/1-1999 (R 2004) / ISO 3743-1:1994 American National Stan-
dard Acoustics - Determination of sound power levels of noise sources -
Engineering methods for small, movable sources in reverberant fields- Part
1: Comparison method for hard-walled test rooms �Nationally Adopted
International Standard�

ANSI S12.53/2-1999 (R 2004) / ISO 3743-2:1994 American National Stan-
dard Acoustics - Determination of sound power levels of noise sources
using sound pressure- Engineering methods for small, movable sources in
reverberant fields- Part 2: Methods for special reverberation test rooms
�Nationally Adopted International Standard�

ANSI S12.54-1999 (R 2004) / ISO 3744:1994 American National Standard
Acoustics - Determination of sound power levels of noise sources using
sound pressure–Engineering method in an essentially free field over a
reflecting plane �Nationally Adopted International Standard�

ANSI S12.55-2006 / ISO 3745:2003 American National Standard Acoustics
- Determination of sound power levels of noise sources using sound
pressure—Precision methods for anechoic and hemi-anechoic rooms �Na-
tionally Adopted International Standard� (This standard replaces ANSI
S12.35-1990)

ANSI S12.56-1999 (R 2004) / ISO 3746:1995 American National Standard
Acoustics - Determination of sound power levels of noise sources using
sound pressure - Survey method using an enveloping measurement surface
over a reflecting plane �Nationally Adopted International Standard�

ANSI S12.57-2002 / ISO 3747:2000 American National Standard
Acoustics—Determination of sound power levels of noise sources using
sound pressure—Comparison method in situ �Nationally Adopted Interna-
tional Standard�

ANSI S12.60-2002 American National Standard Acoustical Performance
Criteria, Design Requirements, and Guidelines for Schools

ANSI S12.65-2006 American National Standard for Rating Noise with Re-
spect to Speech Interference.

ASA Committee on Standards „ASACOS…
ASACOS �P. D. Schomer, Chair and ASA Standards Director�

U. S. Technical Advisory Groups „TAGS… for
International Standards Committees
ISO/TC 43 Acoustics, ISO/TC 43 /SC 1 Noise �P. D. Schomer, U.S. TAG

Chair�
ISO/TC 108 Mechanical Vibration and Shock �D. J. Evans, U.S. TAG

Chair�
ISO/TC 108/SC2 Measurement and Evaluation of Mechanical Vibration

and Shock as Applied to Machines, Vehicles and Structures �A. F. Kil-
cullen, and R. F. Taddeo U.S. TAG Co-Chairs�

ISO/TC 108/SC3 Use and Calibration of Vibration and Shock Measuring
Instruments �D. J. Evans, U.S. TAG Chair�

ISO/TC 108/SC4 Human Exposure to Mechanical Vibration and Shock �D.
D. Reynolds, U.S. TAG Chair�

ISO/TC 108/SC5 Condition Monitoring and Diagnostic Machines �D. J.
Vendittis, U.S. TAG Chair; R. Taddeo, U.S. TAG Vice Chair�

ISO/TC 108/SC6 Vibration and Shock Generating Systems �G. Booth, U.S.
TAG Chair�

IEC/TC 29 Electroacoustics �V. Nedzelnitsky, U.S. Technical Advisor�

Standards News from the United States
�Partially derived from ANSI Reporter, and ANSI Standards Action,

with appreciation�

American National Standards Call for
Comment on Proposals Listed

This section solicits comments on proposed new American National
Standards and on proposals to revise, reaffirm, or withdraw approval of
existing standards. The dates listed in parenthesis are for information only.
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REAFFIRMATIONS

ASME „American Society of Mechanical
Engineers…

BSR/ASME MFC-5M-1985 (R200x), Measurement of Liquid Flow
in Closed Conduits using Transit-Time Ultrasonic Flowmeters �reaffirmation
of ANSI/ASME MFC-5M-1985 �R2001�� This Standard applies only to ul-
trasonic flowmeters that base their operation on the measurement of transit
times of acoustic signals. Further, this Standard concerns only the applica-
tion of such meters when used to measure the volumetric flow rate of a
liquid exhibiting homogeneous acoustic properties and flowing in a com-
pletely filled closed conduit. �November 7, 2006�

IEEE „Institute of Electrical and Electronics
Engineers…

BSR/IEEE 656-1993 (R200x), Standard for the Measurement of Au-
dible Noise from Overhead Transmission Lines �reaffirmation of ANSI/
IEEE 656-1993 �R2000��

Uniform procedures are established for manual and automatic measurement
of audible noise from overhead transmission lines. Their purpose is to
allow valid evaluation and comparison of the audible noise performance of
various overhead lines. �December 19, 2006�

New National Adoptions

ASA „ASC S12… „Acoustical Society of
America…

BSR S12.5-200x ISO 6926:1999, Acoustics - Requirements for the
Performance and Calibration of Reference Sound Sources Used for the De-
termination of Sound Power Levels �identical national adoption and revision
of ANSI S12.5-1990 �R1997��

Reference sound sources are used extensively in “comparison methods” for
determining the noise emissions of physically stationary sound sources. A
reference sound source, of known sound power output, is used to establish
the numerical relationship between the sound power level of a source, in a
given location in a given acoustical environment and the space- and time-
averaged sound pressure level at a set of microphone positions. �This is an
identical national adoption of ISO 6926:1999.� �November 13, 2006�

REVISIONS

ASA „ASC S3… „Acoustical Society of America…

BSR S3.45-200x, Procedures for Testing Basic Vestibular Function
�revision of ANSI S3.45-1999�

Defines procedures for performing and reporting a battery of tests for the
evaluation of human vestibular function. Six different tests are specified.
Stimuli are presented to evoke eye movement by a subject whose response
is determined by measurement of electrical signals generated by the eye
movements or by means of video imaging. Specifies test procedures, mea-
surements, data analysis, and data reporting requirements. These tests,
including the data analysis and reporting procedures, are called the Basic
Vestibular Function Test Battery. Test interpretation is not addressed.
�November 13, 2006�

Supplements

TIA „Telecommunications Industry
Association…

BSR/TIA 470.110-C-1-200x, Telecommunications - Telephone Termi-
nal Equipment - Handset Acoustics Performance Requirements—Addendum
1 �supplement to ANSI/TIA 470-110-C-2004�

This addendum provides changes to TIA 470.110-C; Telecommunications -
Telephone Terminal Equipment - Handset Acoustic Performance Require-
ments. �November 20, 2006�

American National Standards Final Action
The following American National Standards have received final ap-

proval from the ANSI Board of Standards Review.

REVISIONS

EIA „Electronic Industries Alliance…

ANSI/EIA/CEA364-28E-2006, Vibration Test Procedure for Electri-
cal Connectors and Sockets �revision of ANSI/EIA 364-28D-1999�:
8/28/2006

ASA „ASC S1… „Acoustical Society of America…

ANSI S1.40-2006, Specification and Verification Procedures for Sound
Calibrators �revision of ANSI S1.40-1984 �R2001��: 9/20/2006

REAFFIRMATIONS

IEEE „Institute of Electrical and Electronics
Engineers…

ANSI/IEEE C37.082-1982 (R2006), Standard Methods for the Mea-
surement of Sound Pressure Levels of AC Power Circuit Breakers �reaffir-
mation of ANSI/IEEE C37.082-1982 �R2000��: 10/2/2006

Projects Withdrawn from Consideration
An accredited standards developer may abandon the processing of a

proposed new or revised American National Standard or portion thereof if it
has followed its accredited procedures. The following projects have been
withdrawn accordingly:

ASA „ASC S2… „Acoustical Society of America…
As a matter of housekeeping, the ASA Secretariat withdrew PINS

�project initiation notice statements� that had been submitted in the 1990s
related to several projects that are no longer under consideration in S2 and
for which WGs are no longer active. Work on these topics is ongoing in
ISO/TC 108/SC 5 and the U.S. input will progress through the U.S. TAG.

BSR S2.XX (S2/WG 95)-199x, Electrical Techniques for the Purposes of
Condition Monitoring and Diagnostics of Machines �new standard�

BSR S2.XX (S2/WG 94)-199x, Life Usage Monitoring �new standard�
BSR S2.XX (S2/WG 93)-199x, Condition Monitoring and Diagnostics of

Power Transformers �new standard�
BSR S2.XX (S2/WG 92)-199x, Training and Acceleration in the Field of

Condition Monitoring and Diagnostics of Machines �new standard�
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ASA „ASC S3… „Acoustical Society of America…
As a matter of housekeeping, the ASA Secretariat withdrew the fol-

lowing PINS �project initiation notice statements� that had been submitted in
the 1990s because this standard was developed in the ISO committee instead
and has been published as ISO 2631-5:2004:

BSR S3.49-200x, Human Response to Repetitive Mechanical Shock �new
standard�

Standards News from Abroad
�Partially derived from ANSI Reporter and ANSI Standards Action,

with appreciation�

International Organization for Standardization
„ISO…

Newly Published ISO and IEC Standards
Listed here are new and revised standards recently approved and pro-

mulgated by ISO—the International Organization for Standardization

ISO Standards

ACOUSTICS „TC 43…
ISO 4869-2/Cor1:2006, Acoustics - Hearing protectors - Part 2: Estimation

of effective A-weighted sound pressure levels when hearing protectors are
worn—Corrigendum.

MECHANICAL VIBRATION AND SHOCK
„TC 108…
ISO 6070/Cor1:2006, Auxiliary tables for vibration generators - Methods of

describing equipment characteristics - Corrigendum.
ISO 14839-3:2006, Mechanical vibration - Vibration of rotating machinery

equipped with active magnetic bearings—Part 3: Evaluation of stability
margin.

EARTH-MOVING MACHINERY „TC 127…
ISO/TR 25398:2006, Earth-moving machinery—Guidelines for assessment

of exposure to whole-body vibration of ride-on machines—Use of harmo-

nized data measured by international institutes, organizations and
manufacturers.

INDUSTRIAL FANS „TC 117…
ISO 13347-2/Cor1:2006, Industrial fans - Determination of fan sound

power levels under standardized laboratory conditions—Part 2: Reverber-
ant room method—Corrigendum.

ISO Technical Specifications

ACOUSTICS „TC 43…
ISO/TS 4869-5:2006, Acoustics—Hearing protectors—Part 5: Method for

estimation of noise reduction using fitting by inexperienced test subjects.

IEC Standards

ELECTROACOUSTICS „TC 29…
IEC 60318-5 Ed. 1.0 b:2006, Electroacoustics—Simulators of human head

and ear—Part 5: 2 cm3 coupler for the measurement of hearing aids and
earphones coupled to the ear by means of ear inserts.

ISO Draft Standard

BUILDING CONSTRUCTION MACHINERY AND
EQUIPMENT „TC 195…
ISO/DIS 19433, Building construction machinery and equipment—

Pedestrian-controlled vibratory plates—Terminology and commercial
specifications - 11/24/2006.

ISO/DIS 19452, Building construction machinery and equipment—
Pedestrian-controlled vibratory �percussion� rammers—Terminology and
commercial specifications—11/24/2006.
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See “Book Reviews Editor’s Note,” J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Digital Speech Transmission: Enhancement,
Coding, and Error Concealment

Peter Vary and Rainer Martin

Wiley, 2006. 608 pp. Price $120 (hardcover).
ISBN: 0471560189

This book deals with the broad field of digital speech transmission
mainly applied to digital mobile radio. It presents the underlying theory,
principles, and recent practice of digital speech signal processing. The main
topics included in this rather comprehensive text are modeling of speech
production, speech coding, error concealment, bandwidth extension of
speech signals, noise reduction, and acoustic echo control. These are the key
technical areas that have had a major impact on successful development of
modern speech communication systems. Hence, this book addresses an im-
portant technical topic that has had a major impact on communication tech-
nology.

The book has 13 chapters and two appendices. It is divided into three
parts. The first part �Chapters 2–5� deals with the fundamentals of digital
signal processing: models of speech production, the anatomy of hearing,
spectral transformations, filter banks for spectral analysis and synthesis, and
a review of stochastic processes and estimation theory. Models of speech
production, as presented in Chapter 2, are the essential elements for devel-
opment of efficient speech coding and decoding schemes. Similarly, audi-
tory perception models are used later to guide development of noise reduc-
tion and speech bandwidth extension techniques. The review of
fundamentals of digital signal processing and stochastic processes makes
this book accessible for readers who are interested in speech processing but
do not have a strong background in signal processing.

The second part of the book �Chapters 6–8� is the focal point of the
book. It focuses on the basic theory and practice of speech coding. This
section starts with a thorough discussion of the fundamental elements of
speech coding: linear prediction. Linear prediction is a basic technique for
estimation of the coefficients of autoregressive �AR� filter coefficients. As
derived in Chapter 2, the AR filter closely approximates the speech produc-
tion model and is a key component of all speech compression algorithms.
The chapter on linear prediction is followed by a chapter on various scalar
and vector quantization techniques. Quantization is another key element of
efficient representation of analogue speech signals in the digital domain.
Scalar quantization techniques include: uniform, nonuniform, optimal, and
adaptive quantization. In vector quantization, the input vector is placed into
a closest codebook cell. Since the codebook is known at the receiver, high
transmission efficiency is achieved by transmitting only the codebook index.
This is an example of how sophisticated quantization technique can be used
for efficient speech transmission.

Chapter 8, entitled Speech Coding, is the heart of this book. The idea
of speech coding is to transmit acceptable quality speech at significantly
reduced bit rates �bits/sample�. The speech signal is sampled at the rate of
8 kHz and quantized at 8 bits/sample, resulting in the bit rate of 64 kbit/ s.
For economic reasons, this bit rate is excessive for wireless communication.
Cordless telephones and cellular networks restrict the average bit rate trans-
mission to 0.5–2 bits/ sample. Wideband speech transmission requires even
greater reduction in the bits per sample, hence more effective speech coding
algorithms are required. Chapter 8 develops a comprehensive description of
the most important speech coding algorithms, such as linear predictive cod-
ing vocoder, differential pulse code modulation, and code excited linear
prediction coding. Other advanced coding techniques are also discussed in

this chapter. Speech coding algorithms can be subdivided into wave form,
parametric or hybrid coding algorithms. In wave form coding, quantized
outputs of the analysis filter, such as linear prediction error, are transmitted.
Linear predictive error filter coefficients are adjusted adaptively according to
correlation properties of the input speech signal. At the receiver, the speech
signal is reconstructed by applying the residual signal to the synthesis filter.
This technique reduces the dynamic range of the transmitted signal. Para-
metric coders (vocoders), transmit a set of model parameters and control
parameters rather than coded wave forms. Speech is reconstructed at the
receiver by exciting a time-varying synthesis filter using either white noise
or a periodic sequence of pitch pulses in order to synthesize unvoiced and
voiced sounds. This configuration can be interpreted as a speech production
model, where the time-varying synthesis filter approximates the vocal track
model. In the hybrid coding approach, the excitation signal is generated
similar to waveform coding, and the parameters of a synthesis filter are
transmitted as side information. It is pointed out that an important common
feature of all three themes is that the time-varying synthesis filter approxi-
mates the vocal track transfer function of speech generation. All speech
coding algorithms try to achieve acceptable compromises between high
speech quality, low bit rate, low complexity, and limited signal delay. Ap-
pendix A specifies these parameters for a number of standard speech coding
algorithms.

Chapter 9, entitled Error Concealment and Soft Decision Source Cod-
ing, is the first chapter of the third part of the book that addresses various
techniques for speech enhancement, such as error concealment, single chan-
nel noise reduction, acoustic echo cancellation, multi-channel noise reduc-
tion, beamforming, and bandwidth extension. Chapter 9 discusses some
standard error concealment techniques as used in the Global System for
Mobile communication and the Universal Mobile Telecommunication Sys-
tem mobile systems. These systems use an approach called hard decision
decoding. Another generic approach is soft decision decoding that can be
applied to any parametric source decoder because it uses source redundancy,
channel reliability information, and parameter estimation. Muting tech-
niques, which significantly improve subjective speech quality in degraded
channels, are discussed. Finally an iterative source-channel decoding, that is
derived from the turbo principle, is discussed too briefly. Turbo codes
achieve near optimum error correction coding and decoding. The application
of turbo principles to near error free digital transmission is a major break-
through in almost error free digital communication and deserves more at-
tention. However, the bibliography references a key paper on this subject.

Chapter 10 addresses the topic of bandwidth extension of telephone
speech signals, a technique that is used to improve the mediocre audio
quality caused by the limited bandwidth of the old analog telephone sys-
tems. Bandwidth extension is accomplished by artificially adding some
spectral components to the narrowband signal. These components are gen-
erated using either information extracted from decoded narrowband trans-
mission or from transmitted side information. Bandwidth extension is a new,
interesting research topic.

Chapter 11 is concerned with algorithms for reducing additive noise.
In the first part of the chapter, the basic principles of Wiener filters, spectral
subtraction technique, and noise power spectral density estimation tech-
niques are presented. The second part of the chapter is devoted to the use of
techniques which use nonlinear optimal noise estimators. Maximum likeli-
hood, maximum a posteriori, and minimum mean square estimators for
estimation of complex DFT coefficients and spectral amplitudes are derived.
The chapter concludes with a discussion of spatial correlation properties of
sound fields, two-microphone noise cancellation, and implementation of
adaptive noise cancellers. Chapter 12 is devoted to multi-channel noise re-
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duction. This topic is closely related to the topics typically discussed in the
optimum and adaptive array processing literature. Here the reader should
use some caution, because array processing literature uses far-field and
plain-wave propagation assumptions, which may not be satisfied for acous-
tic noise sources in typical enclosed acoustic environments.

Acoustic echo control, the topic of the Chapter 13, is crucial for suc-
cessful implementation of hands-free car phones, multimedia systems that
have speech input, and teleconference facilities. In these systems the echo
control problem is caused by acoustic coupling between loudspeaker and
microphone. In addition to the desired near-field speaker, the microphone
picks up undesired noise and troublesome signals from the far-end speaker.
Most wireless digital communication networks have relatively long signal
delays that, without echo cancellation, cause annoying echoes at the far-end
speaker. Due to long two-way transmission delays, echoes are not masked
by the far-end speaker’s own voice. Thus, echo control is crucial for high
quality hands-free communication. Echo cancellation is a classical problem
in adaptive signal processing, dating back to analog telephone days, where
the echo was generated by imperfect hybrid circuits that coupled two-line
local area lines to the four-wire long distance transmission lines. Several
early adaptive echo cancellation algorithms addressed this problem. This
chapter focuses on new and important applications, evaluation criteria, a
number of well-known adaptive algorithms, and other echo control tech-
niques. The algorithms that are derived and studied in detail are: least mean
squares �LMS�, nonlinear least mean squares, recursive least-squares, and
affine projection algorithms. Due to its simplicity, the LMS algorithm is the
workhorse of adaptive algorithms. Frequency domain adaptive filtering is
also examined. Echo cancellation may not provide sufficient echo suppres-
sion; therefore additional echo control measures are necessary. These mea-
sures include combining an echo canceller with a center clipper, voice con-

trolled switching, and adaptive post filtering. In summary, the basic
principles, algorithms, and implementation of echo cancellation and other
echo control systems are thoroughly presented in this chapter.

The book concludes with two appendices. Appendix A presents some
of the most common coders-decoders �codec� with their features, properties,
and implementation details. This is an extremely valuable addition to the
book because it provides a strong connection between basic principles and
theory, as it is presented in preceding chapters, and actual practice and
international standards as presented in Appendix A. Appendix B summarizes
information on speech quality assessment. Speech quality measure and
methods are important for evaluation of speech transmission systems.

In conclusion, this book is a thorough review of recent development
and practice in the broad field of digital speech transmission. It is accessible
to readers with some background in digital signal processing and speech
processing. The first part of the book �Chapters 3–5� provides additional
background on spectral analysis, digital filter banks, stochastic signals, and
estimation. A nice feature is that each chapter is followed by a comprehen-
sive and up-to-date bibliography on the topics covered, enabling the inter-
ested reader to dig deeper into topics that interest him/her. The book is
highly recommended for readers who are interested in the principles and
state of the art of digital speech transmission.

LEON H. SIBUL
Applied Research Laboratory
The Pennsylvania State University
University Park, Pennsylvania 16804
and Technical University of Tallinn
Tallinn, Estonia
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7,072,244

43.30.Xm UNDERWATER EXTERIOR SHIP HULL
IMAGING SYSTEM EMPLOYING A REMOTE
MICROPROCESSOR CONTROLLED ACOUSTIC
TRANSDUCER ARRAY

Mark S. Rogers, assignor to Hull Underwater Imaging Systems,
Incorporated

4 July 2006 „Class 367Õ88…; filed 4 June 2004

A multibeam acoustic transducer array for producing three-
dimensional �3D� high-resolution images of a moving ship’s hull 32 is de-
scribed. The transducers 16 consist of orthogonal L-shaped pairs positioned
on opposite sides of a shipping channel 14. The arrays can either be

mounted in a fixed configuration on the fenders 12 and 13 of a defined
shipping channel or be suspended from a mobile support vessel. One of the
transducers in each of the pairs produces a broad horizontal beam but a

narrow vertical beam while its orthogonal companion does just the opposite.
The echoes from the ship’s hull are transmitted to a central processing unit
to create visual images.—WT

7,075,216

43.35.Zc LATERAL FIELD EXCITED ACOUSTIC
WAVE SENSOR

John F. Vetelino, assignor to University of Maine System Board of
Trustees

11 July 2006 „Class 310Õ338…; filed 31 March 2004

This patent discloses the use of transverse shear-mode resonators com-
posed of a piezoelectric substrate material to sense the presence of surface-
adsorbed materials. The author attempts to differentiate this device from
standard thickness shear-mode resonators by citing the lateral electric field
arrangement from the slot electrodes and the alignment of this slot with
particular crystal axes of the substrate. It is difficult to see what is really

novel here, as this is simply a special case of a family of devices that have
been thoroughly investigated. The author gives several examples of sensing
applications for the invention, such as dielectric constant measurements in
liquids and gases, chemical sensors, and conductivity measurements of liq-
uid solutions.—JAH
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7,070,260

43.35.Zc DROPLET DISPENSATION FROM A
RESERVOIR WITH REDUCTION IN
UNCONTROLLED ELECTROSTATIC CHARGE

Mitchell W. Mutz et al., assignors to Labcyte, Incorporated
4 July 2006 „Class 347Õ55…; filed 9 January 2003

To dispense liquids 14 �or 16� containing biological material onto the
surface 51 of material 49 held by substrate 53, transducer 37 sends ultra-
sound through coupling 41 to bowl 13 �or 15� into the liquid to be focused
at 55 �or 62�, causing droplet 57 to be ejected toward the target surface.
Multiple fluids can be deposited this way by shuttling the receiver carriage,
including target surface 49-53 and transducer carriage 45-41-61, to bowls
13, 15, etc. For a continuous process, the electric field caused by the elec

trostatic charge built up on fluids 14 and 16 will alter the droplet trajectory
and deposition site. Included in the 87 claims are many means to remove
that charge, including a conductive liquid 14, a conductive coupling medium
41, ultraviolet �UV� radiation, a conducting contact or conductive fluid in
intermittent contact with the bowl, means ‘‘to add or remove electrons from
the reservoir,’’ means to ground the reservoir, etc. �there are several more
such means claimed�.—AJC

7,072,479

43.38.Ar CAPACITOR MICROPHONE

Shioto Okita, assignor to Kabushiki Kaisha Audio-Technica
4 July 2006 „Class 381Õ174…; filed in Japan 11 January 2002

The patent describes a construction method that effectively reduces the
contact area of the spacing ring that separates the diaphragm and electret
backplate. This increases the effective area of the diaphragm, allowing a
slight increase in microphone sensitivity.—JME

7,078,847

43.38.Ar PIEZOELECTRIC ACTUATOR, TIMEPIECE,
AND PORTABLE DEVICE

Osamu Miyazawa et al., assignors to Seiko Epson Corporation
18 July 2006 „Class 310Õ323.02…; filed in Japan 21 December 1998

This patent discloses the details of a piezoelectrically driven, linear-
to-rotary mechanical linkage that appears to be a watch escapement. The
authors describe how the action of piezoelectric bar 10 can be set in longi-
tudinal oscillation to cause projection 36 to rub intermittently against rotor
100, and thereby spin it. The patent teaches how the selection of the mount-
ing point 39 and the resonant frequencies of the bar are important for getting

the most efficient conversion of linear to rotary energy and gives several
examples of how the arrangement of parts can be varied in order to achieve
the same end. Although no design equations are given, one gets the feeling
that this is not a field where mathematical analysis is useful outside of
selecting resonant frequencies. The patent provides an interesting gallery of
geometries for implementing a watch escapement or similar linear-to-rotary
motion conversion.—JAH

7,084,552

43.38.Ar ANISOTROPIC ACOUSTIC IMPEDANCE
MATCHING MATERIAL

Mahesh C. Bhardwaj, assignor to The Ultran Group,
Incorporated

1 August 2006 „Class 310Õ327…; filed 15 January 2004

This patent discloses the use of two materials of different acoustic
impedances in a matrix for the purpose of matching the impedance of pi-
ezoelectric driver materials to the materials being driven. According to the
patent, the layer must be one-quarter wavelength thick, and the material in
the matrix must consist of fibers or rods oriented along the direction of
motion of the transducer. The authors make no prescriptions for the ratio of
impedances of said materials, or how to best arrange the fibers or columns—
apparently all is well as soon as one mixes and aligns the material to make
it anisotropic. It is not clear how the ideas discussed in this patent improve
upon the developments of the past 30 years in 1–3 matrix composites.—
JAH
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7,084,554

43.38.Ar BIMORPH MEMS DEVICES

Baomin Xu and William S. Wong, assignors to Palo Alto Research
Center, Incorporated

1 August 2006 „Class 310Õ332…; filed 20 December 2004

This patent teaches a systematic approach to creating bimorph actua-
tors for microelectronics mechanical systems �MEMS� applications using
laser-assisted liftoff techniques. The goal seems to be to obtain smooth,
thick films of piezoelectric transducers �PZT� on silicon and other substrates
of interest to MEMS designers and to do it in a reproducible manner. The
inventors have come up with an approach that allows lamination of PZT
surfaces that might normally be unpredictably rough with sufficient me-
chanical integrity to make low-loss bimorph transducers. Although there is
nothing fundamentally new about this approach, the organization and de-
scription of the steps involved may be of interest to others in the
piezoelectric-MEMS field.—JAH

6,984,902

43.38.Ct HIGH EFFICIENCY VIBRATION ENERGY
HARVESTER

Jiankang Huang et al., assignors to Ferro Solutions, Incorporated
10 January 2006 „Class 310Õ26…; filed 29 January 2004

The device described in this patent would use magnetostrictive or
other such materials to generate electrical power from vibrations, such as the
vibration of an air duct. The electrical power could then be used locally,
such as to power a sensor that would measure the temperature of the air in
the duct. The patent considers in some detail the relative merits of alternate
methods of generating power, such as piezoelectricity, magnetic coils, vari-
able capacitance devices, etc. Various geometries are considered by which
the magnetostrictive effects may be optimized.—DLR

7,075,217

43.38.Fx LAMINATED PIEZOELECTRIC
TRANSFORMER

Alfredo Vazquez Carazo, assignor to Face International
Corporation

11 July 2006 „Class 310Õ359…; filed 9 April 2003

This patent discloses a novel configuration of piezoelectric materials
for use as a voltage transformer. The authors review a large number of
existing types, both linear �stacked� and transverse. They then proceed to
show how their new design overcomes the limitations of the previous de-
signs, mainly in the form of high-frequency behavior. The new design is

apparently like two Rosen-type transformers put back to back, so that the
mechanical impedances to the left and right of the driving portion are equal,
thus balancing the device response to first order and reducing the tendency
of the device to bend. The patent is well written, brief, and has a concise
review of the pros and cons of the existing designs. The technical depth is

not very high, but sufficient to let the reader decide where the problems with
these devices lie.—JAH

7,044,265

43.38.Ja CONSTANT DIRECTIVITY ACOUSTIC
HORN

David John Murphy, assignor to Krix Loudspeakers Pty, Limited
16 May 2006 „Class 181Õ192…; filed in Australia 17 September 2002

The transition from the exit 2i of a compression driver 7 to the throat
of a horn 3 is the subject of this patent, despite the title. The transition from
the circular exit of the driver to the rectangular cross section 2e of the horn

may have area discontinuities that can cause distortion. The patent presents
a solution to this problem by varying the cross section of the transition so
that the distance in one direction may increase while decreasing in the
other.—NAS

7,085,389

43.38.Ja INFINITE SLOPE LOUDSPEAKER
CROSSOVER FILTER

Richard T. Modafferi, assignor to Modafferi Acoustical Systems
1 August 2006 „Class 381Õ99…; filed 30 September 2003

In an earlier United States Patent 4,771,466, the inventor argued the
case for very steep filter slopes in multiway loudspeaker systems and dis-
closed practical methods for achieving initial slopes of 120 dB per octave or
more in passive crossover networks. Coupled inductors helped realize the
high-Q notches required. This patent describes several new improvements
exemplified in the three-way crossover circuit shown. The network topology

has been changed from parallel to series to smooth out the input impedance,
and highpass slopes are now less steep than lowpass slopes to allow greater
overlap in the crossover region. According to the patent, these changes have
proved to be an audible asset while still maintaining lowered wave interfer-
ence and reduced distortion. Well, right you are if you think you are.—GLA
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7,085,394

43.38.Ja ELECTRO-ACOUSTIC TRANSDUCER AND
ELECTRONIC DEVICE

Sawako Usuki and Shuji Saiki, assignors to Matsushita Electric
Industrial Company, Limited

1 August 2006 „Class 381Õ412…; filed in Japan 9 October 2001

A number of loudspeaker designs use a kind of printed-circuit voice
coil on a planar diaphragm. The assembly is suspended between opposing
magnets that produce a squished-out field more or less parallel to the dia-

phragm. In this variant, magnets 101 and 102 take the form of circular disks
and voice coil 105 is a flat spiral. Sound exits through multiple vents 108.
The device is intended for use in cellular phones, laptop computers, and the
like.—GLA

7,043,032

43.38.Lc TONE-CONTROL CIRCUIT AND METHOD
FOR CONDITIONING RESPECTIVE FREQUENCY
BANDS OF AN AUDIO SIGNAL

Philip R. Jeffs and Dennis A. Bohn, assignors to Rane
Corporation

9 May 2006 „Class 381Õ101…; filed 15 June 1999

The title ‘‘turntablist’’ refers to someone who in the past may have
been called a disc jockey �DJ�. The patent also lets us know that a turntablist
may use a control called a ‘‘hamster.’’ With this introduction, the patent
describes fourth-order tone control circuits for DJ mixing equipment that

may in fact use cascaded second-order filters. The patent provides a cogent
description of DJ mixing and processing equipment as well as the operation
of the same. The assignee is a major manufacturer of DJ mixing and pro-
cessing equipment.—NAS

7,078,964

43.38.Lc DETECTION OF DC OUTPUT LEVELS
FROM A CLASS D AMPLIFIER

Lars Risbo and James Teng, assignors to Texas Instruments,
Incorporated

18 July 2006 „Class 330Õ10…; filed 12 October 2004

This is a well-written patent that includes useful background informa-
tion about the operation of Class AD audio power amplifiers. The invention
is concerned with the problem of unwanted dc offset at the output terminals.
A simple highpass filter will either attenuate some low-frequency audio
signals or fail to block slowly fluctuating offset. An improved dc detector is

described which operates as a sigma-delta modulator in combination with a
digital lowpass sine filter operating at a much slower clock rate. ‘‘In this
manner, the cut-off frequency of the sine filter can be extremely low, so that
dc output signal components can be detected even in the presence of low-
frequency components in the audio output during detection.’’—GLA

7,079,660

43.38.Lc BASS COMPENSATION DEVICE AND A
SOUND SYSTEM USING THE DEVICE

Shigeji Ohama and Hiroyuki Saito, assignors to Rohm Company,
Limited

18 July 2006 „Class 381Õ98…; filed in Japan 16 April 2001

Practical applications of synthetic bass are older than the art of audio
reproduction and can be found in many pipe organs. Most implementations,
whether acoustical or electronic, attempt to fool the ear into hearing a non-
existent fundamental tone. The miniaturization of audio playback devices
has prompted the development of more recent electronic variants. Some of
these filter out unwanted low-frequency components and then perform fre-

quency doubling—a process that requires a second lowpass filter. However,
very-low-frequency signals may be outside the safe frequency range, even
when doubled. What to do? Replacing the lowpass filter with a bandpass
filter 54, 60 solves the problem, and the patent claims cover three possible
variants of this idea.—GLA
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7,053,978

43.38.Md CORRECTION OF OPTICAL FILM
SOUNDTRACK DEFICIENCIES

Jaime Arturo Valenzuela and Vincent Richard Williams, assignors
to Technicolor, Incorporated

30 May 2006 „Class 352Õ27…; filed 30 August 2002

Optical sound tracks on motion picture film strips have been around
for more than 75 years. The patent provides a capsule description of analog

optical soundtrack recording and playback, the problems inherent with the
process, and a means for improving the playback of optical soundtracks. The
description of the invention is clearly written.—NAS

7,075,390

43.38.Rh SURFACE ACOUSTIC WAVE DEVICE

Akihiro Bungo et al., assignors to Mitsubishi Materials
Corporation

11 July 2006 „Class 333Õ193…; filed in Japan 11 November 1999

A rf bandpass filter is claimed that has minimal attenuation in its
passband using a langasite �Lanthanum Gallium Silicate� piezoelectric ele-
ment cut with specified Euler angles and with specified aluminum electrode
dimensions.—AJC

7,075,525

43.38.Rh METHOD FOR DESIGNING REFLECTION
STRIPES OF AN ACOUSTIC TOUCH SCREEN

Eric Cheng et al., assignors to Onetouch Technologies Company,
Limited

11 July 2006 „Class 345Õ177…; filed in Taiwan 11 March 2003

A touch screen using surface acoustic waves �SAW�, where more con-
stant scattered SAW signal strength leads to improved position resolution, is

achieved by reducing the signal degradation for touch positions furthest
�e.g., Nth group� from the transducers T1 and R1 and from T2 and R2.

This is achieved by tapering the length of the surface wave reflectors 11, 12,
13, 14 in every group.—AJC

7,079,118

43.38.Rh TOUCH SCREEN USING ECHO-
LOCATION

David J. Benard et al., assignors to Rockwell Automation
Technologies, Incorporated

18 July 2006 „Class 345Õ173…; filed 23 February 2004

Touch screen system 10 is claimed where the touch sensitive surface
covering substrate 12 comprises a glass micro sheet 30–300 �m thick sepa-
rated by a fine gap created by residual dust particles or by applying a
powder before assembly. Local pressure at 24 by a finger or a stylus will
locally deform the microsheet to contact substrate 12. The propagation of
surface acoustic waves 22 emitted by ultrasound transmitter 14 into the

surface of the substrate adjacent to the microsheet is perturbed at contact 24.
This in turn causes scattering of the surface wave 22 arriving there. Signals
caused by scattered surface waves 26 arriving at receiving transducers 16
and 18 are processed by controller 20 to deduce the position of contact 24
according to the time of flight to 16 and 18 as well as the amplitude of the
envelope of the ultrasound SAW pulses.—AJC

7,082,207

43.38.Si ADJUSTABLE BEHIND-THE-EAR
COMMUNICATION DEVICE

Gary M. Rapps, assignor to Motorola, Incorporated
25 July 2006 „Class 381Õ381…; filed 14 December 2001

A behind-the-ear communications set combines transducers and elec-
tronics in a single package. To provide proper operation yet fit comfortably
over long periods of time, a choice of several ear inserts or even a custom-

molded ear insert may be offered. In this patent, Motorola attempts to
achieve an acceptable all-in-one approach by adding an adjustable pivot to
the sound delivery tube.—GLA

16 16J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 Reviews of Acoustical Patents



7,072,475

43.38.Si OPTICALLY COUPLED HEADSET AND
MICROPHONE

Frank A. DeNap et al., assignors to Sprint Spectrum L.P.
4 July 2006 „Class 381Õ74…; filed 27 June 2001

A combination microphone-receiver headset can take many forms, but
the great majority of designs rely on electrical wiring to connect the headset
with associated electronic equipment. This patent points out that the con-

necting cable can pick up unwanted electrical interference and, in some
cases, radiate harmful interference. An alternative optical link involving a
splitter, a directional optical coupler, etc., is described at some length.—
GLA

7,072,476

43.38.Si AUDIO HEADSET

Donald R. White and Masahisa Masuda, assignors to Matech,
Incorporated

4 July 2006 „Class 381Õ74…; filed 13 January 2003

This is a good example of a never-ending patent. The original appli-
cation was filed in 1997 and has appeared as United States Patents
5,907,538 and 6,370,245, along with numerous continuation-in-parts and
provisional applications. The basic feature common to all of these is the use
of a microphone in the ear to pick up speech. According to the patent, such
a microphone has the advantage of being ‘‘isolated from background noise
and vibrations due to bone conduction.’’ Among other embodiments, this

latest patent envisions a dual-mode transducer that can function as a micro-
phone for two-way communication and as a receiver for stereo playback.—
GLA

7,084,701

43.38.Si PREVENTING POWER-ON AUDIO OUTPUT
NOISE IN A WIRELESS TELEPHONE HANDSET

Damien Mendoza et al., assignors to Texas Instrument,
Incorporated

1 August 2006 „Class 330Õ51…; filed in 10 May 2002

Solid-state audio amplifiers, especially single-ended amplifiers, have a
tendency to produce a loud pop when turned on. The patent at hand uses
several paragraphs to discuss this phenomenon and explain why all previous
pop suppression methods are somehow lacking. Three more pages of text

and 33 patent claims then describe improved circuitry employing muting
transistors 26 and 28 whose gates are driven by suitable control logic.—
GLA
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7,072,474

43.38.Vk SOUND RECORDING AND
REPRODUCTION SYSTEMS

Philip Arthur Nelson et al., assignors to Adaptive Audio, Limited
4 July 2006 „Class 381Õ17…; filed in United Kingdom 16 February

1996

The history of this patent goes back more than ten years to an original
filing in Great Britain in 1996, and includes earlier United States Patent
6,760,447 �reviewed in J. Acoust. Soc. Am. 116�6�, 3253 �2004��. The in-
ventors’ ‘‘stereo dipole’’ is one of several patented schemes to provide full
surround-sound reproduction from a pair of closely spaced loudspeakers.
However, the associated crosstalk cancellation circuitry differs from other
methods. Rather than a fixed delay, the phase difference between the two

speakers ‘‘varies with frequency from low frequencies where the vibrations
are substantially out of phase to high frequencies where the vibrations are in
phase.’’ �Some of the required processing can be included in the recording
itself.� The patent includes a thorough discussion of the requirements for
such virtual stereo synthesis, along with a great many graphs and diagrams.
However, a number of considerations, such as directional patterns and the
possible influence of early room reflections, are largely ignored.—GLA

7,076,068

43.38.Vk THREE-DIMENSIONAL SOUND
REPRODUCING APPARATUS AND A THREE-
DIMENSIONAL SOUND REPRODUCTION METHOD

Hiromi Sotome et al., assignors to Yamaha Corporation
11 July 2006 „Class 381Õ17…; filed in Japan 21 June 1996

This patent covers a great deal of information that has been discussed
in these pages over the past few years regarding the playback of encoded
surround sound over a single pair of frontal loudspeakers. The spreading of
front-left and front-right program outside the loudspeaker base is, by now,
ancient art. This patent proposes an additional ‘‘nonlocalization’’ signal that
is sensed as arriving generally from the sides and rear of the listener. While
such effects can be generated in a carefully controlled listening environ-

ment, they are normally sensitive to even slight head movements. It is
doubtful if all of this works as neatly as suggested.—JME

7,076,071

43.38.Vk PROCESS FOR ENHANCING THE
EXISTING AMBIENCE, IMAGING, DEPTH, CLARITY,
AND SPACIOUSNESS OF SOUND RECORDINGS

Robert A. Katz, Longwood, Florida
11 July 2006 „Class 381Õ307…; filed 8 June 2001

The patent describes a fairly complex procedure in which stereo sig-
nals are delayed and adjusted in level in a repeating sequence as follows:
‘‘The process includes generating a first audio signal and generating a sec-
ond audio signal; delaying and attenuating said second audio signal to form
a third audio signal; summing said third audio signal with said first audio to

form a fourth audio signal, etc.’’ Upwards of twenty-five iterations may be
necessary in this chain. For each signal generation step, the delay and at-
tenuation values are carefully determined to lie within audible fusion limits
defined by Haas �Blauert, Spatial Hearing �1999�, Sec. 3.1.2� in order to
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achieve sequential masking of the delays as such. The result of this is a
subjective increase in perceived ambience with little, if any, spectral alter-
ation in the overall signal. Additionally, the process ‘‘unmasks 60–90 mil-
liseconds or more of the early reverberation in the sound recording, thus
enhancing the character of the sound recording which comes from the re-
cording hall.’’—JME

7,082,371

43.40.At FUNDAMENTAL MISTUNING MODEL FOR
DETERMINING SYSTEM PROPERTIES AND
PREDICTING VIBRATORY RESPONSE OF BLADED
DISKS

Jerry H. Griffin and Drew M. Feiner, assignors to Carnegie
Mellon University

25 July 2006 „Class 702Õ56…; filed 30 April 2004

Mistuning here refers to the natural frequencies of individual blades of
a bladed disk �as in turbines, compressors, fans� deviating from the ideal
situation where all blades have the same natural frequency. Such mistuning
may lead to some blades experiencing increased vibrations and failing early
due to high-cycle fatigue. The present patent describes several measurement
and computational approaches toward determining mistuning, including use
of a computationally efficient ‘‘fundamental mistuning model.’’—EEU

7,043,029

43.40.Tm DEVICE FOR USE IN AN AUDIO SIGNAL
PROCESSING SYSTEM

Sergio Luca Zini and Ruggero Ruggeri, both of Bologna, Italy
9 May 2006 „Class 381Õ71.7…; filed in Italy 22 December 1998

Vibrations of cables, circuit boards, and other components in an audio
system are, according to this patent, deleterious to the final quality of the
original musical message. The patent describes a scheme wherein materials,
such as ‘‘harmonic essence’’ woods such as cypress, fir, and beech, and
‘‘hard essence’’ woods such as ebony and maple, can be used to construct a
transmission circuit 14 for ‘‘controlled distribution and for discharge of

undesired vibrations’’ in an audio processing circuit, which appears to be a
CD or DVD player, although it may be any electronic or mechano-electronic
device. Although the patent draws on methods more appropriate for luthiers
and similar crafts, how these techniques can be useful in mass market con-
sumer electronics items is not clear to this reviewer. A method is also dis-
closed for controlled distribution of undesired vibration in a signal cable. To
which one can say ‘‘metaphysics.’’—NAS

7,080,564

43.40.Tm VIBRATORY TRANSDUCER

Alfred Rieder and Wolfgang Drahm, assignors to Endress and
Hauser Flowtec AG

25 July 2006 „Class 73Õ861.357…; filed in Germany 8 May 2002

This patent describes a vibratory viscosimeter in which a length of
straight pipe is vibrated in torsion about its longitudinal axis at its resonant
frequency and the viscosity of the fluid flowing in the pipe is deduced from
the energy required to keep the pipe vibrating at a given amplitude. In order
to increase the accuracy of the device, it is desired to reduce the energy
transmitted from the viscosimeter pipe to the pipes to which it is connected.
This is accomplished by attaching torsional vibration absorbers, tuned to the
aforementioned resonant frequency, to the ends of the viscosimeter pipe.—
EEU

7,075,214

43.40.Sk PIEZOELECTRIC RESONATOR AND
ELECTRONIC COMPONENT PROVIDED
THEREWITH

Kenji Inoue et al., assignors to TDK Corporation
11 July 2006 „Class 310Õ328…; filed in Japan 10 March 2004

This patent concerns the construction of bandpass filters comprising
film bulk acoustic resonators �FBARs�, and the stagger tuning of such an
arrangement to make a wider bandpass response. The authors propose that
one can create a series connection of such filters by simply stacking them on
top of each other. The weak coupling required for stagger tuning is obtained
by changing the cross section of the resonators, and the stagger tuning itself

is obtained by changing the thickness of successive layers slightly. This is a
standard technique adapted to microelectronics mechanical systems
�MEMS� fabrication methods in a not particularly elegant fashion. There are
a few examples given of materials and dimensions necessary to get this
working in the 2 to 3 GHz frequency range.—JAH
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7,072,274

43.40.Vn ADAPTIVE MOUNTING SYSTEM FOR
DATA STORAGE DEVICES

Gordon James Smith and Sri M. Sri-Jayantha, assignors to
Lenovo „Singapore… Pte, Limited

4 July 2006 „Class 369Õ247.1…; filed 31 May 2002

In data storage device 14, adaptive vibration mounts 50 coupled to
structural member 56 and the enclosure 18 are configured to damp the
transfer of vibration to the data transfer mechanism 100–108. The active
element 50 responds to electric stimulus. Its materials may include an elec-
trostatically stricted polymer �ESSP� to produce countering forces, a mag-
netorheological �MR� material, and an electrorheological �ER� material, the

latter two capable of producing damping. Controller 124 monitors the posi-
tion error signal �PES� 126 from read/write head 102 and develops signals
76 to drive actuators 50 to produce optimal electromotive forces that opti-
mize the stiffness and damping parameters of those adaptive mounts,
thereby creating a vibration-free state for data-handling module 53, 54,
100–116.—AJC

7,073,384

43.40.Yq METHOD AND APPARATUS FOR
REMOTE MEASUREMENT OF VIBRATION AND
PROPERTIES OF OBJECTS

Dimitri Donskoy et al., assignors to Stevens Institute of
Technology

11 July 2006 „Class 73Õ657…; filed 23 August 2000

Unlike a laser-doppler vibrometer, the device described in this patent
employs amplitude- or phase-modulated, incoherent electromagnetic radia-
tion �light or microwaves� emitted toward a vibrating object. The reflected
and/or scattered signal, which is modulated by the vibration, is received by
a remote sensor and demodulated to extract and analyze the vibration wave-
form. This device does not require the expensive precision optical elements
of a laser vibrometer and is less sensitive to vibration of the transmitting and
receiving systems. In order to enhance performance of the vibrometer
�which, as in laser vibrometers, depends on relative motion between the
measurement system and the observed object�, accelerometers are mounted
on the transmitters and receivers and the measured vibrations of these ele-
ments are taken into account via an innovative algorithm. Since microwave
radiation can penetrate into objects, use of this radiation permits measure-
ment of vibrations of internal components.—EEU

7,084,553

43.40.Yq VIBRATING DEBRIS REMOVER

Damian R. Ludwiczak, Medina, Ohio
1 August 2006 „Class 310Õ328…; filed 24 September 2004

In order to remove debris from a structure, such as ice from the win-
dow of a vehicle, a device consisting of a vibration generator and a coupler
is attached to the edge of the structure. The coupler is intended to enhance
the transmitted vibrations by providing impedance matching.—EEU

7,070,848

43.50.Gf VEHICLE ACOUSTIC BARRIER

Michael T. Campbell, assignor to Cascade Engineering,
Incorporated

4 July 2006 „Class 428Õ137…; filed 21 October 2002

A 30% reduction in the weight of vehicle-firewall acoustical barrier-
absorber mat 10 is obtained by spacing that mat from the sheet-metal body
panel with an absorber mat, by using a dense material 40 for the barrier, and

then cutting holes 13–32 in that barrier where the sound level is not great.
�The steering-wheel column passes through at 12�. The noise reduction val-
ues for sound penetrating the panel and mat are essentially the same as for
the original heavier mat.—AJC

7,077,461

43.50.Gf SOUND INSULATING DEVICE DESIGNED
TO BE MOUNTED IN A TUBULAR PART, IN
PARTICULAR A MOTOR VEHICLE BODY PART

Florence Ratet, assignor to Hutchinson
18 July 2006 „Class 296Õ187.02…; filed in France 2 July 2001

To reduce the labor required to install sound barrier 10 inside tube T
that enters a vehicle interior, a process is claimed where a cord of thermally
expandable material is wrapped on the periphery of plug 10 whose body 12

includes sound barrier 12a, cord retaining fingers 18a and 18b, and posi-
tioning tab 25-20 that, in turn, seats in hole 22. Application of heat during
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manufacturing causes the cord material 14 to expand to seal the gap between
T and 10. The thermo-expansion cord material may be a polyamide.—AJC

7,080,712

43.50.Gf SOUNDPROOF MATERIAL FOR VEHICLE
AND METHOD OF MANUFACTURING THE
MATERIAL

Tomohiro Tsuiki et al., assignors to Kasai Kogyo Company,
Limited

25 July 2006 „Class 181Õ204…; filed in Japan 23 January 2001

Sound transmission loss �TL� improvement is claimed whereby sound
absorbing material 21 is placed on the interior side surface of the vehicle-
body panel 10 under dash board 40, while incorporating enhanced sound
absorption due to the focusing property of the concave dashboard backside.

The authors barely distinguish between TL and sound absorption, though
they do represent the TL improvement above 1 kHz when skin 22 is added.
Several material arrangements 20-21-22 and the methods of assembling
them and fastening them by gluing are claimed.—AJC

7,084,578

43.50.Gf SYSTEM AND METHOD FOR PREVENTING
ACOUSTIC ARC RESONANCE IN A HID LAMP

Mingfu Gong, Cupertino, California
1 August 2006 „Class 315Õ194…; filed 10 May 2004

High intensity discharge �HID� lamps suffer acoustic arc resonance
�AAR� when starting and when operating, which produces audible noise.
The frequency, amplitude, and the conditions for which AAR occurs will
vary with ambient temperature and with lamp age. Magnetic HID ballasts
are not susceptible to AAR, but are inefficient. The frequency at which
efficient HID electronic ballasts feed pulses of current to the HID lamp for
starting and for its running, from 1 kHz to over 100 kHz, includes the AAR
frequency range. Claims include the following facts: Pulse deduction �omit-
ting one or more pulses� provides over-current protection during starting and
when an over current is detected. A bi-directional thyrister �SIDAC� is used
as a starter switch. AAR is much less likely when the pulse frequency and
pulse width are varied randomly. A pseudo random sequence is claimed that
optimally avoids AAR. Pulse phase modulation �PPM� can also avoid AAR.
Not more than ten contiguous pulses are allowed with the same phase. The
frequency of the current pulses may be from a few kHz to a few hundred

kHz. To avoid low-frequency AAR, the period of any constant phase pulse
sequence should be not any longer than 5 ms.—AJC

7,076,922

43.55.Ti INTERCONNECTING SOUND
ATTENUATING ENCLOSURE

Jacob L. Parres, Camarillo, California
18 July 2006 „Class 52Õ79.5…; filed 7 October 2003

This patent describes a kit of parts, including pipe fittings and panels,
that assembles into a self-contained sound isolation container for use as a
music practice room or the like. It is demountable and transportable. The
structural frame is formed with pipes and slip-in fittings.—CJR

7,071,794

43.58.Hp QUARTZ CRYSTAL RESONATOR, UNIT
HAVING RESONATOR, OSCILLATOR HAVING
UNIT, ELECTRONIC APPARATUS HAVING
OSCILLATOR, AND METHOD FOR
MANUFACTURING ELECTRONIC APPARATUS

Hirofumi Kawashima, assignor to Piedek Technical Laboratory
4 July 2006 „Class 333Õ187…; filed in Japan 6 March 2002

This patent discloses the use of grooved tuning fork tines to increase
the coupling constant for tuning fork resonators as used in high-precision
timing devices. The authors argue that the use of grooved areas 21 and 27 of

the tuning fork tines will make the oscillator more stable due to the suppres-
sion of the second harmonic when the grooves are made so as to satisfy
certain dimensional constraints. Since this is relatively easy to fabricate, this
is a useful incremental improvement for the art.—JAH
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7,076,433

43.60.Bf APPARATUS AND PROGRAM FOR
SEPARATING A DESIRED SOUND FROM A MIXED
INPUT SOUND

Masashi Ito and Hiroshi Tsujino, assignors to Honda Giken Kogyo
Kabushiki Kaisha

11 July 2006 „Class 704Õ500…; filed in Japan 24 January 2001

One of the long-standing goals in general signal analysis has been the
reliable separation of one signal component from an ensemble of similar
components. The patent describes a number of techniques, one of which is
shown in the figure. After a given segment of the signal has been windowed
and analyzed in the frequency domain 3 to produce its power spectrum, it is

then fed to a unit signal generation block 4. In a recursive procedure, suc-
cessive peaks in the power spectrum are analyzed and tracked, ostensibly
leading to an estimate of what may actually constitute the desired signal.
Such elements as ‘‘harmonic structure, pitch consistency, intonation, onset/
offset information, and/or sound direction’’ may be used in this process.—
JME

7,080,008

43.60.Bf AUDIO SEGMENTATION AND
CLASSIFICATION USING THRESHOLD VALUES

Hao Jiang and Hong-Jiang Zhang, assignors to Microsoft
Corporation

18 July 2006 „Class 704Õ214…; filed 11 May 2004

In computer-based audio information retrieval, it is useful to be able to
identify the nature of the audio signal; such determinations as ‘‘silence,
environmental sound, speech, nonspeech, or music’’ can be useful in parsing
a large collection of audio elements. The patent describes a statistical

method for doing this based on the following elements: ‘‘Line-spectrum
pairs, noise frame ratio, periodicity of particular bands, spectrum flux fea-
tures, and energy distribution in one or more bands.’’ The figure shows a
signal flow diagram of how this can be done.—JME

7,084,801

43.60.Cg APPARATUS AND METHOD FOR
ESTIMATING THE DIRECTION OF ARRIVAL OF A
SOURCE SIGNAL USING A MICROPHONE
ARRAY

Radu Victor Balan and Justinian Rosca, assignors to Siemens
Corporate Research, Incorporated

1 August 2006 „Class 341Õ155…; filed 5 June 2003

The patent describes in broad terms an adaptive microphone array for

determining the direction of a sound source. Applications include optimized
hands-free pickup of speech in noisy environments.—JME

7,085,393

43.60.Dh METHOD AND APPARATUS FOR
REGULARIZING MEASURED HRTF FOR SMOOTH
3D DIGITAL AUDIO

Jiashu Chen, assignor to Agere Systems, Incorporated
1 August 2006 „Class 381Õ310…; filed 13 November 1998

HRTFs axe implemented in a variety of applications where simulated
sounds can be panned in various directions about the listener. head-related
transfer function �HRTF� data is normally collected at discrete bearing

angles about the listener and smooth panning is difficult to achieve when
moving from one position to another. The patent discusses procedures for
smoothly interpolating between adjacent positions without producing
artifacts.—JME
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7,050,965

43.60.Ek PERCEPTUAL NORMALIZATION OF
DIGITAL AUDIO SIGNALS

Alex A. Lopez-Estrada, assignor to Intel Corporation
23 May 2006 „Class 704Õ200.1…; filed 3 June 2002

Critical bands and loudness masking have been used to code audio
signals for quite awhile. The same technique can be used to ‘‘normalize’’
audio signals when converting digital signals from one sample rate to an-

other to minimize artifacts. A method is described that uses critical bands,
the absolute threshold of hearing, a psycho-acoustic model, and wavelet
analysis to minimize high computational complexity. This patent could also
be classified under PACS 43.60.Hj.—NAS

7,072,480

43.66.Ts HEARING AID SYSTEM WITH A HEARING
AID AND AN EXTERNAL PROCESSOR UNIT

Uwe Rass, assignor to Siemens Audiologische Technik GmbH
4 July 2006 „Class 381Õ314…; filed in Germany 24 June 2002

The signal processing on the output signal of a microphone in an
external processor unit is adapted to a specific hearing environment, e.g.,
inside an automobile. The processed signal is sent wirelessly to the hearing

aid. The external processor unit can remain in a particular hearing environ-
ment permanently and may be configured with separate signal processors,
each of which is dedicated to a specific listening environment.—DAP

7,074,296

43.66.Ts IN-EAR HEARING AID AND METHOD FOR
ITS MANUFACTURE

Andi Vonlanthen, assignor to Phonak AG
11 July 2006 „Class 156Õ293…; filed 2 August 2004

An acoustically transparent elastomeric membrane is placed on the
output aperture of a custom hearing aid to prevent earwax from entering and

occluding the hearing aid. A support plate with a blind hole has the mem-
brane as a base and is bonded to the hearing aid housing.—DAP

7,076,075

43.66.Ts HEARING AID WITH PIVOTABLE
BATTERY DRAWER HAVING OPENING IN END
WALL FOR BATTERY REMOVAL

Michael F. Jørgensen, assignor to Oticon AÕS
11 July 2006 „Class 381Õ323…; filed in Denmark 20 December 2000

To prevent children from removing the hearing aid battery and dam-
aging the battery drawer, the battery drawer has two side features that pre-

vent gripping the planar sides of the battery. The battery may be removed by
inserting an object through an aperture in the battery drawer and pushing the
battery out.—DAP
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7,076,076

43.66.Ts HEARING AID SYSTEM

Natan Bauman, assignor to Vivatone Hearing Systems, LLC
11 July 2006 „Class 381Õ328…; filed 10 September 2002

A hearing aid receiver is packaged in a housing that has several flex-
ible arms made out of plastic or bendable wire. The tips of the flexible arms

contact the ear canal wall and act as springs to keep the receiver housing in
place.—DAP

7,082,206

43.66.Ts FLEXIBLE HEARING AID TIP WITH AN
INTEGRAL RECEIVER

Derek D. Mahoney et al., assignors to Sarnoff Corporation
25 July 2006 „Class 381Õ328…; filed 13 March 2001

The hearing aid receiver is mounted within the bore of a flexible
mushroom-shaped, compliant tip that is attached to a separate hearing aid

housing. The tip may be formed from rubber materials having different
durometers to ensure stability for easy insertion, while retaining softness for
a good acoustic seal and comfort.—DAP

7,079,662

43.66.Ts HEARING AID DEVICE WEARABLE IN
THE EAR OR HEARING AID DEVICE HAVING AN
OTOPLASTIC WEARABLE IN THE EAR

Torsten Niederdrānk, assignor to Siemens Audiologische Technik
GmbH

18 July 2006 „Class 381Õ328…; filed in Germany 6 February 2002

To prevent acoustic feedback oscillation, high-frequency acoustic
feedback through the hearing aid vent channel is suppressed to prevent it
from getting back into the hearing aid microphone. The vent channel con-

sists of a combination of a proximal long and narrow channel, which may
contain an acoustic damper, and a very short distal portion with a wider
cross section.—DAP

7,082,332

43.66.Ts SOUND PROCESSOR FOR A COCHLEAR
IMPLANT

Peter John Blamey et al., assignors to Cochlear, Limited
25 July 2006 „Class 607Õ57…; filed in Australia 19 June 2000

Multiple-channel-per-electrode processing is used to produce a neural

excitation pattern which mimics the spatio-temporal pattern made by the
traveling wave on a basilar membrane of a normal-hearing cochlea.—DAP

7,082,205

43.66.Ts METHOD FOR IN SITU MEASURING AND
CORRECTING OR ADJUSTING THE OUTPUT
SIGNAL OF A HEARING AID WITH A MODEL
PROCESSOR AND HEARING AID EMPLOYING
SUCH A METHOD

Soren Erik Westermann, assignor to Widex AÕS
25 July 2006 „Class 381Õ312…; filed 9 November 1998

An electroacoustic model of the hearing aid and ear simulates the
sound signal that would be produced in an ear canal. The model is adapted
with an error signal signifying the difference between the actual signal mea-
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sured in the ear canal with a probe microphone and the simulated sound
signal.—DAP

7,084,870

43.66.Ts INTERACTIVE BINAURAL SHELL
MODELING FOR HEARING AIDS

Tong Fang et al., assignors to Siemens Corporate Research,
Incorporated

1 August 2006 „Class 345Õ420…; filed 18 December 2003

This patent utilizes the symmetry between the physical shapes of a
person’s left and right ears in formulating computerized models for custom

hearing aid ear shells. Data obtained from modeling the ear impression of
the first ear shell is mapped for adjustment of the second ear shell model to
eliminate inconsistencies and streamline the process.—DAP

6,986,663

43.70.Ep METHOD AND APPARATUS FOR
AUTOMATED TRAINING OF LANGUAGE LEARNING
SKILLS

Elizabeth H. Budra et al., assignors to Scientific Learning
Corporation

17 January 2006 „Class 434Õ169…; filed 26 February 2004

The patent describes a comprehensive package of computer programs
designed to teach language skills, including semantics, syntax, phonological
and morphological categories, spelling, and sentence and paragraph compre-
hension, among others. Several of these branches of linguistics are defined

here and discussed in some detail and the game descriptions are fairly ex-
plicit as to how each of the language aspects is addressed during game play.
As is seen in the many drawings of computer screens during game play, the
system is clearly targeted to a fairly young audience.—DLR

6,978,240

43.70.Kv SPEECH TRANSLATION SYSTEM
UTILIZING HOLOGRAPHIC DATA STORAGE
MEDIUM

Gregory R. Brotz, Sheboygan, Wisconsin
20 December 2005 „Class 704Õ277…; filed 31 January 2002

This patent entertains a rather radical notion: That the immense storage
capacity and the associative recall capabilities of holographic storage could
be used to translate one spoken language into another. The idea is that the
raw waveforms of words or phrases in the source language would provide
the holographic keys to look up the corresponding words or phrases in the
target language. You then just pipe the result into your loudspeaker 32 and
voilá. In fact, if your holographic memory is large enough, you can also get
outputs in multiple languages simultaneously. Actually, most of the work, as

the system is described here, is done by a correlator 22, considered to be
external to the holographic process 12. The author envisions, for example,
that noise reduction would be possible. What is missing in the description is
any real consideration of the range of variability that could be ‘‘corrected’’
by the holographic lookup process. My intuition is that you would need
samples, not only of every possible word or phrase, but each of the same
spoken in just about every possible manner. Maybe by 2106, our technology
will be up to that requirement.—DLR
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6,988,064

43.72.Ar SYSTEM AND METHOD FOR COMBINED
FREQUENCY-DOMAIN AND TIME-DOMAIN
PITCH EXTRACTION FOR SPEECH SIGNALS

Tenkasi V. Ramabadran and Alexander Sorin, assignors to
Motorola, Incorporated

17 January 2006 „Class 704Õ218…; filed 31 March 2003

Described here is a speech pitch extractor that uses both time-domain
and frequency-domain analyzers to provide candidate pitch estimates for
each frame of the speech signal. Another aspect of the system is that it be of
low complexity, suitable for use in a portable, hand-held device, where
portions of a speech recognition operation may be performed by a server
elsewhere in the system. For the actual details of the frequency-domain
pitch candidate extraction, the reader is referred to United States Patent
6,587,816. The time-domain system is essentially a down-sampled, low-
pass-filtered autocorrelation system. The frequency-based analyzer is said to
work best for low-pitch signals, whereas the correlator is said to perform
better for high-pitch signals.—DLR

6,980,834

43.72.Ja METHOD AND APPARATUS FOR
PERFORMING TEXT TO SPEECH SYNTHESIS

Vishwa N. Gupta and Paul Boucher, assignors to Nortel Networks,
Limited

27 December 2005 „Class 455Õ563…; filed 5 December 2002

This patent is based on the well-known idea that a speech signal can be
broken down into components, such as the content versus a vocal tract
description. This idea is then applied in a manner almost as well-known, in
the context of a central, or base, station connected to smaller terminal units,
in this case, cell phones. By putting a speech synthesis process in the cell
phone, the message content may be sent in the form of highly compact data
bits, character codes, etc., while the vocal tract descriptions may be sent
much less often. The claims cover linear predictive coding as the separation
method, a technique used in speech processing since the 1970s. In other
words, there is nothing new here. The speech processing details are not
further discussed and exactly what gets separated out from what is equally
unclear.—DLR

6,980,955

43.72.Ja SYNTHESIS UNIT SELECTION
APPARATUS AND METHOD, AND STORAGE
MEDIUM

Yasuo Okutani and Yasuhiro Komori, assignors to Canon
Kabushiki Kaisha

27 December 2005 „Class 704Õ258…; filed in Japan 31 March 2000

The patent describes a synthesis process by which speech waveform
segments are selected from a database and modified as required in order to
provide a good fit to the prior segment and to the message requirements. All
of the modifications would be performed in the time domain, so there is no
involvement of spectral considerations. The essence of the patent is an
n-best matching process by which the nearest matching segment is selected.

Candidate segments are identified using a search method referred to as an
‘‘A*’’ technique, described only briefly. Concatenation is done using a
pitch-synchronous overlap-and-add technique.—DLR

6,983,249

43.72.Ja SYSTEMS AND METHODS FOR VOICE
SYNTHESIS

Hideo Sakai, assignor to International Business Machines
Corporation

3 January 2006 „Class 704Õ258…; filed in Japan 26 June 2000

This patent covers a voice-response order fulfillment system which
selects characteristics of the synthesized speech according to stored cus-
tomer information and preferences. With this system, the customer would
specify the characteristics of the synthetic voice by choosing a particular
character or personality, such as a well-known actor or television personal-
ity. In that case, a central aspect of the patented system is a provision by
which appropriate royalties may be determined for the use of the famed
voice characteristics.—DLR

6,988,068

43.72.Ja COMPENSATING FOR AMBIENT NOISE
LEVELS IN TEXT-TO-SPEECH APPLICATIONS

Francis Fado and Peter J. Guasti, assignors to International
Business Machines Corporation

17 January 2006 „Class 704Õ225…; filed 25 March 2003

Essentially, this is nothing more than a sound-level meter connected to
the output volume control of a speech synthesizer. Before a speech-output
playback is started, a measurement is taken of the current ambient sound
level. The reading is used to adjust the speech-output volume. Other nice-
ties, such as controlling the speech pitch or formant structure to mimic
human changes of vocal effort, are well beyond what is considered here.—
DLR

6,988,069

43.72.Ja REDUCED UNIT DATABASE GENERATION
BASED ON COST INFORMATION

Michael Stuart Phillips, assignor to Speechworks International,
Incorporated

17 January 2006 „Class 704Õ258…; filed 31 January 2003

This patent is concerned with methods of reducing the inventory of
speech fragments needed by a low-complexity speech synthesizer of the
type that works by concatenating fragments of prerecorded speech. This
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synthesis method typically requires a substantial library of segmented
speech fragments. The quality of the synthesized speech depends crucially
on the range of suitable fragments available and how the selected fragments
are modified or adjusted as they are joined with other selected fragments to
make up the output speech signal. The emphasis in this patent is on a more
elaborate segment modification procedure, allowing suitable-quality speech
to be synthesized with a smaller inventory of recorded segments.—DLR

7,080,015

43.72.Ja SYNCHRONIZATION CONTROL
APPARATUS AND METHOD, AND RECORDING
MEDIUM

Keiichi Yamada et al., assignors to Sony Corporation
18 July 2006 „Class 704Õ275…; filed in Japan 28 December 1999

A technique is described by which a robot head could be made to
move its ‘‘articulators’’ in sync with the output of a speech synthesizer. The
method seems to be working on a phonemic basis, with various rules to
shorten or lengthen certain movements in certain contexts. By this means,
‘‘the robot imitates the utterance operations of human beings and animals
more natural �sic�.’’—SAF

7,082,396

43.72.Ja METHODS AND APPARATUS FOR RAPID
ACOUSTIC UNIT SELECTION FROM A LARGE
SPEECH CORPUS

Mark C. Beutnagel et al., assignors to AT&T Corporation
25 July 2006 „Class 704Õ258…; filed 19 December 2003

Standard sorts of speech synthesis systems concatenate small units of
recorded speech from a large corpus. Each concatenation comes at a cost,
which depends upon the degree to which the original recordings are com-
patible. This patent proposes a valuable technique for reducing the cost of
this database computation for a large corpus by leveraging the fact that less
than 1% of the possible sequential pairs of acoustic units generally occur in
actual speech.—SAF

7,076,429

43.72.Lc METHOD AND APPARATUS FOR
PRESENTING IMAGES REPRESENTATIVE OF AN
UTTERANCE WITH CORRESPONDING
DECODED SPEECH

Sara H. Basson et al., assignors to International Business
Machines Corporation

11 July 2006 „Class 704Õ272…; filed 27 April 2001

The patent seems amusing at first, but makes sense in its intended
context of enhancing speech recognition transcription aids for the hearing
impaired. Normal automatic speech recognition �ASR�-generated text does
not appear on a display until considerably after the utterance was actually
spoken, thereby eliminating the chance to observe any mismatch between

facial movements and erroneous text that could allow a hearing impaired
user to realize that something went awry. The method described allows a
few visual snapshots of the speaker’s face to be snipped out of a video signal
accompanying the speech, and displayed in relative time-alignment with the
recognizer’s textual output. It is not made clear how well this idea actually
works.—SAF

6,985,860

43.72.Ne MODEL ADAPTATION APPARATUS,
MODEL ADAPTATION METHOD, STORAGE
MEDIUM, AND PATTERN RECOGNITION
APPARATUS

Hironaga Nakatsuka, assignor to Sony Corporation
10 January 2006 „Class 704Õ244…; filed in Japan 31 August 2000

In this speech recognition system, a waveform recorder unit continu-
ally samples the nonspeech environment up until the moment when speech
begins. The spectral characteristics of the nonspeech sample are then used to
adapt the models for analysis of the subsequently collected speech data.
Three statistical methods are applied to separate speech and noise, referred
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to here as ‘‘most likelihood,’’ ‘‘complex statistic,’’ and ‘‘minimum distance-
maximum separation,’’ all described in some detail.—DLR

6,985.865

43.72.Ne METHOD AND SYSTEM FOR ENHANCED
RESPONSE TO VOICE COMMANDS IN A
VOICE COMMAND PLATFORM

Kevin Packingham and Elizabeth Roche, assignors to Sprint
Spectrum L.P.

10 January 2006 „Class 704Õ275…; filed 26 September 2001

A computerized system of some sort includes a speech recognizer
which can be used to enter commands for operating the system. Apparently,
what the authors believe to be new here is that recognized commands may
be used to change the recognition system itself, such as changing the rec-
ognition grammar, as well as changing computer system conditions. Some
sorts of recognition grammars, not described here, but perhaps defined or
discussed in some of the referenced publications, are referred to as global
grammars and alias grammars. The intended context appears to be a sort of
network browser application in which, for example, bookmarks may be
selected by voice.—DLR

7,072,750

43.72.Ne METHOD AND APPARATUS FOR
REJECTION OF SPEECH RECOGNITION RESULTS
IN ACCORDANCE WITH CONFIDENCE LEVEL

Xiaobo Pi and Ying Jia, assignors to Intel Corporation
4 July 2006 „Class 701Õ36…; filed 8 May 2001

This is what one might call a ‘‘ham sandwich patent,’’ meaning it finds
a way to present a patentable technique for doing something that has already
been done many times over. In this case, that is speech recognition of names

for mobile phone calling list access. In spite of the enthusiasm evident in the
patent, the reported result of at best 53% correct rejection is hardly cause for
excitement.—SAF

7,072,828

43.72.Ne APPARATUS AND METHOD FOR
IMPROVED VOICE ACTIVITY DETECTION

Norman W. Petty, assignor to Avaya Technology Corporation
4 July 2006 „Class 704Õ210…; filed 13 May 2002

This patent is related to resolving front-end clipping and long holder
times in voice activation systems. A voice activation algorithm removes
silence from uttered signals, which usually causes the speech utterance to
sound choppy. This invention introduces queuing of the speech signal while
the system is busy packetizing the speech portion of the uttered signal. The
transmitter not only sends packets, it also sends a queuing signal along with
the packet. Although the packetizing time is short and the signal acquired in
this time period is not significant, the queuing signal helps to reduce chop-
piness of the signal in the receiver.—AAD

7,072,829

43.72.Ne SPEECH RECOGNITION FROM
CONCURRENT VISUAL AND AUDIBLE INPUTS

Tetsujiro Kondo and Norifumi Yoshiwara, assignors to Sony
Corporation

4 July 2006 „Class 704Õ222…; filed in Japan 9 October 1998

This complex and almost incomprehensible patent details specific
techniques for combining parameters computed from face images with typi-
cal speech acoustic parameters into a speech recognition procedure. The
patent focuses on parameterizing the images and on combining this data
with acoustics for vector codebook development.—SAF

7,072,833

43.72.Ne SPEECH PROCESSING SYSTEM

Jebu Jacob Rajan, assignor to Canon Kabushiki Kaisha
4 July 2006 „Class 704Õ233…; filed in United Kingdom 2 June 2000

This invention introduces a computationally expensive method for de-
tecting presence of voice in the audio signal stream. First, the input audio
signal is parameterized. Then parameters of the signal are tested against
prestored speech models with a pretrained probability density function to
locate the speech in the signal.—AAD

7,072,834

43.72.Ne ADAPTING TO ADVERSE ACOUSTIC
ENVIRONMENT IN SPEECH PROCESSING USING
PLAYBACK TRAINING DATA

Guojun Zhou, assignor to Intel Corporation
4 July 2006 „Class 704Õ244…; filed 5 April 2002

This patent mainly relates to a method for adapting an existing speech
recognizer to a new environment which has different noise characteristic
than the environment it was trained for. To this aim, the original training
recordings are played back in the new environment and rerecorded. The new
recordings are used for adaptation of the speech models.—AAD
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7,072,835

43.72.Ne METHOD AND APPARATUS FOR SPEECH
RECOGNITION

Tomohiro Konuma et al., assignors to Matsushita Electric
Industrial Company, Limited

4 July 2006 „Class 704Õ251…; filed in Japan 23 January 2001

A method is described for reducing the usual proliferation of candidate
words in a simplified speech recognition search procedure for a target word
in a limited-vocabulary system. The specifics of the method are almost
impossible to describe—or at least, that is one explanation for the evident
problems that were experienced by the patent’s authors.—SAF

7,072,836

43.72.Ne SPEECH PROCESSING APPARATUS AND
METHOD EMPLOYING MATCHING AND
CONFIDENCE SCORES

Yuan Shao, assignor to Canon Kabushiki Kaisha
4 July 2006 „Class 704Õ255…; filed in United Kingdom 12 July 2000

A perennial problem with simplified, limited-vocabulary speech recog-
nition systems is that they are prone to recognize almost anything as one of
their few target items. This patent describes the computation of a confidence
score for a word match within the typical Bayesian likelihood framework,
which uses the posterior probability of a correct recognition result. Measur-
ing match likelihood by the posterior makes this method nontextbook.—
SAF

7,076,422

43.72.Ne MODELING AND PROCESSING FILLED
PAUSES AND NOISES IN SPEECH
RECOGNITION

Mei-Yuh Hwang, assignor to Microsoft Corporation
11 July 2006 „Class 704Õ226…; filed 13 March 2003

Ergodic hidden Markov models are used to acoustically model, uh,
filled pauses for a speech recognition system. The patent notes that such a
model will generalize to explicitly model any number of nonspeech noises
including breathing, and even silence. With such noises being modeled, the
patent notes that they also then must be included in the language models.
This would seem to enlarge the search space significantly, since the location
of such noises cannot be grammatically predicted to any extent.—SAF

7,076,425

43.72.Ne VOICE RECOGNITION DEVICE WITH
LARGER WEIGHTS ASSIGNED TO DISPLAYED
WORDS OF RECOGNITION VOCABULARY

Takeshi Ono and Okihiko Nakayama, assignors to Nissam Motor
Company, Limited

11 July 2006 „Class 704Õ252…; filed in Japan 19 March 2001

This patent proposes to enable a user to assist with a speech recogni-
tion search on the fly by providing, in a display, some number of possible
word matches ranked by confidence. The user could then select the dis-
played term�s�, so that their weighting could be increased during continued
search. The results of this process could presumably be used to update the
models used by the system. Alternative embodiments allow the user to pro-
vide a range of possible terms on the display in advance of recognition, to
effectively limit the search space. The intended application seems to be
navigation systems, where a range of street names could be listed
alphabetically.—SAF

7,076,428

43.72.Ne METHOD AND APPARATUS FOR
SELECTIVE DISTRIBUTED SPEECH RECOGNITION

Tasos Anastasakos et al., assignors to Motorola, Incorporated
11 July 2006 „Class 704Õ270.1…; filed 30 December 2002

A system for distributed speech recognition is proposed where, in ad-
vance of recognition search, a ‘‘grammar type’’ is selected for the server-
side engine. The patent wants to cover all conceivable ways of actually
indicating the grammar type �e.g., ‘‘days of the week’’�, since it is seemingly
patenting the very notion of selecting from among multiple grammars in
advance of the search.—SAF

7,080,011

43.72.Ne SPEECH LABEL ACCELERATORS AND
TECHNIQUES FOR USING SAME

Yoanna Baumgartner et al., assignors to International Business
Machines Corporation

18 July 2006 „Class 704Õ231…; filed 2 August 2001

This comprehensive patent discusses programming techniques increas-
ing the efficiency of speech recognition that may be suitable for use in
smaller communications devices such as personal digital assistants
�PDAs�.—JME

7,082,391

43.72.Ne AUTOMATIC SPEECH RECOGNITION

John W. Merrill, assignor to Intel Corporation
25 July 2006 „Class 704Õ231…; filed 14 July 1998

In the context of a voice-enabled computer software application, spo-
ken commands to the computer are the object of speech recognition. This
patent presents a very simple and general outline of the idea of limiting the
recognition search to a relevant subvocabulary dependent upon the particu-
lar menu, dialog, etc. that is being used in the application at the time of
spoken input. It thereby does not entirely live up to its all-inclusive title.—
SAF

7,082,393

43.72.Ne HEAD-WORN, TRIMODAL DEVICE TO
INCREASE TRANSCRIPTION ACCURACY
IN A VOICE RECOGNITION SYSTEM AND TO
PROCESS UNVOCALIZED SPEECH

Roy J. Lahr, assignor to RAST Associates, LLC
25 July 2006 „Class 704Õ233…; filed 27 March 2002

This patent describes a head-worn device including a microphone for
speech recognition, but also a set of mouth-observing cameras and an ultra-
sonic generator which can inject an acoustic signal into the mouth. The
main, rather surprising innovation in this patent is the idea that, by acousti-
cally probing the shape of the vocal tract, and supplementing the informa-
tion with image data from the cameras, speech recognition could be per-
formed using ‘‘unvocalized’’ mouth movements such as would result from
whispering or even simply going through the motions of the speech. Sadly,
there is no indication that this complex and incredible scheme has actually
been implemented or tested.—SAF
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7,082,395

43.72.Ne SIGNAL INJECTION COUPLING INTO THE
HUMAN VOCAL TRACT FOR ROBUST
AUDIBLE AND INAUDIBLE VOICE RECOGNITION

Carol A. Tosaya and John W. Sliwa, Jr., both of Los Altos,
California

25 July 2006 „Class 704Õ246…; filed 3 October 2002

This is another patent revolving around a method of performing speech
recognition without actually requiring voiced speech. The suggestion once
again is to inject an acoustic probe signal into the vocal tract to extract
information about the resonant frequencies, either for the purpose of supple-
menting the information garnered from ordinary speech, or to completely
replace that information and allow the speaker to not vocalize the speech.—
SAF

7,085,717

43.72.Ne SCORING AND RE-SCORING DYNAMIC
TIME WARPING OF SPEECH

Veton Z. Kepuska and Harinath K. Reddy, assignors to
Thinkengine Networks, Incorporated

1 August 2006 „Class 704Õ241…; filed 21 May 2002

After time warping, two distances are measured between vectors rep-
resenting an utterance and those representing a template. The two measure-
ments are made with different vector orders achieved, for example, by re-
versing the orders of the utterance vectors and the template vectors. If the

second distance measures are outside of a predetermined threshold, the tem-
plate is considered to represent an out-of-vocabulary utterance, even if the
first distance measure implies a match.—DAP

7,070,565

43.80.Vj SOLID HYDROGEL COUPLING FOR
ULTRASOUND IMAGING AND THERAPY

Shahram Vaezy et al., assignors to University of Washington
4 July 2006 „Class 600Õ459…; filed 30 May 2003

These couplings transmit ultrasound well, are shaped to accommodate
the focus of a high intensity focused ultrasound �HIFU� beam, withstand
high temperatures encountered in HIFU therapy, and allow application of
medication in the coupling material to tissue in contact with the coupler.—
RCW

7,074,187

43.80.Vj SYSTEM AND METHOD FOR IMPROVING
ULTRASOUND IMAGE ACQUISITION AND
REPLICATION FOR REPEATABLE
MEASUREMENTS OF VASCULAR STRUCTURES

Robert H. Selzer, Los Angeles and Howard N. Hodis, South
Pasadena, both of California

11 July 2006 „Class 600Õ440…; filed 13 December 2002

A computer-based method is used to facilitate accurate replication of
images obtained over examinations at different times. In the method, a split-
screen display shows an image from an earlier examination on one side of
the screen and a real-time image from the current examination on the other
side of the screen. The ultrasound transducer producing the real-time image
is adjusted manually to obtain an image that best matches the image from
the earlier examination.—RCW

7,074,189

43.80.Vj ENDOSCOPICALLY DELIVERABLE
ULTRASOUND IMAGING SYSTEM AND METHOD
OF USE

Valentino Montegrande, Irvine, California
11 July 2006 „Class 600Õ462…; filed 24 November 2003

In this imaging system, an ultrasound probe is placed in the channel of

an endoscope and is connected to a computer by a flexible cord that fits
through the channel.—RCW

7,077,807

43.80.Vj METHOD AND APPARATUS FOR
PROVIDING REAL-TIME CALCULATION AND
DISPLAY OF TISSUE DEFORMATION IN
ULTRASOUND IMAGING

Hans Torp et al., assignors to G.E. Vingmed Ultrasound AS
18 July 2006 „Class 600Õ438…; filed 10 November 2003

Quantitative descriptions of tissue parameters such as velocity, dis-
placement, and strain or strain rate are calculated in a direction that is not
necessarily along the direction of the ultrasound beam and the calculated
descriptions are displayed as functions of time or spatial position.—RCW
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Aircraft noise-induced sleep disturbance �AN-ISD� is potentially among the more serious effects of
aircraft noise on people. This literature review of recent field studies of AN-ISD finds that reliable
generalization of findings to population-level effects is complicated by individual differences among
subjects, methodological and analytic differences among studies, and predictive relationships that
account for only a small fraction of the variance in the relationship between noise exposure and
sleep disturbance. It is nonetheless apparent in the studied circumstances of residential exposure that
sleep disturbance effects of nighttime aircraft noise intrusions are not dramatic on a per-event basis,
and that linkages between outdoor aircraft noise exposure and sleep disturbance are tenuous. It is
also apparent that AN-ISD occurs more often during later than earlier parts of the night; that indoor
sound levels are more closely associated with sleep disturbance than outdoor measures; and that
spontaneous awakenings, or awakenings attributable to nonaircraft indoor noises, occur more often
than awakenings attributed to aircraft noise. Predictions of sleep disturbance due to aircraft noise
should not be based on over-simplifications of the findings of the reviewed studies, and these reports
should be treated with caution in developing regulatory policy for aircraft noise. © 2007 Acoustical
Society of America. �DOI: 10.1121/1.2400613�

PACS number�s�: 43.50.Qp, 43.50.Lj �BSF� Pages: 32–41

I. INTRODUCTION

Aircraft noise-induced sleep disturbance �AN-ISD� is
often viewed as a potential public health hazard because
common experience suggests that adequate sleep is essential
to overall well being. Therefore, it is reasonable to explore
whether the prevalence of AN-ISD can act as the basis for
regulatory policy regarding tolerable levels of community
exposure to aircraft noise. This paper reviews recent studies
of aircraft noise and sleep to examine how they can be used
to yield inferences about the prevalence of AN-ISD.

The effects of noise on sleep are mediated by many
factors, including sound level, number, duration, time of oc-
currence, short- and long-term intermittency and consistency
of distributions of aircraft noise intrusions into sleeping quar-
ters. Uncertainty in estimates of at-ear aircraft noise levels
and the degree to which noise events exceed at-ear back-

ground noise levels in sleeping quarters, as well as individual
differences such as age, sex, noise sensitivity, sensitization
and habituation, health status and the salience of intruding
noises also affect the ability of aircraft noise to disturb sleep
�Nordic Council of Ministers, 1994�. Thus, it is challenging
to summarize and predict population-level sleep disturbance
by aircraft noise �Finegold and Elias, 2002; Anderson and
Miller, 2005; Passchier-Vermeer, 2003�. As is the case with
efforts to predict other population-level environmental noise
effects, the limitations and reliability of the underlying sleep
disturbance data and interpretive methods merit close atten-
tion.

After a short review of sleep patterns and methods used
for assessing them, this article focuses on findings of field
studies of AN-ISD reported between 1990 and 2003. Infor-
mation is reviewed about the ability of aircraft noise to �1�
interfere with the ability to fall asleep, �2� curtail sleep du-
ration, �3� lessen the perceived quality of sleep, �4� awaken
people from sleep, and �5� increase bodily movements during
sleep. Physiological changes associated with aircraft noise
exposure, such as changes in stress hormone levels, are re-

a�Author to whom correspondence should be addressed. Electronic mail:
dmichaud@hc-sc.gc.ca
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viewed elsewhere �e.g., Health Canada, 2001�. Laboratory
findings are considered only to the extent that they relate to
physiological costs of accumulated sleep debt, as it is unclear
how sleep disturbance information collected in places other
than familiar sleeping quarters can be generalized to in-home
environments �Pearsons et al., 1995; Michaud et al., 2005�,
and recent field experiments provide direct information about
in-home AN-ISD in any event.

II. CHARACTERIZATION OF DISTURBANCE
OF SLEEP PATTERNS

Sleep cycles, as determined from polysomnography
�PSG�, typically last from 90 to 110 min and occur between
four and six times during a full night. People cycle through
lighter and deeper sleep stages throughout the night, with
considerable individual differences in patterns from night to
night. Electroencephalographic �EEG� activity during sleep
is classified with respect to the frequency and shape of wave
forms into Stages 1, 2, 3, 4, and rapid eye movement �REM�.
Stage 1 is the lightest sleep. Deeper stages of sleep are asso-
ciated with decreases in respiration and heart rates in Stages
2, 3, and 4. Since EEG wave forms during Stages 3 and 4
exhibit the lowest frequency, they are also referred to as slow
wave sleep �SWS�.

A typical night’s sleep that is undisturbed by noise in-
cludes about 2 h of slow wave sleep, three quarters of which
accumulate in the first half of the night. In contrast, REM
sleep, which also lasts for about 2 h, occurs predominantly
during the latter half of the night. Passchier-Vermeer et al.
�2002�, among others, suggested that REM sleep interruption
is most likely to occur in the presence of continuous noise,
while slow wave sleep interruption is more sensitive to in-
termittent noise intrusions, such as those produced by aircraft
noise. Recovery from sleep loss is characterized by pro-
tracted periods of time spent in the stage of sleep that has
been curtailed. Slow wave sleep is generally restored before
other stages �De Gennaro et al., 2005�.

Awakening is more likely to occur from the REM stage
of the ultradian non-REM/REM sleep cycle. People probably
do not fully adapt to accumulated sleep debt �Dinges et al.,
1997; van Dongen et al., 2003�. While people are capable of
some degree of accommodation to a sleep-depriving sched-
ule, a modicum of evidence suggests that cognitive function-
ing as measured by judgment, reaction time, and other tasks
may remain impaired �Pilcher et al., 1996; Williamson et al.,
2000; Harrison et al., 2000� despite apparent adaptation.

While noise exposure can increase the likelihood of a
shift from a deeper to a lighter sleep stage, spontaneous
awakenings or shifts in body position often occur in the tran-
sition from SWS to Stage 1 or Stage 2 sleep, even in the
absence of noise intrusions. Also, REM sleep may also ter-
minate with an abrupt arousal or awakening. Arousals from
sleep may be due to normal physiological processes, and can
also serve functional purposes in calling attention to immi-
nent danger. Bodily movements are a necessary means of
relieving pressure points.

Although PSG remains the most sensitive means for as-
sessing changes in sleep states, it has disadvantages of cost,
intrusiveness to sleepers, and complexity of interpretation

that limit its usefulness in field settings. Behaviorally con-
firmed awakening �BCA� as well as actimetry, both indirect
behavioral measures of sleep, have become useful alterna-
tives to PSG as field methods for assessing several aspects of
sleep. Rylander et al. �1972� and Horonjeff et al. �1982�
demonstrated that subjects in familiar sleeping quarters can
reliably push a button upon awakening for periods of many
nights, and that their responses can be usefully related to
nearby field measurements of nighttime noise levels, whether
produced by aircraft or other noise sources.

An actimeter is a wristwatch-like device that detects and
stores acceleration or motion in excess of user-defined
thresholds within successive temporal “epochs.” Since
people are more active during waking than sleep, actimetric
data can be analyzed to infer values of sleep parameters from
patterns of activity and inactivity. As a convenient and cost-
effective alternative to PSG, actimetry can provide reason-
able measures of total sleep time, total wake time, and num-
bers of awakenings. Actimetry can also provide a useful
approximation of “arousal” �originally a term that implied a
shift from deeper sleep stages into lighter or Stage I sleep�
that has been shown to be consistent with EEG-measured
awakenings �Ollerhead et al., 1992�.

Sleep actimetry cannot, however, yield information
about time spent in different sleep stages, amounts of non-
REM and REM sleep, or fragmentation due to brief arousals.
Further, a high correlation between total sleep time defined
by PSG criteria and total sleep time defined by actimetry can
occur if actimetry overestimates total sleep time, as by mis-
classifying time awake without movement as sleep. Ancoli-
Israel et al. �2003� suggested that actimetry is more likely to
detect sleep than to detect wake states, leading to high sen-
sitivity but low specificity and accuracy. Thus, correlations
between PSG- and actimetrically defined sleep may not fully
justify reliance on the simpler technique.

III. FINDINGS FROM RECENT FIELD STUDIES

Most recent field studies of AN-ISD have relied on ac-
timetric, BCAs techniques and questionnaires to assess sleep
disturbance due to nighttime aircraft noise exposure. Only
one study �Horne et al., 1994� has attempted to cross validate
actimetric with EEG information. All recent field studies in-
cluded male and female adult subjects exposed to a range of
nighttime aircraft noise levels. Not all of these studies were
able to definitively attribute nighttime noise intrusions in
sleeping quarters to aircraft. They are reviewed nonetheless,
because reasonable analysis assumptions were made to sup-
port the inference that the sources of the noise events were
very likely to have been aircraft. Aircraft noise levels were
measured both indoors and outdoors in some studies, while
noise levels in sleeping quarters were estimated in others by
assuming typical structural noise reductions. In nearly all
cases in which both indoor and outdoor sound measurements
were made, outdoor sound levels failed to predict sleep dis-
turbance. Table I summarizes the basic methods of each field
study.
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A. Ollerhead et al. „1992…

Ollerhead et al. �1992� and Hume et al. �2003� describe
a large-scale study of awakenings and actimetrically moni-
tored movements at two sites around each of Heathrow,
Gatwick, Stansted and Manchester airports. The subjects at
the eight sites included 211 female and 189 male residents
between the ages of 20 and 70 years, sleeping in their own
homes. Subjects completed sleep diaries and wore actimeters
for 15 nights. The sleep of a subsample of subjects was also
monitored with in-home EEG instrumentation �Hume et al.,
2003�. Outdoor noise measurements were taken of aircraft
noise event data to link with actimetric data recorded in suc-
cessive 30 s epochs. Responses collected by actimetry from
the 50 subjects at each site were pooled and averaged for
comparison with aircraft noise events for that site. The ac-
timeter clocks remained synchronous within ±5 s. An aircraft
noise event in the Ollerhead et al. study was defined as the
occurrence of an outdoor sound in excess of a 60 dB thresh-
old. The number of aircraft noise events during the night
varied across the eight sites from 1 to 20.

The 400 subjects awakened from sleep 6457 times, of
which 351 �5.4%� awakenings could be attributed to aircraft
noise events. Awakenings attributable to aircraft noise events
were far less common than those ascribed to toilet visits,
tending to children, and other non-noise specific reasons.
Sleep became more disturbed in general as the night pro-
gressed, but not necessarily because of exposure to aircraft
noise events.

The main finding of Ollerhead et al. �1992� was that
very few of the test subjects were at risk of substantial sleep

loss due to aircraft noise. Ollerhead et al. �1992� noted that
sleep was largely unaffected by aircraft noise events at out-
door Lmax values lower than about 80 dB �SEL �90 dB�.
Ollerhead et al. �1992� showed that above 90 dB SEL, the
awakening rate due to an aircraft noise event was somewhere
between 1 in 60 and 1 in 100. Ollerhead et al. �1992� attrib-
uted the infrequency of AN-ISD to the familiarity and adap-
tation of neighborhood residents to the noise source.

Although large variations in numbers of aircraft noise
events were observed across the eight study locations, vari-
ability in actimetric responses was relatively small. Oller-
head et al. �1992� further noted that sensitivity to aircraft
noise was lower during the earlier part of the sleep period
than during the later part of the sleep period.

Ollerhead et al. �1992� also noted that individuals who
classified themselves as most sensitive to noise were 2.5
times more likely to be awakened by an aircraft noise event
than individuals who classified themselves as the least sen-
sitive to noise.

B. Fidell et al. „1995a, 1995b, 2000…

Fidell et al. �1995a� reported a field study of 1 month
duration in which simultaneous measurements were made of
aircraft noise and sleep disturbance in the homes of 27 indi-
viduals living near the main runway of a military airfield,
and of 35 subjects living near Los Angeles International Air-
port �LAX�. An additional 23 subjects living in neighbor-
hoods without appreciable aircraft noise exposure served as
controls. Among the 85 subjects, who ranged in age from 19
to 79 years of age, 38 were men and 47 were women. Sub-

TABLE I. Comparison of methodological aspects of five recent field studies of aircraft noise-induced sleep disturbance.

Reference

Sample size
�Number of

Subjects/ Subject-
Nights� Definition of Aircraft noise Events Measurement Location�s�

Indications of Sleep
Disturbance

Passchier-Vermeer et al. �2002� 418/4598 Time of occurrence of
overflight as defined by
airport noise monitoring system

Indoors and outdoors Motility in 15 s epochs;
questionnaire responses;
reaction times

Ollerhead et al. �1992� 400/5742 Simultaneous outdoor A-
weighted sound levels at
several monitoring locations,
checked against airport logs

Outdoors Motility in 30 s epochs;
limited EEG; sleep logs

Fidell et al. �1995a� 85/1887 A-weighted outdoor and
indoor sound levels in excess
of site-specific thresholds for
more than 2 s

Indoors and outdoors Behavioral awakening;
questionnaire responses

Fidell et al. �1995b� 77/2717 A-weighted outdoor sound
levels in excess of site-
specific thresholds �60 or 70 dB
at different airports� for
more than 2 s; A-weighted
indoor sound levels in excess
of site-specific thresholds
�50 or 60 dB at different
airports� for more than 2 s

Indoors and outdoors Behavioral awakening;
two forms of motility in
30 s epochs;
questionnaire responses

Fidell et al. �2000� 22/686 Indoor A-weighted sound
level in excess of 50 dB for
10 s; outdoor
A-weighted sound level in
excess of 60 dB for 10 s

Indoors and outdoors Behavioral awakening;
motility in 30 s epochs;
questionnaire responses
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jects were instructed to press a bedside button upon awaken-
ing for any reason whatsoever. No actimetric or EEG mea-
surements were made.

Noise measurements were taken outdoors in the vicinity
of residents living near the two airport locations and within
the bedrooms of each test participant. Average A-weighted
sound levels were recorded every 2 s between 2200 and
0800 h. Each subject also completed an evening and morn-
ing questionnaire intended to assess subjective tiredness dur-
ing the day, overall sleep quality, and recalled number of
awakenings during the night, as well as their estimated time
to fall asleep.

Fidell et al. �1995a� were able to attribute about 16% of
the awakenings to noise events. For those awakenings that
could be attributed to aircraft noise intrusions in sleeping
quarters, each 1 dB increase in SEL increased the likelihood
of awakening by only 0.17%. Like Ollerhead et al. �1992�,
Fidell et al. �1995a� observed that the likelihood of awaken-
ing due to a noise event �although not necessarily an aircraft
noise event� increased throughout the sleep period. Fidell et
al. �1995a� found an increase of a factor of 1.06 in the like-
lihood of awakening for each 15 min since retiring. Subjec-
tive reports of evening tiredness were related to awakenings
by noise events.

Ambient noise levels in the bedrooms were inversely
related to awakenings, such that the odds of awakening were
reduced by a factor of 0.05 for each 1 dB increase in ambient
noise levels. This finding resembles the observation of
Passchier-Vermeer et al. �2002� �described below� that in-
door average sound levels are inversely related to the prob-
ability of motility attributable to individual aircraft noise
events. For an increase of one spontaneous awakening, Fidell
et al. �1995a� showed that the probability of awakening due
to a noise event was reduced by a factor of 0.26.

The mean indoor SEL that awakened subjects was
81 dB, while the mean indoor SEL that failed to awaken
subjects was 74 dB. No change in the awakenings was ob-
served when nighttime aircraft noise exposure at the military
airfield was reduced by 6 dB �from Leq 54 to 48 dB� over
weekends. Fidell et al. �1995a� found that indoor SEL was
the only reliable predictor of sleep disturbance within 2 and
5 min of a noise event. Although greater SEL values were
associated with a greater likelihood of awakening to aircraft
noise, the slope of the relationship was quite shallow: an
increase of 10 dB in SEL was associated with only a 1.7%
increase in awakenings. Cumulative noise exposure over the
entire night did not predict sleep disturbance, and hence the
study did not support adoption of Lnight as a useful predictor
of sleep disturbance.

Fidell et al. �1995b� reported another field study in
which motility and BCA were used as indices of sleep dis-
turbance. The venue for the second study was Denver, Colo-
rado, where an opportunity was available to observe both the
effect of reductions in aircraft noise on sleep among people
living near Stapleton International Airport �DEN�, which was
scheduled to close, and the effect of increases in aircraft
noise on sleep among people living near the new Denver
International Airport �DIA�, which was about to open. As in
the prior study by these authors, simultaneous noise mea-

surements were made both outdoors and in sleeping quarters.
In total, 2717 subject nights of observations were made. Sub-
jects ranged in age from young adults to the elderly, and
were evenly distributed by gender.

In addition to subjective reports from evening and morn-
ing questionnaires, both actimetric and behavioral awakening
measurements of sleep disturbance were made in 30 s ep-
ochs during three nighttime periods: 0100–0130, 0300–0330,
and 0500–0530. The percentage of noise-induced behavioral
awakenings increased 0.25% per 1 dB increase in indoor
SEL. It was also found that for each increase of 1 dB in
ambient Leq levels, the actimetric and behavioral awakening
responses due to noise events decreased by 2%–6%. Noise
events were more likely to awaken men than women.

A statistically significant negative trend in behavioral
awakenings was noted following the start of aircraft opera-
tions at DIA, despite a large increase in the number of indoor
noise events. Prior to the opening of DIA, an average of 1.71
behavioral awakenings was observed per night. Following
the opening of DIA, the average awakenings decreased to
1.13 per night. Average numbers of behavioral awakenings
per night before �1.8� and after �1.64� the closing of DEN
were not reliably different from one another. The similar
number of awakenings per night may have been related to
the failure of indoor noise levels to change appreciably, de-
spite a decrease in outdoor levels from a nighttime Leq of
58–46 dB.

The percentage of 30 s epochs containing actimetrically
detected bodily movements ranged from 17% for noise
events between 65 and 69 dB Lmax indoor to 31% for events
between 70 and 74 dB Lmax indoor. Considerable variability
was observed between indoor Lmax values and motility. Mo-
tility was greater than 17% for noise events when Lmax was
below 65 dB, but less than 31% for noise events when Lmax

was higher than 74 dB.
Subsets of the subjects around DEN prior to its closure

wore two types of actimeters. It was found that an actimeter
of Swiss manufacture was more likely to detect motility
�1.23% increase/dB increase in SEL� with respect to a U.S.
model �0.4% increase/dB increase in SEL�. The probability
of motility occurring within 5 min of a noise event was 0.90
�Swiss model� and 0.84 �U.S. model� for the indoor SEL. No
such relationship with outdoor SEL values was reliably ob-
served. The linear relationship between indoor SEL and the
percentages of subjects exhibiting motility following a noise
event was:

% motility �Swiss� = − 23.74 + 1.23�SEL� , �1�

% motility �U . S . � = 47.16 + 0.4�SEL� , �2�

where applicable indoor SEL values are in the range of
50–100 dB.

Fidell et al. �2000� reported another pre/post study of the
effects of aircraft noise on sleep in anticipation of an ex-
pected increase in air traffic at a general aviation airport
�DeKalb-Peachtree�. Indoor and outdoor sound levels were
again monitored in the sleeping quarters of 22 participants
during a total of 686 subject nights before, during, and fol-
lowing the summer Olympic games in Atlanta. The number
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of noise events between 76 and 80 dB Lmax increased slightly
during the games. The number of events prior to the game in
the range of 61–75 dB Lmax was greater than during the
games, but fewer following them.

Behaviorally confirmed awakenings were greatest �1.8
per night� prior to the games, and dropped slightly to 1.3 per
night during the games, and to 1.0 per night following the
games. Indoor SEL predicted actimetrically monitored arous-
als �at a 5% rate of increase per 10 dB increase in SEL�,
while outdoor SEL predicted behavioral awakenings �1.3%
rate of increase per 10 dB increase in SEL�. The variability
in this response was greater at the higher outdoor SEL val-
ues, so that the prevalence of awakening at 100 dB ranged
from 0% to 20%, but only from 0% to 2% at 60 dB. Even at
high noise levels most people in this study were not awak-
ened by aircraft overflights.

C. Passchier-Vermeer et al., 2002

Passchier-Vermeer et al. �2002� reported a study of sleep
disturbance conducted in the vicinity of Amsterdam’s
Schiphol Airport �AAS�. Aircraft noise in this study was
monitored within the bedrooms of 418 subjects and at sev-
eral outdoor locations over an 11 day period. Aircraft noise
exposure levels varied with distance from AAS. Subjects
ranged in age from 18 to 81 years, and were evenly divided
by gender. They answered morning and evening questions
regarding sleep quality, recalled awakenings due to aircraft
noise, and their annoyance due to aircraft noise. Motility was
monitored throughout full 24 h days for the duration of the
study. The wrist-mounted actimeter was also equipped with
an event marker, which subjects pressed to indicate that they
had been awakened. Subjects reported their subjective
sleepiness at five designated time periods over the course of
the day. They also performed a reaction time test intended to
assess the effects of sleep loss on performance.

The effects of aircraft noise on sleep were assessed on
“instantaneous,” 24 h, and long-term time scales. For instan-
taneous effects, the probability of aircraft noise-induced mo-
tility �and onset of motility� was actimetrically measured
during consecutive 15 s interval epochs and related to indoor
Lmax and SEL.1 The authors defined aircraft noise-induced
motility as movement occurring within any 15 s interval of
an aircraft noise event and aircraft noise-induced onset of
motility as movement within a 15 s epoch immediately fol-
lowing an interval in which movement had not occurred dur-
ing an aircraft noise event.

The analysis of effects on a 24 h time scale included the
sleep period time and the waking period after the overnight
sleep period. In addition to the instantaneous measures,
Passchier-Vermeer et al. �2002� examined perceived sleep
quality, BCA, and questionnaire responses. Noise metrics of
interest were the indoor equivalent aircraft sound level and
the number of aircraft during sleep period time.

For the long-term time scale, the authors considered
variables aggregated over the 11 nights of the study, includ-
ing mean motility and responses obtained from morning
questionnaires for this time scale. Noise metrics included
indoor aircraft sound levels assessed over 11 sleep periods

for individual subjects, and outdoor metrics representative of
long-term nighttime aircraft noise exposure at 15 designated
locations. The equivalent indoor aircraft sound level from
2300 to 0700 h was used to assess aircraft noise effects on
responses to questionnaire items.

For the instantaneous effects, Passchier-Vermeer et al.
�2002� found that aircraft noise events increased probabilities
of both motility and onset of motility. The probability of
motility increased with increasing indoor Lmax, such that at
68 dB, the probability of motility during an aircraft noise
event was about three times greater than the probability of
motility in the absence of aircraft noise. The authors showed
that an indoor Lmax of 32 dB and an indoor SEL of 38 dB
were the thresholds for increased probability of motility. The
corresponding thresholds for probability of onset of motility
were indoor Lmax of 32 dB and indoor SEL of 40 dB.

Equations �3� through �6� from this study predicted mo-
tility and onset of motility during the 15 s epoch of an air-
craft noise event, where the indoor Lmax occurs

P�motility� = 0.00063�Lmax − 32� + 0.0000314�Lmax

− 0.0000314�2, �3�

P�motility� = 0.000532�SEL − 38� + 0.0000268�SEL

− 0.0000268�2, �4�

P�onset of motility� = 0.000415�Lmax − 32�

+ 0.00000884�Lmax

− 0.00000884�2, �5�

P�onset of motility� = 0.000273�SEL − 40�

+ 0.00000357�SEL

− 0.00000357�2, �6�

where applicable indoor Lmax values are in the range
32–70 dB for Eqs. �3� and �5�. The applicable SEL values
are in the range of 38–80 dB and 40–80 dB for Eqs. �4� and
�6�, respectively. Passchier-Vermeer et al. indicated that
these Lmax and SEL thresholds for increases in the probabili-
ties of motility and onset of motility are about 15 dB lower
than those estimated by Ollerhead et al. �1992�. Passchier-
Vermeer et al. also found that subjects indicated an awaken-
ing, by way of marker pressing, in 5951 of the
7 864 899 15 s epochs assessed in this study �i.e., 0.0757%�.
Of these marker presses, 763 �0.0807%� occurred during the
945 939 15 s epochs that coincided with an aircraft noise
event and 5188 �0.075%� occurred during the 6 918 960 15 s
epochs monitored outside of the aircraft noise event. This
difference was reported to be statistically different using a 1
tailed test, at p�0.05.

Consistent with an observation made by Fidell et al.
�1995b�, Passchier-Vermeer et al. �2002� found that the in-
stantaneous measures were strongly influenced by the aver-
age equivalent indoor ambient sound level assessed over the
11 sleep periods. When indoor equivalent levels were low,
the probability of motility due to aircraft noise was greater,
especially at the higher Lmax levels. This suggests that people
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accustomed to sleeping in quieter quarters may be more
likely to experience motility when exposed to intruding noise
than people who customarily sleep in noisier quarters. The
authors also showed that the probability of motility increased
as a function of time after sleep onset. After 7 h of sleep,
aircraft noise was 1.3 times more likely to increase motility
as at the start of the sleep period. Thus, the probability of
motility was found to be greater at the end than at the begin-
ning of the night. It is unknown whether this finding is re-
lated to sleep stage, and also why motility due to aircraft
noise peaked at 46 years of age.

Factors that had no demonstrable effect on the instanta-
neous measures included the type of aircraft noise event
�takeoff vs. landing�, median sound level within the bedroom
during sleep in the absence of aircraft noise, or the estimated
equivalent indoor aircraft sound level from 2300 to 0700 h.
Individual factors such as a subject’s gender or attitude to-
wards aircraft noise were not related to the extent of distur-
bance.

On a 24 h time scale, Passchier-Vermeer et al. �2002�
observed a statistically significant increase in mean motility
during sleep, number of BCA and number of recalled awak-
enings due to aircraft noise as a function of indoor equivalent
aircraft sound level, and the number of aircraft during the
sleep period time. Although statistically significant, the in-
crease in BCAs and recalled awakenings was reported as
being small. Mean motility over the night was higher: �1�
when average noise within the bedroom not due to aircraft
noise increased, �2� when the transmission loss from out-
doors to indoors was low, �3� when subjects indicated a dif-
ficulty falling asleep due to aircraft noise, and �4� in subjects
who attributed awakenings to aircraft noise exposure. Motil-
ity was 15% higher in subjects who recalled being awakened
each night by aircraft noise compared to subjects that never
indicated such an awakening. The study found that when
aircraft noise was noted as the cause for difficulty in falling
asleep �increasing sleep latency time�, the delay to sleep on-
set was about 15 min.

While perceived sleep quality was reduced as mean mo-
tility increased, equivalent indoor aircraft sound levels and
number of aircraft events were not statistically related to per-

ceived sleep quality. Compared to mean motility and sleep
latency time, perceived difficulty falling asleep had a stron-
ger influence on perceived sleep quality, sleepiness during
the waking state �i.e., fatigue�, the number of subjectively
recalled awakenings, and the number of BCA. Aircraft noise
had a slight impact on self-reported sleepiness the following
day at 1000 h, but not at any other time point. It should,
however, be noted that 1000 h was the first sampling period
and that it is entirely possible that results may have been
different at earlier sampling times. Aircraft noise exposure at
night did not have any statistically significant impact on the
speed of responding as measured by the Wilkinson reaction
time task. This simple cognitive task was conducted prior to
retiring for bed and required the subject to button press as
fast as possible following presentation of a visual stimulus.

Over the long term, it was found that when the average
sound level within the bedroom over the 11 day study period
due to aircraft noise increased, mean motility �as determined
over the 11 day period� was also higher and sleep latency
time was longer. Mean motility was also related to the fre-
quency of recalled awakenings, BCA, the use of sleeping
medication, self-reported sleep quality, the number of gen-
eral sleep complaints, and the number of health complaints.
The number of health complaints collected from the ques-
tionnaires at the end of the 11 day study period increased,
regardless of age, from 2.5 to 4 on a scale from 0 to 13, if the
average sound level in the bedroom due to aircraft noise
increased from 5 to 35 dB during the sleep period over the
11 study days.

Difficulty falling asleep due to aircraft noise was re-
ported in 12 of the 4600 subject nights �0.26%�. On 21 oc-
casions, subjects reported being awakened by aircraft noise
at the end of the sleep period time �0.46%�. During the night-
time, 159 ��2% � of reported awakenings were attributed to
aircraft noise. Window position was altered 121 times during
the nighttime and on 13 occasions �10.7%� the window was
closed because of aircraft noise.

Subjects were asleep before 2300 h in about one-third of
the study nights. However, there were only minor effects
��4% �, from aircraft noise between 2300 and 2400 h, on

FIG. 1. Powell’s analysis �FICAN, 1997� of upper limit of field observations
of sleep disturbance as a function of indoor sound exposure levels.

FIG. 2. ANSI S12.9-2000/Part 6 relationship between prevalence of awak-
ening due to single aircraft noise intrusions and indoor sound exposure
levels, with 95% confidence interval on prediction equation.
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endpoints such as motility, BCAs, and number of recalled
awakenings. Between 0600 and 0700 h, in about 50% of
subject nights, participants were still sleeping; however, air-
craft noise at this time contributed about 27% of all effects
and 27% of the aircraft noise events occurred within this
time period. There was no association between outdoor air-
craft noise metrics and aircraft noise-induced increase in the
probability of motility.

IV. SUMMARY RELATIONSHIPS

The U.S. Federal Interagency Committee on Noise
�FICON� proposed an interim dose-response curve in 1992
to predict the percentage of people that might be awakened
by noise based on findings arising from both laboratory and
field studies. Field studies published since 1992 have sug-
gested that the prevalence of awakening in familiar sleeping
quarters is considerably smaller than observed in the labora-
tory and the initial curve proposed by FICON likely overes-
timated awakenings in exposed populations �Pearsons et al.,
1995�.

Two relationships more recent than that of FICON sum-
marized much of the behavioral awakening data described in
this article. The first �shown in Eq. �7� and Fig. 1�, developed
by Powell but published by FICAN �1997�, does not purport
to be a dosage-effect relationship, but simply an upper limit
on some of the behavioral awakening data. The FICAN re-
lationship is not a formal policy position of the U.S. govern-
ment, but a recommendation intended to protect the public
from sleep disturbance in any degree.

Prevalence of Awakening due to individual aircraft

noise intrusions = 0.0087 � �SEL − 30�1.79, �7�

where applicable indoor SEL values are in the range of
40–110 dB.

The second of the post-FICON relationships, adopted by
ANSI �2000�, is the result of a regression analysis on a su-
perset of the FICAN behavioral awakening data, as seen in
Fig. 2 and in Eq. �8�.

Prevalence of Awakening due to individual aircraft

noise intrusions = − 7.02 + 0.14�SEL� , �8�

where applicable indoor SEL values are in the range of
50–100 dB.

Neither the FICAN nor the ANSI relationship includes
the findings of Passchier-Vermeer et al. �2002, 2003�. Figure
3 revises the ANSI �2000� relationship by including the be-
havioral awakening data reported by Passchier-Vermeer et al.
�2002, 2003�. The regression on the combined ANSI and
Passchier-Vermeer data differs little from that of the ANSI
standard, as shown in Eq. �9�. Neither of these relationships
accounts for as much as 20% of the variance in the relation-
ship between indoor SEL and the prevalence of awakenings.

Prevalence of Awakenings due to single aircraft

noise intrusions = − 6.08 + 0.12�SEL� , �9�

where applicable indoor SEL values are in the range of
45–110 dB.

Figure 4 shows linear regressions between motility and
indoor SEL for four studies, including one in which two
different actimeters were employed. The figure also includes
the ANSI relationship between awakening and indoor SEL
for purposes of comparison. The regression equations for the
four relationships between motility and indoor SEL may be
found in Table II.

Although the summary relationships for the motility
findings from the four studies all suggest at least a superfi-
cially greater sensitivity to indoor SEL than the ANSI �be-
havioral awakening� relationship, the motility findings of the
various studies do not agree well with one another. This lack
of agreement is probably due in large part to differences in
details of measurement, analysis and definitions of “motility”
and “onset of motility” in the various studies.

FIG. 3. ANSI S12.9-2000/Part 6 relationship and field data with observa-
tions of Passchier-Vermeer et al. �2003�.

FIG. 4. Functions relating motility to indoor sound exposure levels inferred
from four field studies, in comparison with ANSI S12.9-2000/Part 6 awak-
ening relationship.
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V. CONCLUSIONS

Table II summarizes the major findings of the reviewed
studies. Findings about noise-induced sleep disturbance dif-
fer considerably both with respect to the measure of sleep
disturbance �motility or behavioral awakening�, and by
study. The findings of the reviewed studies are inconclusive
about the effects of aircraft noise on changes in sleep states
that do not result in awakenings. Neither behavioral awaken-
ing nor motility measurements are capable of detecting more
subtle interference with sleep quality, such as brief changes
in sleep stage or so-called “microarousals,” that might also
reflect a state of disrupted sleep.

On the other hand, the findings are in reasonable agree-
ment with respect to several consequences of nighttime air-
craft noise in habitually exposed populations: Spontaneous
�that is, nonaircraft related� awakenings are more common
than aircraft noise-induced awakenings in airport neighbor-
hoods; a small percentage of habitually exposed people are
actually awakened from sleep by aircraft noise intrusions;
and although AN-ISD increases as a function of time in bed,
this observation is confounded by the fact that sleep in gen-

eral becomes more easily disturbed, such that noise intru-
sions in the latter part of the night are more likely to disturb
sleep than in the earlier part of the night.

A. Noise measurements as predictors
of sleep disturbance

The clearest and most consistent relationships between
measurements of aircraft noise levels and sleep disturbance
were observed between indoor sound levels and BCAs. Ex-
cept in one case �Fidell et al., 1995b�, neither long nor short
term measures of outdoor noise levels were reliably associ-
ated with any measure of sleep disturbance.

One of the more consistent findings from the reviewed
field studies was that a single event noise metric such as SEL
or Lmax could be used to describe the effect of aircraft noise
on sleep. However, summary relationships between indoor
SEL and the prevalence of awakening due to single aircraft
noise intrusions have shallow slopes, and do not account for
more than about 20% of the variance in the relationship be-
tween sleep disturbance and acoustic measures of aircraft
noise exposure. As such, single event metrics do not by

TABLE II. Comparison of relationships inferred from five recent field studies of aircraft noise-induced sleep disturbance between indoor noise levels and
arousal, motility, and awakening.

Reference Prediction of arousal
Prediction of motility
from noise events

Prediction of onset
of motillity Prediction of awaking

Passchier-Vermeer et al.
�2002, 2003�

Not applicable P�motility�=0.00063�Lmax−
32�+0.0000314�Lmax

0.0000314�2

P�onset of motility�=
0.000415�Lmax−32�+
0.00000884�Lmax−
0.00000884�2

Prevalence of event-
related awakening �%�
=0.51+
0.000353�SEL�2

P�motility�=0.000532�SEL
−38�+0.0000268�SEL−
0.0000268�2

P�onset of motility�=
0.000273�SEL−40�+
0.00000357�SEL−
0.00000357�2

�Note: Equation pertains
to original data from
Passchier-Vermeer et al.
�2002�
who recommend
that prevalence of event-
related awakening be
reduced by 1.523% to
obtain the prevalence of
aircraft noise-induced,
event- related awakening�

Ollerhead et al. �1992� Not applicable % of events leading to
motility=−2.96+
0.162�SEL�

Not applicable Prevalence of event-
related awakening �%�
=0.4* �−2.96+
0.162��SEL��

Fidell et al. �1995a� Not applicable Not applicable Not applicable Prevalence of event-
related awakening �%�
=−10.24+0.167 �SEL�

Fidell et al. �1995b� Prevalence of
event-related
arousal per Cole et al.
�1992�
�%�=1.306+
0.279�SEL�

US actimeter:
%of events leading to
motility =47.16+0.4�SEL�
Swiss actimeter:
%of events leading to
motility =−23.74+
1.23�SEL�

Not applicable Prevalence of event-
related awakening �%�
=−15.041+0.246�SEL�

Fidell et al. �2000�
�incombination with
Fidell, 1995a and b�

Prevalence of
event-related
arousal per Cole et al.
�1992� �%�
=4.579+
0.218�SEL�

US actimeter:
% of events leading to
motility �

53.041+0.386�SEL�

Not applicable Prevalence of event-
related awakening �%�
=−17.371+0.294�SEL�
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themselves provide robust guidance for regulatory purposes.
Also, given the mediating factors for awakenings �e.g., time
after sleep onset and ambient noise levels in sleeping quar-
ters� the summary relationships between indoor SEL and
awakenings should not be over-interpreted for other predic-
tive purposes.

Regarding the effects of the totality of nighttime aircraft
noise events on awakenings, Passchier-Vermeer et al. �2002�
was the only reviewed study that showed a statistically sig-
nificant relationship, albeit small, between subjective and ob-
jective measures of awakening and both the indoor equiva-
lent sound level due to aircraft and the number of aircraft
events.

Such practical limitations on interpretations of empirical
findings about noise effects are not unique to aircraft noise
and sleep disturbance. For example, Fidell and Silvati �2004�
reviewed similar difficulties of interpretation of findings
about noise-induced annoyance and complaints.

B. Motility as an index of sleep disturbance

Motility may be a more sensitive measure of sleep dis-
turbance than behavioral awakening, in that motility can be
associated with indoor SELs of noise intrusions at lower lev-
els than can awakenings. This may be too simple a charac-
terization of motility as an indicator of noise-induced sleep
disturbance, however. Relationships between indoor sound
exposure levels and motility inferred in the reviewed studies
are inconsistent with one another. Also, clock time, time after
sleep onset, and ambient noise levels in the sleeping quarters
also mediate the likelihood of noise-induced motility.

Interpretations of motility findings are complicated by
methodological differences in their measurement. For ex-
ample, Passchier-Vermeer et al. �2002� monitored motility in
15 s epochs, while Ollerhead et al. �1992� and Fidell et al.
�1995a, 1995b, 2000� assessed motility in 30 s epochs.
Analyses conducted in epochs of greater duration may un-
derestimate the effect of AN-ISD as measured by onset of
motility, especially for aircraft noise intrusions of greater
SEL �and hence, of potentially longer durations�. In such
cases, the onset of motility may occur in the interval prior to
the Lmax of a noise intrusion. Since the onset of motility
might not be noted in a 30 s interval that includes the Lmax,
onset of motility might be attributed to nonaircraft noise
events rather than to an aircraft noise event.

The convenience of onset of motility as a metric of sleep
disturbance for regulatory purposes is further hindered by its
complexity of interpretation. It is conceivable, for example,
that focusing on the onset of motility among those not yet
disturbed by ongoing noise intrusions of long duration could
lead to a perverse focus on the effects of noise intrusions on
hardier sleepers — those not already awakened or otherwise
disturbed by intruding noises of shorter duration or lower
sound level.
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Nomenclature

AAS � Amsterdam’s Schiphol airport
AN-ISD � aircraft noise-induced sleep disturbance

BCA � behaviorally confirmed awakening
DEN � Stapleton international airport
DIA � Denver international airport
EEG � electroencephalographic

FICAN � U.S. federal interagency committee on air-
craft noise

FICON � U.S. federal interagency committee on noise
LAX � Los Angeles international airport
PSG � polysomnography

REM � rapid eye movement
SEL � sound exposure level

SWS � slow wave sleep

1Indoor equivalent sound level of an aircraft noise event, normalized to 1 s,
taken over the time interval that the aircraft sound level is greater than the
indoor Lmax−10 dB
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I. INTRODUCTION

It is well known that the various physical parameters of
the ocean environment �water column and seabed� influence
propagating acoustics fields to varying degrees. However,
there has been relatively little work in defining practical,
quantitative measures of environmental sensitivity.1 Kessel1

defined a sensitivity measure based on the relative change in
magnitude of the acoustic pressure for a specific environ-
mental change, spatially averaged over the water column to
produce stable, representative values.

The goal of this work is to quantify and examine the
effect on acoustic data of realistic variations in environmen-
tal parameters �e.g., due to errors in parameter estimates and
spatial/temporal variability�. This requires transferring uncer-
tainties in environmental parameters through the forward
problem �propagation modeling� and quantifying the result-
ing uncertainties in the data. In this approach, a parameter’s
sensitivity depends on the degree of uncertainty assigned to
that parameter. Thus, a given parameter could be considered
sensitive in one environmental setting where its uncertainty
is large �and hence its potential variability can significantly
affect acoustic fields�, but insensitive in another setting

where it is well known �and its small uncertainty has a cor-
respondingly small potential effect on the fields�.

Since the uncertainties of various environmental param-
eters are often only roughly known, an important component
of this approach involves understanding how parameter sen-
sitivities vary with parameter uncertainties. Simple interpre-
tations of sensitivity implicitly assume a linear relationship:
For Gaussian-distributed parameter uncertainties, the data
uncertainty is also Gaussian distributed with a standard de-
viation that scales directly with the parameter standard de-
viation. However, for nonlinear problems these assumptions
do not necessarily hold, and we are not aware of work to date
examining linearity in ocean acoustic sensitivity studies. This
letter defines and examines linear, linearized, and nonlinear
sensitivity measures.

II. SENSITIVITY MEASURES

The interpretation of sensitivity is well defined for linear
problems, which provide a basis for addressing nonlinear
problems. For a linear problem, the change in datum di due a
change �mj to the jth model parameter mj is given by
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�di
j = di�mj + �mj� − di�mj� �1�

=
�di

�mj
�mj , �2�

where the dependence on parameters that are unchanged is
suppressed. The partial derivatives in Eq. �2� are sometimes
themselves referred to as sensitivities. However, these de-
rivatives do not account for the variation in parameter uncer-
tainties. Equation �2� indicates how uncertainties transfer
from parameters to data for a linear problem: If the uncer-
tainty for parameter mj is Gaussian distributed with standard
deviation � j, then the corresponding uncertainty for datum di

is also Gaussian with standard deviation given by ��di /�mj�� j

�i.e., the derivative acts as a magnification factor�. A linear
sensitivity measure that is independent of data/parameter
scales and units and accounts for parameter uncertainties is

Sij =
��di

j��mj = � j��
�di�

. �3�

For linear problems, the data perturbation �di
j in Eq. �3� can

be computed using Eqs. �1� and �2�. The advantage to using
Eq. �2� is that, given the required partial derivatives, changes
to the data can be computed for any parameter change with-
out solving the forward problem; however, this can be offset
by the difficulty in computing accurate derivatives. Equation
�3� represents the ratio of the standard deviation of the ith
datum �due to the uncertainty in the jth parameter� to its
expected value and is equivalent to the coefficient of
variation, a standard statistical measure used for compar-
ing the variability of potentially disparate quantities. Fur-
ther, linearity provides a simple understanding of how this
sensitivity scales with the parameter uncertainty; e.g., if � j

is doubled, Sij doubles.
The above concepts can be extended to weakly nonlin-

ear problems. Expanding the data functional for a parameter
perturbation about the background model and neglecting
second-order terms leads to an approximate local linear rela-
tionship between data and parameter perturbations

�di
j = di�mj + �mj� − di�mj� �4�

�
�di�mj�

�mj
�mj . �5�

It is possible to use Eq. �5� in a linearized sensitivity mea-
sure. Analytic approaches to computing partial derivatives
have been derived for normal-mode propagation models;2,3

for other propagation models derivatives can be estimated
numerically. However, it is preferable to calculate �di

j ac-
cording to Eq. �4�, applying the forward model, as this makes
no linear approximation and is applicable for any propaga-
tion model. For improved accuracy, a linearized sensitivity
measure can be defined using a two-sided perturbation aver-
age

Sij =
1

2
� �di�mj + � j� − di�mj��

�di�
+

�di�mj − � j� − di�mj��
�di�

� .

�6�

For nonlinear problems, Gaussian-distributed model un-
certainties do not necessarily imply Gaussian data uncertain-
ties. Strong nonlinearity can lead to complicated data uncer-
tainty distributions and preclude a simple linearized
interpretation of sensitivity. To address nonlinearity explic-
itly, the full data uncertainty distribution can be sampled us-
ing a Monte Carlo approach to draw random model pertur-
bations �mj from a Gaussian distribution with zero mean and
standard deviation � j, and computing the corresponding data
perturbation �di

j for each sample. A nonlinear sensitivity
measure is based on the root-mean-square perturbation

Sij =
�	�di�mj + �mj� − di�mj��2
�1/2

�di�
, �7�

where 	·
 represents an ensemble average over the Monte
Carlo samples. For a linear problem, the linear, linearized,
and nonlinear sensitivity measures are identical �given suffi-
cient Monte Carlo sampling�.

For nonlinear problems it also does not necessarily fol-
low that the sensitivity Sij scales with � j in a simple way.
The linearity of parameter sensitivities are examined here by
comparing the linear, linearized, and nonlinear sensitivity
measures over a range of parameter standard deviations � j

about the actual environmental uncertainty. An approxi-
mately linear response is characterized by good agreement
between the measures and by a linear increase in Sij with � j.
A useful measure for the latter criterion is the ratio of the
sensitivity to the relative parameter uncertainty �referred to
here as the relative sensitivity�

Rij =
Sij

� j/mj
, �8�

which is constant over � j for a linear problem.
Propagating acoustic fields are highly variable functions

of source-receiver geometry, and hence the sensitivity at a
point may not be representative of the overall sensitivity of
the local field.1 Effective sensitivity stabilization is achieved
here by spatial averaging of the numerator and denominator
of the sensitivity measures, as described in the following
section.

III. EXAMPLES

This section provides examples of the sensitivity mea-
sures and linearity analysis outlined above. The environmen-
tal parameters and uncertainties considered are based on the
Malta Plateau, a well-studied shallow-water region of the
Mediterranean Sea. The environmental model, illustrated in
Fig. 1, is comprised of a 131 m water column over-top a
seabed consisting of three homogeneous layers. The ocean
sound-speed profile �SSP�, measured at the site, includes a
strong negative gradient in the near-surface waters and a
weak sound channel with its axis near mid-water depth. The
three seabed layers are characterized by sound speeds v1, v2,
v3, densities �1, �2, �3, and attenuation coefficients �1, �2,
�3. The upper two sediment layers are of thicknesses h1 and
h2 �the basement layer is assumed to be semi-infinite�. Geoa-
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coustic parameters values and uncertainties that are represen-
tative of existing knowledge of the Malta Plateau region are
given in Fig. 1.

While it is straightforward to quantify sensitivity to in-
dividual points of the SSP, the goal of this work is to con-
sider physically realistic environmental variability. Hence,
the SSP uncertainty is taken to represent oceanographic vari-
ability due to surface heating/cooling and wind mixing, with
the effects decaying exponentially with depth over the top
30 m, as shown in Fig. 1. This variability is represented in
terms of the standard deviation of the surface sound speed
v0.

The linearity of a number of the most sensitive environ-
mental parameters is investigated in Fig. 2, which compares
the linear, linearized, and nonlinear sensitivity measures for a
range of parameter standard deviation values about the actual
environmental uncertainties �given in Fig. 1�. In each case,
the acoustic frequency is 1200 Hz, the source-receiver range
is 10 km, and the receiver depth is 15 m. Source depths are
chosen to illustrate different propagation conditions; for the
geoacoustic parameters the source depth is 65 m �mid-water
column�, while for the SSP parameter v0 the source depth is
15 m, within the variable near-surface layer �the sensitivities
of all environmental parameters for both source depths are
considered later�. Propagation modeling was carried out us-
ing a normal-mode model which provides complex acoustic
fields for multiple ranges and source/receiver depths in a
single run, allowing for efficient spatial averaging. The re-
sults shown in all figures are averaged over ±100 m in range
�five-point average� and ±5 m in source and receiver depths
�three-point averages�. Nonlinear sensitivities were com-
puted using Monte Carlo samples of 300 random parameter
perturbations drawn from Gaussian distributions with the
standard deviations indicated on the parameter axes of Fig. 2.
The distributions were truncated in cases where the random
perturbations extended over unphysical values �e.g., negative
layer thicknesses and attenuations�; the effect of this on the
results is negligible. Repetitions of the Monte Carlo sam-
pling �with different random perturbations sequences�

yielded essentially identical results, indicating that the pro-
cess converged to stable nonlinear sensitivity estimates.

Figure 2 indicates substantially different sensitivity be-
havior for different environmental parameters. For instance,
the sensitivity to the upper sediment density �1 behaves in a
linear manner, with close agreement between the three sen-
sitivity measures for all values of the parameter standard
deviation ���1�. Further, the sensitivity S increases linearly
with ���1�, illustrated further by the relative sensitivity R
which is essentially constant over the range of ���1� values.
In contrast, the sensitivity results for the remaining environ-
mental parameters in Fig. 2 appear nonlinear to varying de-
grees, with significant differences between the three sensitiv-
ity measures and generally nonuniform rates of increase in
sensitivity S with parameter standard deviations �also indi-
cated by nonconstant R�. The linearized sensitivity provides
a better approximation to the nonlinear sensitivity than does
the linear sensitivity for all parameters and all standard de-
viations. It is also worth noting that the magnitude of the
sensitivity varies significantly with parameter.

Figure 2 indicates how parameter sensitivities vary with
parameter standard deviations at a point. Figure 3 illustrates
the nonlinear, linearized, and linear sensitivities for selected
parameters as a function of range and depth, with the param-
eter standard deviation fixed at the assumed environmental
uncertainties for the Malta Plateau region �Fig. 1�. For the
three geoacoustic parameters, the source is at 65 m depth
near the sound-channel axis, while for the SSP parameter v0,
the source is at 15 m depth in the near-surface layer.

Considering first the nonlinear sensitivity measure �left
column of Fig. 3�, the sensitivities for geoacoustic param-
eters v1, v2, and h1 are lowest at mid-water depths as a result
of reduced bottom interaction due to sound-channel propaga-

FIG. 1. Schematic diagram of the Malta Plateau environment, including
assumed values and standard deviations for the water-column sound-speed
profile and seabed geoacoustic parameters �see text�. Asterisks indicate
source depths considered in this paper.

FIG. 2. Sensitivity measures S and R as a function of standard deviations for
parameters �1, �1, v1, v2, h1, and v0. Nonlinear, linearized, and linear sen-
sitivity measures are indicated by filled circles, open circles, and triangles,
respectively. Range is 10 km; receiver depth is 15 m; source depth is 15 m
for v0, 65 m for other parameters.
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tion, while sensitivities are highest near the surface due to
the strong bottom interaction resulting from the downward-
refracting sound-speed gradient at this depth. Sensitivities
increases with range as the effects of repeated bottom inter-
actions accumulate. The sensitivity to the second sediment
layer sound speed v2 includes high values at short ranges, as
steep propagation paths �which attenuate with range� interact
significantly with the deeper layer. The highest sensitivity for
the SSP parameter v0 is confined to depths over which the
SSP varies, with sensitivity increasing with range.

The agreement of the linearized and linear sensitivities
with the nonlinear sensitivity in Fig. 3 is good for parameter
v1 and excellent for v2, with generally better agreement for
the linearized measure. The linearized sensitivity is in rea-
sonable agreement with the nonlinear sensitivity for param-
eter h1, but in poor agreement for v0. The linear sensitivity
differs substantially from the nonlinear sensitivity for h1 and
v0, consistent with the single-point results of Fig. 2.

Figure 3 illustrates the detailed range-depth dependence
of environmental parameter sensitivities for the Malta Pla-
teau model. In some applications it may be desirable to con-
sider the sensitivity more broadly, e.g., to quantify the over-
all environmental sensitivity of acoustic fields over some
depth-range region. This can be accomplished in a straight-
forward manner by averaging sensitivities over the desired
region �distinct from spatial averaging to stabilize sensitivi-
ties�. For example, Fig. 4 shows the three sensitivity mea-
sures for all environmental parameters averaged over
0–30 m receiver depth and 0–20 km range for source
depths of 15 and 65 m. Sensitivities for the different param-
eters vary over almost six orders of magnitude, with the most
sensitive parameters being those of the upper seabed layer
and SSP, followed by the second and then third seabed lay-
ers. The sensitivity results for the two source depths in Fig. 4
are generally similar, with the largest difference for the SSP
parameter v0. The linearized and linear sensitivities agree
with the nonlinear sensitivity to within an order of magnitude
for all parameters, although significant differences occur for

the highest and lowest sensitivity parameters. �Differences
for the low sensitivity parameters may be due to numerical
precision limitations.� In all cases the linearized estimate
provides a better approximation to the nonlinear sensitivity
measure. Figure 4 indicates that, in the present case, varia-
tions in the third-layer parameters within their assumed un-
certainties are essentially irrelevant to ocean acoustic propa-
gation, and variations in the second-layer parameters are, at
most, only marginally relevant.

IV. SUMMARY

The problem of quantifying ocean acoustic environmen-
tal sensitivity in a meaningful manner may be considered
that of transferring uncertainties in environmental parameters
to uncertainties in the acoustic responses �data�, and quanti-
fying the results. Monte Carlo sampling provides a general
approach to transferring uncertainties, and formed the basis
for a nonlinear sensitivity measure. More efficient, but ap-
proximate, linear and linearized sensitivities were also de-
fined based on one-sided and two-sided parameter perturba-
tions equivalent to the assumed parameter uncertainty
�standard deviation�. The three sensitivity measures were
compared for a realistic environmental model and parameter
uncertainties representing the Malta Plateau. The three mea-
sures agreed to within an order of magnitude for all param-
eters, with the linearized measure representing a better ap-
proximation to the nonlinear sensitivity. However, signifi-
cantly nonlinear behavior was observed for several of the
most sensitive parameters.
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FIG. 3. �Color online� Range-depth sensitivity sections for parameters v1,
v2, h1, and v0 �rows� and nonlinear, linearized, and linear sensitivity mea-
sures �columns�. Source depth indicated by asterisks.

FIG. 4. Parameter sensitivities averaged over receiver depths of 0–30 m for
source depths of �a� 65 m and �b� 15 m. Nonlinear, linearized, and linear
sensitivity measures are indicated by solid, dotted, and dashed lines, respec-
tively.
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I. INTRODUCTION

Array signal processing has wide applications in sonar,
radar, wireless communications, etc. Broadband beamform-
ing is one of the most important tasks in array signal
processing.1,2 Broadband beamforming includes discrete
Fourier transform implementation of a frequency-domain
beamformer and finite impulse response �FIR� implementa-
tion of a time-domain beamformer. The frequency-domain
implementation is not suitable for some applications due to
its associated delay. A more important advantage of the time-
domain implementation is that we can update the beam-
former when each new snapshot arrives.

The Frost processor3 and the generalized sidelobe can-
celler beamformer4 are two types of traditional broadband
FIR beamformers. However, the sidelobes of these beam-
formers are not controlled, and this can lead to severe per-
formance degradation in the case of unexpected �i.e., sud-
denly appearing� interferers. Godara5 has also developed
frequency-domain techniques for computing the tap weights
in the FIR beamformer. However, the algorithm may lead to
large number of taps, and hence high computational cost,
since it requires that the number of taps should be equal to
the number of frequency bins. Furthermore, the sidelobes
cannot be controlled strictly.

Second-order cone programming �SOCP� has been used
to develop narrowband adaptive beamforming algorithms
with sidelobe control by Liu.6 In this letter, we develop the
narrowband adaptive beamforming to a broadband one. A
convex optimization based approach to designing broadband
FIR beamformer with controlled sidelobes is proposed.

II. BACKGROUND

Consider an M-element array with a known arbi
trary geometry. Assume that D+1�M broadband plane
waves impinge on the array from directions �
= ��0 ,�1 , . . . ,�d , . . . ,�D�. The time series received at the mth
element can be modeled as

x̃m�t� = �s0�t − �m��0�� + �
d=1

D

sd�t − �m��d�� + �̃m�t� ,

m = 1, . . . ,M , �1�

where �sd�t��d=0
D are the D+1 source signals as observed at an

arbitrarily chosen reference point, �m��d� is the propagation
delay between the mth sensor and the reference point asso-
ciated with the dth source, and �̃m�t� is the additive noise at
the mth sensor. We assume that the first term in Eq. �1�
corresponds to the signal of interest �SOI� and that of the
second term to D interferences. � is a binary parameter in-
dicating whether the SOI is present in the training snapshots.

Figure 1 illustrates the conventional Frost beamforming
structure consisting of M sensors and L taps per sensor. Ts is
the time delay between any two adjacent taps. A group of
pre-delays Tm, m=1, . . . ,M are attached after the sensors.
The pre-steering delay is used to align the signals to the look
direction, i.e., Tm=−�m��0�. Here, the look direction is as-
sumed to be exactly equal to �0. Since the pre-delays are
usually not an integer, mechanical or electronic pre-steering
is applied.

The pre-delayed sampled data from the mth sensor is
xm�n�= x̃m�t−Tm��t=nTs

. The input to the other tap weights is
given by

xm��n� = xm�n − ��− 1�� = x̃m�t − Tm − ��− 1�Ts��t=nTs
,

a�Author to whom correspondance should be addressed. Electronic mail:
sfyan@ieee.org
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m = 1, . . . ,M, � = 1, . . . ,L . �2�

All the data samples are weighted and summed together to
obtain the desired output signal. Let hm� be the adjustable
weight of the �th tap following behind the mth sensor. We
assume that the weights are complex. The time series of the
beamformer output is given by

y�n� = �
m=1

M

�
�=1

L

hm�xm�n − ��− 1�� = �
m=1

M

�
�=1

L

hm�xm��n� . �3�

We can define two M �L matrices

X�n� = 	
x11�n� x12�n� ¯ x1L�n�
x21�n� x22�n� ¯ x2L�n�


 
 � 

xM1�n� xM2�n� ¯ xML�n�

�
and

H = 	
h11 h12 ¯ h1L

h21 h22 ¯ h2L


 
 � 

hM1 hM2 ¯ hML

� .

Let us introduce the notations

x�n� = vec�X�n�� , �4�

h = vec�H� , �5�

where vec�·� denotes the vectorization operator which stacks
the columns of a matrix on top of each other, and x�n� rep-
resents the nth snapshot. Then Eq. �3� can be written as

y�n� = hTx�n� , �6�

where �·�T denotes the transpose.

III. PROPOSED BEAMFORMER

Let hm= �hm1 ,hm2 , . . . ,hmL�T. The complex frequency re-
sponse of the FIR filter is given by

Hm�f� = �
�=1

L

hm�e−j��−1�2�fTs = eT�f�hm, �7�

where e�f�= �1,e−j2�fTs , . . . , e−j�L−1�2�fTs�T.
Let 	m=e−j2�fTm, the actual weight corresponding to the

mth sensor at frequency f is

wm�f� = Hm�f�	m = eT�f�hm	m, m = 1,2, . . . ,M . �8�

Thus, the weight vector employed at frequency f is

w�f� = �w1�f�,w2�f�, . . . ,wM�f��T

= �eT�f�h1	1,eT�f�h2	2, . . . ,eT�f�hM	M�T

= ��h1,h2, . . . ,hM�Te�f�� � � = �He�f�� � � , �9�

where � denotes the Hadamard �i.e., element-wise� product of
two vectors, and �= �	1 ,	m , . . . ,	M�T.

The array response �frequency-wavenumber response�
of the beamformer can be written as follows:

p�f ,�� = wT�f�a�f ,�� = aT�f ,��w�f� , �10�

where a�f ,�� is the array manifold vector that is given by

a�f ,�� = �e−j2�f�1���, ¯ ,e−j2�f�M����T. �11�

Using Eqs. �9� and �11� in Eq. �10� gives

p�f ,�� = �a�f ,�� � ��THe�f�

= �e�f� � �a�f ,�� � ���Th

= uT�f ,��h = hTu�f ,�� , �12�

where � denotes the Kronecker product and u�f ,��=e�f�
� �a�f ,�� ���. We define u�f ,�� as the array manifold vector
corresponding to the stacked vector x. Its m+ ��−1�M ele-
ment is

�u�f ,���m+��−1�M = e−j2�f�Tm+�m���+��−1�Ts� = e−j2�f
m�, �13�

where 
m�=Tm+�m���+ ��−1�Ts.
Let R denote the ML�ML theoretical covariance ma-

trix of the stacked array output vector. We assume that R has
the following form:

R = E�x�n�xH�n�� = �
d=0

D

Rd + R�, �14�

where �·�H denotes the Hermitian transpose, Rd is the broad-
band signal covariance matrix corresponding to the dth sig-
nal and R� is the noise covariance matrix.

Consider a single plane-wave signal, say the dth source,
the covariance matrix Rd is given by

Rd = �
fL

fU

Sd�f�u�f ,��uH�f ,��df , �15�

where Sd�f� is the source spectrum of the dth signal, which
occupy the frequency band �fL , fU�. We assume that the sig-
nal has a flat spectrum over the frequency band with total
power �s

2. Then,

Rd =
�s

2

fU − fL
�

fL

fU

u�f ,��uH�f ,��df . �16�

FIG. 1. Conventional Frost beamformer.
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Using Eq. �13�, the m+ ��−1�M, p+ �q−1�M element
�here p=1,2 , . . . ,M, q=1,2 , . . . ,L� is

�Rd�m+��−1�M,p+�q−1�M =
�s

2

fU − fL
�

fL

fU

e−j2�f�
m�−
pq�df

=
�s

2

B
sinc��B�
m� − 
pq��

�e−j2�fc�
m�−
pq�, �17�

where B= fU− fL and fc= �fU+ fL� /2.
Assume that the noise has a flat spectrum over the same

frequency band with total power �n
2, and is uncorrelated from

sensor to sensor. The m+ ��−1�M, p+ �q−1�M element of
noise covariance matrix R� is given by

�Rv�m+�l−1�M,p+�q−1�M =
�n

2

B
�mp�

fL

fU

e−j2�f�l−q�Tsdf

=
�n

2

B
�mpsinc��B�l − q�Ts�

�e−j2�fc�l−q�Ts, �18�

where �mp is the Kronecker delta function.
The theoretical data covariance matrix can be obtained

by substituting Eqs. �17� and �18� into Eq. �14�.
Note that the SOI, interferers, and the additive noise

need not have flat spectra over the band of interest. In fact,
our beamformer is a data dependent one and we do not re-
quire any priori information about their spectral densities. In
practical applications, the covariance matrix R is unavail-
able. Therefore, the sample covariance matrix

R̂ =
1

N
�
n=1

N

x�n�xH�n� �19�

is used instead of Eq. �14�. Here N is the number of snap-
shots.

The beamformer output power is given by

Po = E�y�n�yH�n�� = E�hTx�n�xH�n�h*� = hTRh*, �20�

where �·�* denotes the conjugate.
For our FIR beamformer, the output power is minimized

while the SOI is maintained to be undistorted and the side-
lobes are controlled. In order to improve its robustness, white
noise gain constraint is applied to limit the norm of FIR filter
tap weights to some known constant �0.

�
m=1

M

�
�=1

L

hm�2 � 2 or h �  . �21�

Consequently, the beamforming problem is formulated
as follows:

minh hTRh*.

subject to �uT�f ,�0�h� = 1, ∀ f � �fL, fU� ,

�uT�f ,��h� � �, ∀ � � �SL, ∀ f � �fL, fU� ,

h �  , �22�

where � controls the sidelobes, and �SL is the sidelobe re-
gions. The sidelobe regions at different frequency can be
different.

Note that our beamformer does not require that Tm=
−�m��0�. Therefore, we can let Tm=int�−�m��0��, where int�·�
denotes round towards nearest integer. Consequently, the
pre-delay can be implemented by a set of tapped delay lines,
which is more convenient than the Frost processor.

We can discretize the frequency band �fL , fU� using a
finite number of frequencies fk� �fL , fU�, k=1, . . . ,K. The
frequencies are often uniformly spaced and the narrowband
condition should be satisfied within each frequency bin:

Bs · Tmax � 1, �23�

where Bs is the bandwidth of each frequency bin and Tmax

is the maximum travel time between any two elements in
the array.

Let R=UHU be the Cholesky factorization. We obtain

hTRh* = �U*h�T�U*h�* = U*h2. �24�

Noting that minimizing U*h2 is equivalent to minimizing
U*h and introducing a new auxiliary variable �, we can
rewrite Eq. �22� as

minh �, subject to U*h � � ,

�uT�fk,�0�h� = 1, fk � �fL, fU�, k = 1, . . . ,K ,

�uT�fk,�i,k�h� � �, �i,k � �SL,k, i = 1, . . . ,Ik,

fk � �fL, fU�, k = 1, . . . ,K ,

h �  , �25�

where �SL,k, k=1, . . . ,K is the sidelobe regions at frequency
bin fk. �i,k��SL,k, i=1, . . . , Ik is the angular grid chosen that
properly approximates the sidelobe region �SL,k by a finite
number of directions. The choice of Ik is determined by the
required accuracy of approximation.

The optimization problems �25� can be formulated as the
convex SOCP problem, which can be solved using a SOCP
solver �e.g., SeDuMi,7 also refer to the Ref. 6�. A review of
the applications of SOCP has been presented by Lobo.8

The output signal-to-interference-plus-noise ratio
�SINR� is

SINR =
hTR0h*

hT��
d=1

D

Rd + R��h*

. �26�

IV. SIMULATION RESULTS

Consider a linear array of M =12 uniformly spaced ele-
ments, with a half-wavelength spacing at the upper fre-
quency fU. The normalized design band is �fL , fU�
= �0.16,0.32� �The normalized sampling frequency was 1�. In
this simulation, the design band �fL , fU� is decomposed into
K=33 uniform frequency bins. Unless otherwise stated, we
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use the beamforming methods with the theoretical array co-
variance matrix R for convenience. The direction of the SOI
is �0=−10° with respect to the broadside of the array. The
signal-to-noise ratio is equal to 0 dB. A single interferer is
assumed to impinge on the array from the direction of 40°
with an interference-to-noise ratio of 30 dB in each sensor. It
is assumed that the length of the FIR filters is L�8, and the
white noise constraint value is =1. A uniform grid of 2° is
used to discretize the field of view �−90° ,90° �.

In the first example, we use a broadband FIR beamform-
ing method without sidelobe control, i.e., solving an optimi-
zation problem similar to Eq. �22� except the sidelobe con-
straints. Using Eq. �12� by replacing h with the obtained FIR
filters, the array responses as a function of frequency and the
angle are calculated on the chosen grid of points. The ob-
tained FIR broadband array patterns are shown in Fig. 2. It is
seen that the array patterns have their mainlobes in the SOI
direction and deep nulls in the direction of interferer. How-
ever, the sidelobe level is about −12.5 dB, which is a little
higher. From Eq. �26�, the output SINR is 10.7 dB.

In the second example, we use the proposed broadband
FIR beamforming method with sidelobe control. Assume that
the beamwidth decreases as the frequency increases. The
sidelobe regions are �−90° ,−35° �� �15° ,90° � and �−90° ,
−25° �� �5° ,90° � at the frequency fL and fU, respectively. It
is assumed that �=0.001.

The SOCP problem �25� is solved to obtain the FIR
filters. The array responses as a function of frequency and
the angle are calculated and shown in Fig. 3. It is seen that
the array patterns also have their mainlobes and nulls in the
direction of SOI and interferer, respectively. More impor-
tantly, the obtained sidelobes of our approach are strictly
guaranteed to be below −30 dB.

It is also seen that the main lobe becomes a little wider.
The output SINR is 10.1 dB, which indicates a 0.6 dB deg-
radation over that without sidelobe control. However, these
costs are acceptable in practical applications. The reason for
degradation is that the performance parameters for a beam-
former, i.e., the beamwidth, sidelobe level and the output
SINR, are mutually correlated. Our algorithm provides a
suitable compromise among these conflicting objectives.

V. CONCLUSION

An approach to broadband FIR beamforming with side-
lobe control has been proposed. Our approach minimizes the
beamformer output power, while maintaining distortionless
response in the direction of signal and providing that the
array pattern sidelobes are below some given threshold
value. Convex SOCP-based formulation of our beamformer
is derived. Results of computer simulations show that the
proposed approach can guarantee that the sidelobes are
strictly below the threshold. Furthermore, our FIR beam-
former has integral tapped pre-delay, in contrast to the Frost
beamfomer, where expensive mechanical or electronic pre-
steering is utilized since its pre-delays are not integers. For
simplicity, plane wave approximation is used is this letter.
For the case of multipath that occurs with vertical arrays and
horizontal arrays near endfire in ocean waveguides, our ap-
proach also works if we replace the array manifold vectors
with the matched-field replica vectors.
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Many cold-working processes for polycrystalline metals cause alignment of the grains with a single
symmetry axis. This type of microstructure is called fiber texture. The existence of a preferred
orientation of the grains has a significant influence on the propagation and scattering of ultrasonic
waves, which are often used for material inspection. Knowledge of the wave attenuation of such
textured materials is of both theoretical and practical interest to nondestructive testing and materials
characterization. In this article, the quantitative relations between fiber texture and wave
attenuations of hexagonal crystals are presented. The texture is characterized by a Gaussian
distribution function that contains a single parameter that governs the transition of the texture from
perfectly aligned crystals to statistically isotropic. Under this assumption, the materials of interest
have a varying degree of transverse isotropy representative of processing conditions. Simple
expressions for the attenuations of the three modes of waves are given in a concise, generalized
representation. Finally, numerical results are presented and discussed in terms of the directional,
frequency, and texture dependence. The results presented are expected to improve the understanding
of the microstructure evolution during thermomechanical processing. © 2007 Acoustical Society of
America. �DOI: 10.1121/1.2382749�
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I. INTRODUCTION

The macroscopic anisotropy of the physical properties of
polycrystalline materials is generally determined by two fac-
tors, the anisotropy of the crystals, which is described by the
single-crystal elastic constants, and the distribution of the
crystals in space, which is called the texture. The simplest
anisotropic symmetry class to be considered is that of me-
dium with a single symmetry axis. The direction of the single
symmetry axis is defined as the fiber direction. In this case,
the fiber direction is not necessarily perpendicular to the
sample surface, but typically is associated with processing
conditions �e.g., rolling direction�. The knowledge that the
material microstructure directly affects the macroscopic ma-
terial properties was a turning point in the field of materials
manufacturing. Specific types of manufacturing processes
are used to produce the corresponding microstructure in a
controlled fashion. Many heat treatment processes, such as
annealing, are used to relieve the internal stress state that
develops during cold working, which allows the microstruc-
ture to rearrange itself to a state of lower energy. During such
processing, individual crystals in a polycrystalline aggregate
undergo orientation changes. Often, the recrystallization pro-
cess creates material texture, or preferred orientation of
grains. The degree and type of texture are best described
quantitatively by the orientation distribution function �ODF�.

The distribution of the orientation occurring in the recrystal-
lization textures of polycrystalline titanium and zinc may be
represented by a Gaussian ODF �Li, 2000�.

Ultrasonic techniques provide information about the in-
terior microstructure due to the penetration of ultrasonic
waves. In recent years, major advances in ultrasonic moni-
toring nondestructive evaluation �NDE� demonstrate a poten-
tial to characterize recrystallization processes. Previous
analysis of wave propagation and scattering in polycrystals
with fiber texture was focused mainly on samples with cubic
crystal symmetry �Hirsekorn, 1985, 1986; Turner, 1999;
Ahmed and Thompson, 1996�. However, crystal symmetries
other than cubic are also important. For example, the fiber
texture of hexagonal crystals has been observed for a variety
of materials, such as titanium, zinc, magnesium, ice, and
many others.

The scattering of elastic waves by grains of polycrystals
has received considerable attention. Contributions for cubic
symmetry with uniformly distributed orientations of grains
were made by Hirsekorn �1982, 1983�, Stanke and Kino
�1984�, and Weaver �1990�. The problem of wave propaga-
tion and scattering in the case of polycrystalline grains with
an aligned �001� axis has been examined by Ahmed and
Thompson �1996� and Turner �1999�. In that case, the aver-
age medium is statistically transversely isotropic. Ahmed
and Thompson �1992, 1996� also studied correlations defined
by both equiaxed grains and grains with elongation. Most
recently, wave attenuation in the case of orthorhombic-cubic
symmetry was investigated by Yang and Turner �2004�.

a�Author to whom correspondence should be addressed; Electronic mail:
lyang4@unl.edu
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In this article, quantitative relations between fiber tex-
ture and wave attenuations of hexagonal crystals are pre-
sented. The texture is characterized by a Gaussian distribu-
tion function that contains a single parameter that governs
the transition of the texture from perfectly aligned grains to
statistically isotropic. Under this assumption, the materials of
interest have a varying degree of transverse isotropy repre-
senting various states of processing conditions. Simple ex-
pressions for the attenuations of the three modes of waves
are given in a concise representation. The resulting attenua-
tions are presented and discussed in terms of the directional,
frequency, and texture dependence. The results presented are
expected to improve the understanding of the microstructure
evolution during thermomechanical processing. In addition,
the present formulation may be used to study diffuse ultra-
sonic problems in a straightforward manner.

II. EFFECTIVE ELASTIC STIFFNESS

For textured materials, a detailed description of poly-
crystalline material properties in the sample requires a
knowledge of the orientation distribution of all crystallites in
the sample. The orientation of a given single crystallite is
specified by the three Euler angles �, �, and �. The orienta-
tion distribution of crystallite grains with preferred directions
in the sample can be described by the orientation distribution
function �ODF�, F�� ,� ,��, which is the probability density
function in terms of the three Euler angles. To discuss the
orientation of a grain, a set of crystallite-fixed axes Xi is
chosen for a given grain. One may choose the sample-fixed
axes xi in polycrystals. The crystallite axes Xi and the sample
axes xi are related through a rotation matrix using the three
Euler angles. In general, the elastic modulus tensor for a
single hexagonal crystallite is given by

cijkl = �h�ij�kl + �h��ik� jl + �il� jk� + A��ijêkêl + �klêiêj�

+ B��ikêjêl + �ilê jêk + � jkêiêl + � jlêiêk� + Dêiêjêkêl,

�1�

where the unit vector ê is defined as the crystal sixfold sym-
metry axis. The five coefficients in Eq. �1� are given in terms
of single hexagonal crystallite elastic constants c11, c33, c44,
c12, c13, c66 as

�h = c12 = c11 − 2c66, �h = c66,

A = c13 − c12, B = c44 − c66,

D = c11 + c33 − 2c13 − c44. �2�

The average medium is characterized by the average
stiffness tensor. If the average elastic stiffness tensor, �c�,
represents a transversely isotropic medium, it may be written
as a function of Kronecker deltas and the unit vector n̂,
which defines the fiber direction �or uniaxial symmetry axis�.
It can be expressed by

Cijkl = �cijkl� = �1�ij�kl + �2��ik� jl + �il� jk�

+ �3��ijn̂kn̂l + �kln̂in̂j� + �4��ikn̂jn̂l + �iln̂jn̂k

+ � jkn̂in̂l + � jln̂in̂k� + �5n̂in̂jn̂kn̂l

= �1J1 + �2J2 + �3J3 + �4J4 + �4J5, �3�

where Eq. �3� serves to define the tensors Ji with coefficients
�i �i=1,2 ,3 ,4 ,5�. Relations between �i and Cijkl are derived
below. The ensemble average stiffness of the medium is de-
fined explicitly by

�cijkl� =
1

8�2�
0

� �
0

2� �
0

2�

cijklF�	,�,�,��sin � d� d� d� , �4�

where cijkl is given in Eq. �1�.
As discussed above, an orientation distribution function

�ODF� F�	 ,� ,� ,�� is introduced to represent uniquely the
crystallite orientation distribution. Here, a Gaussian distribu-
tion function is adopted as the ODF, which is a reasonable
approximation for the fiber texture associated with hexagonal
materials �Li, 2000�. That is, the crystallite distribution de-
pends only on Euler angle � and is independent of angles �
and �,

F�	,�� = F0 exp�−
�2

2	2	 , �5�

where 	 is a single parameter that governs the transition of
the texture from perfectly aligned grains to statistically iso-
tropic. The normalization coefficient F0 is defined by
�1/8�2�
0

�
0
2�
0

2� F�	 ,� ,� ,��sin � d� d� d�=1. Thus, it
may be expressed as

F0 =
��	

4�2
exp�−

	2

2
	�2 Erfi� 	

�2
	 − Erfi�− i� + 	2

�2	
	

− Erfi� i� + 	2

�2	
	 , �6�

where Erfi is the imaginary error function. The shape of this
type of distribution function for several values of 	 is shown

FIG. 1. Gaussian distribution function with various parameters 	.
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in Fig. 1. Two extreme cases are observed. One is a quasi-
single crystal with perfectly aligned grains which occurs as
	→0. The other limiting case is a statistically isotropic
polycrystal with randomly oriented grains which occurs as
	→
. Other degrees of texture between these limits can be
realized by varying 	. Thus, such a distribution function al-
lows a single parameter to model this transition.

In order to obtain the coefficients of �i, the following
identities are needed:

�êiê j� = �ij�1

2
�I	

0 − I	
2� + n̂in̂j�1

2
�− I	

0 + 3I	
2� ,

�êiê jêkêl� = �J1 + J2 − J3 − J4 + 3J5��1

8
�I	

0 − 2I	
2 + I	

4�
+ �J5�I	

4 + �J3 + J4 − 6J5��1

2
�I	

2 − I	
4� , �7�

where the coefficients I	
m �m=0,2 ,4 ,6 ,8� are defined by

I	
m =

1

2
�

0

�

F�	,��cosm � sin � d� . �8�

Using the identities given in Eq. �7�, the five coefficients �i

in Eq. �3� are obtained and expressed as

�1 = �h + 2AM1 + DM3,

�2 = �h + 2BM1 + DM3,

�3 = AM2 − DM3 + DM5,

�4 = BM2 − DM3 + DM5,

�5 = 3DM3 + DM4 − 6DM5,

where Mi are expressed in terms of the coefficients in Eq. �8�
as

M1 =
1

2
�I	

0 − I	
2�, M2 =

1

2
�− I	

0 + 3I	
2�, M5 = I	

4 ,

M3 =
1

8
�I	

0 − 2I	
2 + I	

4�, M4 =
1

2
�I	

2 − I	
4� . �9�

Hence, the five effective elastic constants of the ensemble
average medium are given by

C11 = �1 + 2�2, C33 = �1 + 2�2 + 2�3 + 4�4 + �5,

C44 = �2 + �4, C12 = �1, C13 = �1 + �3, �10�

C66 =
1

2
�C11 − C12� .

It is known that the identities given in Eq. �7� can be
simplified under the two limiting cases of interest as �Fe-
dorov, 1968�

�êiê j� =
1

3
�ij, �êiê jêkêl� =

1

15
�J1 + J2�, when 	 → 
 ,

and �êiê j� = n̂in̂j, �êiê jêkêl� = n̂in̂jn̂kn̂l, when 	 → 0.

�11�
The identities in Eq. �7� may be rewritten as

�êiê j� = M1�ij + M2n̂in̂ ,

�êiê jêkêl� = S1�J1 + J2� + S2�J3 + J4� + S3J5, �12�

where

S1 =
1

8
�I	

0 − 2I	
2 + I	

4� ,

S2 =
1

8
�− I	

0 + 6I	
2 − 5I	

4�, S3 =
1

8
�3I	

0 − 30I	
2 + 35I	

4� .

The five coefficients M1 and M2, and S1, S2, and S3 are
shown in Figs. 2 and 3, respectively. It is observed as 	
→
, the coefficients M2, and S2 and S3 approach zero, and
as 	→0, the coefficients M1, and S1 and S2 approach zero.
Thus, the expected limiting behavior for C is observed. For
the statistically isotropic case, the average elastic stiffness of
a hexagonal crystallite may be simplified as �Li and Thomp-
son, 1990�

FIG. 2. Coefficients M1 and M2 as a function of texture parameter 	.

FIG. 3. Coefficients S1, S2, and S3 as a function of texture parameter 	.
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Cijkl = �̄�ij�kl + �̄��ik� jl + �il� jk�

= ��h +
2

3
A +

D

15
	�ij�kl + ��h +

2

3
B +

D

15
	

���ik� jl + �il� jk� . �13�

Example results of the effective elastic constants are
now shown for a titanium polycrystal. The material constants
of the single crystallite used here are c11=160 GPa, c12

=90 GPa, c13=66 GPa, c33=181 GPa, and c44=46.5 GPa. In
Fig. 4, the elastic constants are presented as a function of 	,
where 	 governs the crystal alignment from perfectly aligned
�	=0� to randomly aligned �	→
�. It is clearly seen from
Fig. 4 that as 	 approaches zero, the grains in polycrystals
become perfectly aligned. In this case, the polycrystal be-
haves as a quasi-single crystal, the elastic constants of which
reduce to the appropriate single-crystal constants. When 	
approaches infinity, the grains in the polycrystal are ran-
domly oriented as expected. In such a case, the five indepen-
dent elastic constants of the polycrystal reduce to two inde-
pendent elastic constants. The transition between these two
limits is seen clearly. Because the focus here is on wave
propagation and scattering phenomena, the directional de-
pendence of the wave speeds is of importance. Thus, slow-
ness surfaces are presented for various parameter 	 for the
shear horizontal, quasilongitudinal, and quasishear waves,
respectively, in Figs. 5, 6, and 7. The transition of the texture
from perfectly aligned to statistically isotropic is clear.

III. ATTENUATION

The scattering of elastic waves, often characterized by
the attenuation, in a polycrystal results from the misalign-
ment of the grains. To calculate the attenuations, the relevant
inner products on the covariance of the moduli fluctuations
are required �Turner, 1999�. These may be written as

�
¯·ûp̂ŝv̂
¯·ûp̂ŝv̂ = ����

ijkl û�ûkp̂p̂lŝiŝ�v̂�v̂ j , �14�

where the covariance of the moduli fluctuations ����
ijkl is

given explicitly by

�ijkl
��� = �cijklc���� − �cijkl��c���� . �15�

The brackets, � �, denote an ensemble average over all orien-
tations of grains. The average elastic stiffness tensor, �c�, is
given in Eq. �4� for the case of interest here. The first term in
Eq. �15� �cc� is defined by

�cijklc���� =
1

8�2�
0

� �
0

2� �
0

2�

cijklc���F�	,��

�sin � d� d� d� . �16�

In order to carry out the calculations in Eq. �16�, the follow-
ing general identities are given:

FIG. 4. Effective elastic constants as a function of texture parameter 	.

FIG. 5. Slowness surface of the shear horizontal wave �SH�.

FIG. 6. Slowness surface of the quasilongitudinal wave �qP�.
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�êiê jêkêlêê�� = � 1

48
�I	

0 − 3I	
2 + 3I	

4 − I	
6� ��ij�kl�� + all permutations-15 terms in all�

+ �1

8
�I	

2 − 2I	
4 + I	

6� �n̂in̂j��kl�� + �k��l + �k�l�� + all permutations-15 terms in all�

+ �1

2
�I	

4 − I	
6� �n̂in̂jn̂kn̂l�ij + all permutations-15 terms in all� + �I	

6�n̂in̂jn̂kn̂ln̂n̂�, �17�

�êiê jêkêlêê�ê�ê�� = � 1

384
�I	

0 − 4I	
2 + 6I	

4 − 4I	
6 + I	

8� ��ij�kl����� + all permutations-105 terms in all�

+ � 1

48
�I	

2 − 3I	
4 + 3I	

6 − I	
8� �n̂in̂j�kl����� + all permutations-420 terms in all�

+ �1

8
�I	

4 − 2I	
6 + I	

8� �n̂in̂jn̂kn̂l����� + all permutations-210 terms in all�

+ �1

2
�I	

6 − I	
8� �n̂in̂jn̂kn̂ln̂n̂���� + all permutations-28 terms in all� + �I	

8�n̂in̂jn̂kn̂ln̂n̂�n̂�n̂�, �18�

where �mn=�mn− n̂mn̂n. In Fig. 8, examples of a few terms of
�cc� are shown. As expected those values reach a constant
value, respectively, as 	→
. Using the identities given in
Eqs. �7�, �17�, and �18�, the covariance �ijkl

��� can be written
in a general form, which is not presented here due to brevity.
Example values of the covariance �ijkl

��� of interest are plot-
ted in Fig. 9. It is observed from Fig. 9 that the covariance
�ijkl

��� reduces to two constants when 	 becomes larger.
For the inner products �

¯·ûp̂ŝv̂
¯·ûp̂ŝv̂ presented in Eq. �14�, the

vectors p̂ and ŝ, respectively, represent the incoming and
outgoing propagation directions. The vectors û and v̂ are
vectors defining the polarization directions of the particular
waves. Without loss of generality, the vectors are defined

with respect to a general xyz coordinate system as shown in
Fig. 10. The vectors n̂, p̂, and ŝ are given by

n̂ = ẑ, p̂ = x̂ sin � + ŷ cos � ,

ŝ = x̂ sin �� cos �� + ŷ sin �� sin �� + ẑ cos ��. �19�

The polarization vectors û and v̂ as shown in Fig. 10 are
given elsewhere �Turner, 1999�. Substituting those unit vec-
tors into Eq. �14�, and combining with Eq. �15�, the general
inner products �

¯·ûp̂ŝv̂
¯·ûp̂ŝv̂ may be calculated. An example inner

product associated with the attenuation of a shear horizontal
wave is presented in the Appendix. If the tensorial and spa-
tial components of covariance are assumed to be indepen-
dent, the spatial correlation function W is not dependent on
the tensorial part. For simplicity, the correlation function W
is assumed to have an exponential form

FIG. 7. Slowness surface of the quasi-shear vertical wave �qSV�. FIG. 8. Various terms �cc� as a function of 	.
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W�r� = e−r/L,

where L is the spatial correlation length, which is of the
order of the grain radius of the crystallites. In general, the
simple exponential form of the correlation function must be

modified for the polycrystalline materials with texture since
grain elongation often exists. A more general expression
�Ahmed and Thompson, 1992� will be used in future work.
The influence of the choice of correlation function on the
attenuations is not the subject of the present work.

Using the expressions given above, the resulting dimen-
sionless attenuations are written in a general form as �Yang
and Turner, 2004�

��p̂�L =
x�

4c��p̂�
2�2 ��

4�

�
¯·ûKp̂ŝv̂1

¯·ûKp̂ŝv̂1�p̂, ŝ�

�1 + x�
2�p̂� + xSH

2 �ŝ� − 2x��p̂�xSH�ŝ�p̂ · ŝ�2

1

cSH
5 �ŝ�

d2ŝ

+ �
4�

�
¯·ûKp̂ŝv̂2

¯·ûKp̂ŝv̂2�p̂, ŝ�

�1 + x�
2�p̂� + xqP

2 �ŝ� − 2x��p̂�xqP�ŝ�p̂ · ŝ�2

1

cqP
5 �ŝ�

d2ŝ

+ �
4�

�
¯·ûKp̂ŝv̂3

¯·ûKp̂ŝv̂3�p̂, ŝ�

�1 + x�
2�p̂� + xqSV

2 �ŝ� − 2x��p̂�xqSV�ŝ�p̂ · ŝ�2

1

cqSV
5 �ŝ�

d2ŝ� , �20�

where K is defined as the polarization for the wave type � �1,
2, or 3 for wave types SH, qP, and qSV, respectively�. The
normalized frequency x� is defined by x�=�L /c�, where �
is the frequency and c� is the wave velocity of each type. In
Eq. �20�, it can be seen that the integrals are over the unit
sphere, which is defined by unit vector ŝ. Further details of
the scattering model can be reviewed by the reader in the
articles of Weaver �1990� and Turner �1999�. For the ex-
treme case of statistical isotropy �	→
�, the dimensionless
longitudinal and transverse attenuations can be given as fol-
lows:

L = LLL + LTL, T = TLL + TTL , �21�

where

LLL =
xL

4

2cL
4�

−1

+1 �. . ..p̂p̂ŝŝ
. . ..p̂p̂ŝŝ

�1 + 2xL
2�1 − ���2d� ,

LTL =
xT

4

2cL
3cT
�

−1

+1 ��. . ..p̂p̂ŝŝ2

. . ..p̂p̂ŝŝ2 + �. . ..p̂p̂ŝŝ3

. . ..p̂p̂ŝŝ3�

�1 + xL
2 + xT

2 − 2xLxT��2d� ,

TLL =
1

2
� cT

cL
	2

LTL ,

TTL =
xT

4

4cT
4

��
−1

+1 ��. . ..p̂2p̂ŝŝ2

. . ..p̂2p̂ŝŝ2 + �. . ..p̂3p̂ŝŝ3

. . ..p̂3p̂ŝŝ3 + �. . ..p̂2p̂ŝŝ3

. . ..p̂2p̂ŝŝ3 + �. . ..p̂3p̂ŝŝ2

. . ..p̂3p̂ŝŝ2�

�1 + 2xT
2�1 − ���2

�d� , �22�

with �= p̂ · ŝ=cos �, where � is the angle separating the
propagation direction p̂ and the scattering direction ŝ. The
detailed expressions for the inner products in Eq. �22� are
given in the Appendix.

FIG. 9. Covariance � as a function of 	.

FIG. 10. �Color online� Geometry for the propagation direction p̂, the scat-
tered direction ŝ, and the respective polarization directions û and v̂.
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Numerical results of the attenuations are now presented
for titanium, using the single elastic constants given above.
First, Fig. 11 presents the normalized longitudinal and trans-
verse attenuations which are given in Eq. �21� as a function
of dimensionless frequency, xL, for the extreme case of sta-
tistically isotropy �	→
�. It is shown that the transverse
attenuation is always greater than the longitudinal attenua-
tion as shown in cubic crystals. Next, the general attenua-
tions as a function of texture parameter 	 are presented. To
compute the attenuations of three wave types, numerical in-
tegrations are employed in Eq. �20�. The inner products on
the covariance of the moduli fluctuations are obtained by Eq.
�14�. Using the covariance and wave propagation vectors ob-
tained, the inner products of each wave type are calculated
numerically. Then, the attenuations of the three wave types
as a function of texture parameter 	 are obtained.

The texture dependence of the attenuations for a given
dimensionless frequency xSH=0.5 is presented. Figure 12
shows the dimensionless attenuation of the shear horizontal
wave �SH� as a function of the texture parameter 	 for given

wave propagation directions �. It is observed that attenua-
tion is zero when the texture parameter 	 is small. Since in
this limit the hexagonal crystals are perfectly aligned, they
behave as a single crystal without scattering attenuation as
expected. After the zero attenuation region, the attenuation
increases to reach a maximum, then decreases to constant
attenuation. The attenuations along various propagation di-
rections all recover the isotropic limit as expected. The slight
error observed in the isotropic limit is due to limits of the
numerical integrations. It is also observed from Fig. 12 that
there are different maxima for different wave propagation
directions such that it is sensitive to the propagation direction
due to texture. In particular, it is seen that there is no peak
presented for �=0°. Such information is useful for monitor-
ing microstructure evolution during processing.

In Fig. 13, the dimensionless quasi-longitudinal attenu-
ation �qP� is plotted versus the texture parameter 	 for the
given dimensionless frequency and wave propagation direc-
tion. It is observed that the attenuation shows a similar track
with texture parameter 	 to SH wave as well. The attenua-
tion is zero for 	 small, then increases to reach a maximum
value. It is interesting to see that there are no maxima except
at �=0° and �=30° appearing in other selected propagation
directions. The dependence of these maxima on single-
crystal parameters is the subject of future research. The rela-
tionship between the attenuation of the quasi-shear vertical
wave �qSV� and the texture parameter 	 is presented in Fig.
14. It is seen that there are maxima displayed for some
propagation directions. However, the variation of these peaks
of the qSV wave is much smaller than those of the SH and
qP waves. Therefore, it might be concluded that the SH and
qP waves are more sensitive to the grain orientation during
processing. The attenuation results provide good motivation
to use experiment measurements to detect changes of micro-
structure of hexagonal materials during the cold-working
process. In addition, the experimental data could be used
with various representative samples of cold working to
clarify the peak observed in the theoretical predictions as
part of future research.

FIG. 11. Normalized longitudinal L and transverse T attenuations in terms
of normalized frequency xL.

FIG. 12. Attenuations of the shear horizontal wave �SH� versus texture
parameter 	 with various wave propagation directions � and the given
frequency xSH=0.5.

FIG. 13. Attenuations of the quasi-longitudinal wave �qP� versus texture
parameter 	 with various wave propagation directions � and the given
frequency xSH=0.5.
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IV. CONCLUSIONS

In this article, the wave propagation and scattering in
hexagonal polycrystalline materials with fiber texture was
discussed. The quantitative relations between fiber texture
and wave attenuations of hexagonal crystals were presented.
The texture is characterized by a Gaussian distribution func-
tion that contains a single parameter that governs the transi-
tion of the texture from perfectly aligned crystals to statisti-
cally isotropic. Under this assumption, the materials of
interest have a varying degree of transverse isotropy repre-
sentative of processing conditions. Simple expressions for
the attenuations of the three modes of waves are given in a
concise representation. Finally, numerical results for titan-
tium were presented and discussed in terms of the direc-
tional, frequency, and texture dependence. The results show
that the attenuations of each wave type can be considerably
affected during processing since the material’s microstruc-
ture is changing. The results presented are expected to im-
prove the understanding of the texture variations during pro-
cessing. In experimental measurements, if one measures the
attenuations at several times during the annealing process, it
might be possible to obtain the texture and grain size infor-
mation using this model, which is a future research topic.

ACKNOWLEDGMENTS

We gratefully acknowledge the financial support of the
U.S. Department of Energy �Grant No. DE-FG02-
01ER45890�.

APPENDIX: EXAMPLE INNER PRODUCTS

As an example, the inner products of the shear horizon-
tal wave are given in the following. For the SH wave, we
have

�. . ..û1p̂ŝv̂1

. . ..û1p̂ŝv̂1 = sin2 � sin2 ���a1 sin4 �� − a1 sin2 �� + a2� + a3

+ sin � cos � sin �� cos ���a4 sin3 ��

+ a5 sin ��� + cos2 � cos2 ���a6 sin2 �� + a7�;

�. . ..û1p̂ŝv̂2

. . ..û1p̂ŝv̂2 = sin2 � sin2 �� sin2 ���a1 sin2 �� cos2 �� + a8�

+ sin2 ��cos2 �� sin2 �� + sin2 �� cos2 ����a4�

+ sin2 � cos2 �� cos2 ���a9�

+ sin2 � sin �� cos �� sin �� cos ���a10�

+ sin � cos ��cos2 �� sin �� cos ��

+ sin �� cos �� cos2 ����a11 sin ���

+ sin � cos ��sin2 �� sin �� cos ��

+ sin �� cos �� sin2 ����a12 sin3 �� + a13 sin ���

+ cos2 � cos2 �� cos2 ���a14�

+ cos2 � sin2 �� sin2 ���a15 cos2 �� + a16�

+ cos2 ��sin2 �� cos2 �� + cos2 �� sin2 ���

��a17 cos2 �� + a18�

+ cos2 � sin �� cos �� sin �� cos ��

��a19 cos2 �� + a20�;

�. . ..û1p̂ŝv̂3

. . ..û1p̂ŝv̂3 = sin2 � sin2 �� cos2 ���a1 sin2 �� cos2 �� + a8�

+ sin2 ��cos2 �� cos2 �� + sin2 �� sin2 ����a4�

+ sin2 � cos2 �� sin2 ���a9�

− sin2 � sin �� cos �� sin �� cos ���a10�

+ sin � cos ��− cos2 �� sin �� cos ��

+ sin �� cos �� sin2 ����a11 sin ���

+ sin � cos ��− sin2 �� sin �� cos ��

+ sin �� cos �� cos sin2 ����a12 sin3 ��

+ a13 sin ��� + cos2 � cos2 �� cos2 ���a14�

+ cos2 � sin2 �� cos2 ���a15 cos2 �� + a16�

+ cos2 ��sin2 �� sin2 �� + cos2 �� cos2 ���

��a17 cos2 �� + a18�

− cos2 � sin �� cos �� sin �� cos ��

��a19 cos2 �� + a20�;

where the coefficients are given by

a1 = − 4�2BM1 + DM3�2 + 32B2M3 + 24D2N1

+ 48BDM6,

a2 = − �2BM1 + DM3�2 + 9D2N1 + 8B2M3 + 12BDM6

− 3D2N2 − B2M4 − 2BDM7,

a3 = 3D2N2 + B2M4 + 2BDM7,

a4 = − 4BDM2M3 − 8BDM1M3 − 8BDM1M4

− 4D2M3M4 + 12BDM6 + 16B2M3 + 16B2M4

− 8B2M1M2 + 36BDM7 − 16B2M1
2 + 24D2N2,

FIG. 14. Attenuations of the quasi-shear vertical wave �qSV� versus texture
parameter 	 with various wave propagation directions � and the given
frequency xSH=0.5.

J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 Yang et al.: Microstructure evolution during processing 57



a5 = − 12D2N2 − 22BDM7 − 6BDM6 − 8B2M3

+ 2BDM2M3 + 4BDM1M3 + 2D2M3M4 + 8B2M1
2

− 10B2M4 + 4B2M1M2 + 4BDM1M4,

a6 = B2M5 − 4B2M1
2 − D2M4

2 + 2B2M4 + 4BDM7

− 2BDM2M4 − 4BDM1M4 + 2D2N3 + 2B2M3

+ 2BDM8 − 4B2M1M2 − B2M2
2,

a7 = D2N3 + B2M3 − B2M4 − 3D2N2,

a8 = 4ABM3 + 12BDM6 + 4B2M3 + 6ADM6 + A2M3

+ 15D2N1,

a9 = A2M3 + 2ADM7 + D2N3,

a10 = 4ABM3 + 2B2M4 + 8BDM7 + 6ADM6 + 2A2M3

+ 2ADM7 + 12D2N2,

a11 = 2ABM4 + 4D2N3 + 6BDM7 + 2ABM3 + 2BDM8

+ 4ADM7 + 4B2M4,

a12 = − 24D2N2 + 16B2M1
2 − 16B2M4 + 8BDM1M4

− 36BDM7 + 4BDM2M3 + 8BDM1M3 + 4D2M3M4

− 12BDM6 + 8B2M1M2 − 16B2M3,

a13 = 36D2N2 − 16B2M1
2 + 16B2M4 + 2ABM3

− 8BDM1M4 + 42BDM7 − 4BDM2M3

− 8BDM1M3 − 4D2M3M4 + 2ABM4 + 18BDM6

+ 4ADM7 − 8B2M1M2 + 20B2M3,

a14 = 4BDM8 + D2N4 + A2M4 + 4ABM4 + 2ADM8

+ 4B2M4,

a15 = 12BDM7 + 4ABM4 + 4ADM7 + 4B2M4 + 12D2N2,

a16 = A2M4 + 2ADM7 + 3D2N2,

a17 = 4BDM7 + 2BDM8 − 4BDM1M4 − 2BDM2M4

− D2M4
2 − 4B2M1

2 + B2M5 + 2B2M4 + 2B2M3

− 4B2M1M2 − B2M2
2 + 2D2N3,

a18 = 2BDM7 + B2M3 + D2N3,

a19 = 16BDM7 − 8BDM1M4 − 4BDM2M4 + 8BDM8

− 2D2M4
2 − 8B2M1

2 + 4B2M3 − 2B2M2
2 + 4ABM4

+ 4ADM7 + 2B2M5 + 12B2M4 − 8B2M1M2

+ 8D2N3,

a20 = 8BDM7 + 2B2M3 + 4ABM4 + 2A2M4 + 2ADM8

+ 2ADM7 + 4D2N3;

with

M6 = � 1

48
�I	

0 − 3I	
2 + 3I	

4 − I	
6�, M7 = �1

8
�I	

2 − 2I	
4 + I	

6� ,

M8 = �1

2
�I	

4 − I	
6�, M9 = I	

6 ,

N1 = � 1

384
�I	

0 − 4I	
2 + 6I	

4 − 4I	
6 + I	

8� ,

N2 = � 1

48
�I	

2 − 3I	
4 + 3I	

6 − I	
8�, N3 = �1

8
�I	

4 − 2I	
6 + I	

8� ,

N4 = �1

2
�I	

6 − I	
8�, N5 = I	

8 ,

and Mi �i=1,2 ,3 ,4 ,5� are given in Eq. �9�. For the quasi-
longitudinal and quasi-shear waves, the inner products are
not presented here due to brevity.

For the limiting case of statistical isotropy �	→
�, the
inner products required to compute the attenuations given in
Eq. �22� are expressed as

�. . ..p̂p̂ŝŝ
. . ..p̂p̂ŝŝ = �4

3
T4 +

52

15
T7 + �4T4 +

64

3
T5 + 16T6

+
208

15
T7�2 + �16

3
T6 +

28

15
T7�4,

�. . ..p̂p̂ŝŝ2

. . ..p̂p̂ŝŝ2 = �. . ..p̂2p̂ŝŝ
. . ..p̂2p̂ŝŝ = �T4 + 2T7� + �4T5 + 4T6 + 4T7��2,

�. . ..p̂p̂ŝŝ3

. . ..p̂p̂ŝŝ3 = �. . ..p̂3p̂ŝŝ
. . ..p̂3p̂ŝŝ = �T4 + 4T5 + 4T6 + 6T7� + �16

3
T6

+
28

15
T7�2 + �16

3
T6 +

28

15
T7�4,

�. . ..p̂2p̂ŝŝ2

. . ..p̂2p̂ŝŝ2 = �4T6 + 4T7� + �T3 + 3T6 + 2T7��2,

�. . ..p̂3p̂ŝŝ3

. . ..p̂3p̂ŝŝ3 = �4

3
T6 +

52

15
T7 − �16

3
T6 +

28

15
T7�2

+ �16

3
T6 +

14

15
T7�4,

�. . ..p̂2p̂ŝŝ3

. . ..p̂2p̂ŝŝ3 = �. . ..p̂3p̂ŝŝ2

. . ..p̂3p̂ŝŝ2 = �T6 + 2T7� ,

where

T1 = −
8

45
A2 −

16

315
AD −

16

4725
D2,

T2 = −
8

315
AD −

8

315
BD −

8

45
AB −

16

4725
D2,
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T3 = −
8

45
B2 −

16

315
BD −

16

4725
D2,

T4 =
A2

15
+

2

105
AD +

D2

945
,

T5 =
AB

15
+

AD

105
+

BD

105
+

D2

945
,

T6 =
B2

15
+

2BD

105
+

D2

945
,

T7 =
D2

945
.
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Modeling the excitation of guided waves in generally anisotropic
multilayered media
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The design of transducers to excite and detect guided waves is a fundamental part of a
nondestructive evaluation or structural health monitoring system and requires the ability to predict
the radiated guided wave field of a transmitting transducer. For most transducers, this can be
performed by making the assumption that the transducer is weakly coupled and then integrating the
Green’s function of the structure over the area of the transducer. The majority of guided wave
modeling is based on two-dimensional �2D� formulations where plane, straight-crested waves are
modeled. Several techniques can be readily applied to obtain the solution to the forced 2D problem
in terms of modal amplitudes. However, for transducer modeling it is desirable to obtain the
complete three-dimensional �3D� field, which is particularly challenging in anisotropic materials. In
this paper, a technique for obtaining a far-field asymptotic solution to the 3D Green’s function in
terms of the modal solutions to the forced 2D problem is presented. Results are shown that illustrate
the application of the technique to isotropic �aluminium� and anisotropic �cross-ply and
unidirectional composite� plates. Where possible, results from the asymptotic model are compared
to those from 3D time-marching finite element simulations and good agreement is demonstrated.
© 2007 Acoustical Society of America. �DOI: 10.1121/1.2390674�

PACS number�s�: 43.20.Bi, 43.35.Cg, 43.35.Zc �RMW� Pages: 60–69

I. INTRODUCTION

The analysis of guided waves in multilayered media has
been the subject of a considerable amount of research for
over a century. The first solutions of the unforced modal
problem considered a two-dimensional �2D� cross section
through the waveguide. In this formulation, the media are
assumed to be in a state of plane strain and the guided wave
modes predicted are plane, straight-crested waves with wave
fronts perpendicular to the cross section. In the current paper,
the plane-strain formulation for straight-crested guided
waves is referred to as the 2D formulation. Much research
has been devoted to analyzing the dispersion relationships
for guided waves using the 2D formulation and a number of
methods of solution have been developed including global
and transfer matrix methods1–3 and semianalytical finite ele-
ment �SAFE� methods.4,5 Numerical solutions using some of
these methods are well established and commercially
available.6 Although less well known, the tools for predicting
the amplitude of excited guided waves based on a 2D formu-
lation are also well established. For example, the forced
problem can be solved directly by using integral
transforms,7–9 the SAFE method10 or by using modal expan-
sion and the principle of reciprocity.11,12

In practice the modal solution obtained from a 2D for-
mulation provides an adequate basis for understanding many
aspects of wave propagation in real three-dimensional �3D�
structures. However, the 2D formulation is a much less sat-
isfactory basis for modeling the radiated guided wave field

from a finite sized transducer, since the 2D formulation in-
herently requires the force distribution to extend infinitely in
the plane perpendicular to the cross section. To accurately
model a transducer a 3D formulation is required. This has
been addressed by a number of researchers for specific cases.
There are several approaches to finding the solution of the
3D forced problem. For example, the 3D wave field due to
surface load can be calculated by using multiple integral
transforms coupled with matrix methods for isotropic13 and
anisotropic14 materials or using a modal expansion method.15

It is also possible to use the finite element method16 or other
numerical methods.17 In some particular cases the analytical
expressions for the 3D solutions can be obtained. For ex-
ample, for an isotropic plate and axisymmetric normal sur-
face loading such formulas have been presented by Ditri et
al.18

In this paper, the 3D Green’s function is written in such
a way that its far-field asymptotic solution can be expressed
in terms of the modal expansion of a forced 2D system,
which, as previously noted, can be obtained by a number of
established methods. A technique is therefore provided for
numerically computing the 3D excited guided wave field
from a finite sized transducer using only the dispersion rela-
tionships and mode shapes obtained from 2D formulations.
For the case of an isotropic plate such a method has been
presented by Wilcox.19 In the recent paper by Moulin et al.20

the particular case of normal surface force on the isotropic
plate is considered. Based on existing analytical expressions
for solutions to the 3D and 2D problems, the authors then
derived the relationship between them. However, analytical
solutions are available for only a few specific cases, and
direct comparison between 3D and 2D solutions becomes
impossible for the case of anisotropic layered media. The

a�Author to whom correspondence should be addressed. Electronic mail:
a.velichko@bristol.ac.uk
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technique proposed here is applicable to generally aniso-
tropic layered media, although the relationship between 2D
and 3D solutions is more complex than in isotropic or trans-
versely isotropic layered media.

II. THEORY

A. Formulation of general 3D problem

A planar multilayered system consisting of N generally
anisotropic layers is considered with Cartesian coordinate
axes �x ,y ,z� defined with the z axis normal to the plane of
the layers. An arbitrary time harmonic load q�3� e−i�t is ap-
plied to the upper surface of the system at z=0. The system
is illustrated schematically in Fig. 1. The resulting time-
harmonic displacement field in the system due to q�3� is de-
noted by u�3�. The function u�3� is related to q�3� by the 3D
Green’s function g�3��x ,y ,z�:

u�3��x,y,z,q�3�� =� � g�3��x − x�,y − y�,z�

�q�3��x�,y��dx�dy�. �1�

The Green’s function, g�3�, can be written in terms of its
2D spatial Fourier transform, G�3�, as

g�3��x,y,z� =
1

4�2 � � G�3��kx,ky,z�ei�kxx+kyy�dkxdky , �2�

where the matrix G�3��kx ,ky ,z� is the Green’s function for
straight-crested waves propagating in the direction given by
the components kx ,ky of the wave vector.

B. 2D problem

A new coordinate system �� ,� ,z� is defined that is a
rotation of the original coordinate system by an angle �
about the vertical axis z �Fig. 1�.

A special case of q�3� may be defined as q�2���� which is
invariant in the � direction. The displacement field due to
this loading is defined as u�2��� ,� ,z ,q�2��. The loading q�2�

and displacement u�2� represent the case of 2D excitation.
The relationship between u�2� and q�2� may be written as the
convolution integral

u�2���,�,z,q�2�� =� g�2���,� − ��,z�q�2�����d��, �3�

where g�2� is the 2D Green’s function; g�2� can be written in
terms of its one-dimensional spatial Fourier transform, G�2�,
as

g�2���,�,z� =
1

2�
�

−�

+�

G�2���,k,z�eik�dk . �4�

By using the residues technique, the integration in Eq.
�4� can be reduced to the sum of residuals

g�2���,�,z� = �
m

Em
�2���,z�eikm�,

�5�
Em

�2���,z� = i res G�2���,k,z��k=km
,

where Em
�2� is defined as the 2D modal excitability matrix.

The real poles of the matrix G�2� represent the propagat-
ing waves while the complex poles represent nonpropagating
waves that decay exponentially with propagation distance
from the source. In this paper only the contributions from
real poles are considered.

To solve the 2D problem using the described integral
transforms method it is necessary to calculate matrix G�2�.
The modal solution of the forced 2D problem can also be
obtained by a number of other established methods. For ex-
ample, the reciprocity approach11 leads to an alternative ex-
pression for mode amplitude Em

�2� that is useful because it can
be computed directly from the mode shape. The expression
for propagating mode amplitude �see, for example, Núñez et
al.21� is

Em
�2���,z� =

i�

4Pm
um��,z� · um

*T��,z = 0� , �6�

where * denotes complex conjugation, T represents transpose
and um= �umx ,umy ,umz�T is the displacement field distribution
for mth mode. Coefficient Pm is the average power flow of
the mode, given by11

Pm =
�

2
Im� �Tmum

* �ndz , �7�

where Tm is the stress tensor and n= �1,0 ,0�T is the direction
of mode propagation.

C. Relation between 2D and 3D problems
for straight-crested waves

Consider now the relationship between 2D and 3D
Green’s functions for straight-crested waves G�2� and G�3�.

The transformation from the coordinate system �x ,y ,z�
to the new coordinate system �� ,� ,z� is represented by the
matrix A

� �

�

z
	 = A����x

y

z
	, A��� = � cos � sin � 0

− sin � cos � 0

0 0 1
	 . �8�

The Fourier variables, k� and k�, in the new coordinate
system are related to those in the original coordinate system
by

kx = k� cos � − k� sin �, ky = k� sin � + k� cos � �9�

The Green’s matrix in the Fourier domain, G�3�

��kx ,ky ,z�, is transformed as

FIG. 1. System geometry.
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G�
�3��k�,k�,z� = AG�3��k� cos � − k� sin �,k� sin �

+ k� cos �,z�A−1. �10�

Here G�
�3��k� ,k� ,z� is the Green’s function for straight-

crested wave with wave vector �k� ,k� ,0�. On the other hand,
G�2��� ,k ,z� is Green’s function for straight-crested wave
with wave vector �k ,0 ,0�. Hence,

G�2���,k,z� = G�
�3��k,0,z� ,

or

G�2���,k,z� = AG�3��k cos �,k sin �,z�A−1. �11�

D. Far-field asymptotic solution to 3D problem

The double wave number integral �2� can be evaluated
numerically and different calculation methods have been
developed.22,23 But numerical evaluation of this type of inte-
gral is very difficult due to the presence of singularities and
the high oscillation of integrand in the far-field zone. An
alternative approach is asymptotical analysis of the integral,
which is used in this paper.

Expression �5� gives the expansion of the 2D solution in
terms of 2D modes. In this section the analogous mode ex-
pansion of the 3D solution in the far-field will be derived. As
in the 2D case the mode amplitudes are proportional to the
residuals for real poles of the matrix G�3�. Then by using Eq.
�11� it is possible to obtain the relationship between mode
amplitudes in 2D and 3D cases.

First a change of global coordinates from Cartesian
�x ,y ,z� to cylindrical polar �r ,� ,z� is defined:

x = r cos �, y = r sin �, kx = k cos �, ky = k sin � .

The expression �2� for the 3D Green’s function g�3� can
therefore be written in �r ,� ,z� coordinates as:

g�3��r,�,z� =
1

4�2�
�−�/2

�+3�/2 �
	

G�3��k cos �, k sin �,z�

� eikr cos��−��k dk d� . �12�

The contour of integration 	 coincides with the real positive
half axis except for real poles. In these points it diverges in
the complex plane k in accordance with the principle of lim-
iting absorption.7,13

The integral with respect to � is divided into two parts:
from �−� /2 to �+� /2 and from �+� /2 to �+3� /2. In the
second integral � is changed to �+� and k to −k. Then

g�3��r,�,z� =
1

4�2�
�−�/2

�+�/2 �
	�−	

G�3��k cos �, k sin �,z�

� eikr cos��−��k dk d� . �13�

The integration with respect to k can be performed by
using the residues theory. The contours 	 and −	 can be
closed in the upper half plane of k and the integrals are
reduced to the sum of residues of the poles and integrals
along the imaginary axis. Propagating modes are described
by the real poles only and decrease as r−1/2 as r→�. The

contributions of the residues in complex poles and integrals
along the imaginary axis have a larger order of decrease.
Therefore,

g�3� =
1

2�
�
m
�

�−�/2

�+�/2

Gm
�3���,z��km����eikm���r cos��−��d�

+ O�r−3/2�, r → � ,

Gm
�3���,z� = i res G�3��k cos �,k sin �,z��k=km���. �14�

Integrals with respect to � are then calculated using the
stationary phase method. This enables the final expression
for the far-field asymptote to the 3D problem to be written
as:

g�3��r,�,z� =
1

r

�
m

Em
�3���,z�eir
m��m,�� + O�r−3/2�, r → � ,

Em
�3���,z� = Bm���Gm

�3���m,z� , �15�

where Em
�3� is defined as the 3D modal excitability matrix.

The phase functions 
m and coefficients Bm are given by


m��,�� = km���cos�� − �� ,

Bm =
�km��m��

2��bm�

exp�i
�

4
sgn bm�, bm =

�2
m��m,��
��2 .

�16�

The angle �m�m��� is found from the following equa-
tion:

�
m��,��
��

= 0, � −
�

2
� � � � +

�

2
. �17�

The angles � and �m are related by

� = �m + arctan
c���m�
c��m�

, �18�

here c���=� /km��� is phase velocity.

E. Relation between 2D and 3D problems

In summary, the 2D Green’s function is

g�2���,�,z� = �
m

Em
�2���,z�eikm�,

and the far-field asymptotic to the 3D Green’s function is

g�3��r,�,z� =
1

r

�
m

Em
�3���,z�eir
m��m,��.

Using expression �11�, the modal excitability matrices in
the 2D and 3D cases can be related by

Em
�3���,z� = Bm���A−1��m�Em

�2���m,z�A��m� . �19�

The far-field solution for a particular mode in the � di-
rection is therefore intimately related to the appropriate 2D
solution for the same mode in the �m direction.

The phase function 
m can be written as 
m=km ·n. In
this expression km= �km��m�cos �m ,km��m�sin �m�T is a wave
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vector and n= �cos � , sin ��T is a unit vector in � direction.
Therefore, the angle�s� �m is the phase velocity direction�s�
for the mth mode. Moreover, the relation �18� shows that
vector n is normal to the slowness surface, km��� /�, at the
direction �m. It means that angle � is direction of group
velocity for the mth mode.11

Note that the coefficients bm in expression �16� can be
written in the form

bm =� −
�

c
c2 + �c��2
�c� + c��

�=�M

. �20�

It is supposed in the previous analysis that bm�0. From
Eq. �18� we obtain that if bm=0, then d� /d�=0. In this case
the group velocity direction remains the same while the
phase velocity direction varies and in such directions the
wave field decays as O�r−1/3�.

The complete procedure for predicting the far-field dis-
placement in the � direction under point harmonic loading is
as follows:

• Compute dispersion relationships km���. For mth mode,
find angle or angles �m.

• Solve 2D problem at angle �m.
• Compute the amplitude of 3D mode at angle � from 2D

solution at angle �m.

In the special case of an isotropic or transversely isotro-
pic layered medium, the slowness profiles of all modes are
circular, hence the phase and group velocity directions are
identical. In this case, the relationship between 2D and 3D
modal excitability matrices reduces to

Em
�3���,z� =
 km

2�
e−i�/4A−1���Em

�2��z�A��� . �21�

In the case of material damping all wave numbers km

become complex and the asymptotic of the solution given by
Eq. �15� to the 3D problem is not valid. This topic requires
further research.

III. IMPLEMENTATION OF ASYMPTOTIC MODEL

The asymptotic model described in the previous section
has been implemented numerically using functions written in
the MATLAB �The Mathworks Inc., Natick, Massachusetts�
modeling environment. The overall operation of the numeri-
cal program is shown in the flow chart in Fig. 2, and can be
separated into two distinct parts. The first part of the program
generates dispersion data for the structure and the second
part converts this into modal excitability matrices for guided
wave propagation in a specified direction.

FIG. 2. Flow chart of excitability calculation.
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A. Dispersion curve generation

Dispersion curves are generated for different angles of
propagation using a semianalytic finite element technique
�implemented in MATLAB� similar to that described by Ha-
yashi, Song, and Rose.5 Other dispersion curve calculation
techniques such as the global matrix or transfer matrix
methods2 could also be used. The semianalytic finite element
method is used here to allow easy integration of the complete
model in MATLAB. For each angle, �, this technique yields a
number of discrete points lying in �-k space, where k is
complex. Each point corresponds to a modal solution for the
propagation of straight-crested guided waves in the � direc-
tion. Associated with each point is a displacement mode
shape, from which the stress mode shape and hence the
power flow associated with any chosen amplitude of wave
can be deduced. At this stage the mode shape at each point is
power-flow normalized and points with imaginary k compo-
nents are discarded as these correspond to nonpropagating
modes. The result is a number of discrete points lying in
�−k−� space and a power-flow normalized mode shape as-
sociated with each point.

The most challenging aspect of the numerical implemen-
tation is to link the discrete points in �-k-� space together
into modes to create dispersion surfaces. This is required
since it is necessary in the subsequent excitability calculation
to interpolate modal data in both � and � and also to differ-
entiate the wave number, k, of a mode with respect to � �Eq.
�17��. First, points are linked at each � angle by comparing
the mode shapes at nearby points in �-k space to form dis-
persion curves. Next, dispersion curves are linked between
adjacent � angles to form dispersion surfaces by comparing
both mode shapes and dispersion curve shapes.

This aspect of the model is illustrated by the example in
Fig. 3 which shows �a� the discrete points generated by the
semianalytical finite element method and �b� the dispersion
surfaces for three modes obtained by joining the points. For
clarity the data in this figure have been plotted as phase-
velocity rather then wave number versus frequency and
angle. The dispersion data are for the cross-ply composite
plate example discussed in the next section.

The final stage of the generation of dispersion data is to
rotate the phase of mode shapes for each mode so that the
phase is consistent at all points. This is necessary for subse-
quent interpolation between mode shapes of a mode in both
� and �. The phase of mode shapes for all points on a mode
are rotated so that the phase of the dominant surface compo-
nent of the displacement mode shape is zero.

B. Excitability matrix calculation

Once the dispersion data are obtained for all modes, ex-
citability matrices for any mode, m, frequency, �0, and
propagation direction, �, can be computed. First, the disper-
sion data �power flow normalized mode shape and wave
number� are interpolated in � to find its values at �0. The
next stage of the calculation is to compute the angle or
angles, �mn, which satisfy Eq. �17� for the mth mode in the �
direction. To perform this calculation, it is first necessary to
numerically compute the derivatives d /d� �km��0 ,��� and

d2 /d2� �km��0 ,�� cos��−���. The first of these two quanti-
ties is used to identify pairs of discrete � angles at which the
available dispersion data bracket solutions to Eq. �18�. Ap-
proximations to solutions �mn are obtained by linear interpo-
lation between these angles. If there is more than one �mn,
then each must be treated separately, and in the final result
this effect appears as extra modes. The dispersion data and
d2 /d2��km��0 ,��cos��−��� are then interpolated again, this
time in �, to obtain values at �mn. The 2D excitability matrix,
Emn

�2���0 ,�mn�, is calculated by using expression �6�. Finally,
the 3D excitability matrix, Emn

�3���0 ,��, is computed accord-
ing to Eq. �19� and the effective wave number in the � di-
rection, 
mn, is calculated from Eq. �16�.

The excitability matrix and effective wave number pro-
vide all information necessary to perform wave excitation
simulation. Typically this may involve the simulation of ei-
ther time-domain signals recorded at a particular point or the
surface displacement around a source at a particular instant
in time.

IV. FINITE ELEMENT MODELING

In order to validate the implementation of the three-
dimensional �3D� excitability model described in the previ-
ous sections, a number of explicit time marching finite ele-
ment �FE� simulations have been performed. These are also
3D and require considerable computational power. Symme-
try conditions are exploited where possible, but in order to
distinguish different modes and separate directly excited
modes from edge reflections, a significant area of a plate-like
structure must be modeled. The maximum size of FE model

FIG. 3. �Color online� Example of dispersion data: �a� discrete points gen-
erated by the semianalytical finite element method and �b� the resulting
dispersion surfaces. The data are for a cross-ply composite plate.
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that can be run on the computer resources available is limited
to around 5�106 degrees of freedom and this means that a
compromise must be made between the size of the structure
modeled and the mesh density. For this reason, the mesh
density used is somewhat less than ideal and this is mani-
fested in an underestimate of guided wave velocity that is
more pronounced for short wavelength modes. Notwith-
standing these limitations, the FE results are sufficient to
qualitatively show that the excitability algorithm has been
correctly implemented and also to indicate the regions where
the asymptotic assumptions break down.

The general FE model geometry, used for all cases con-
sidered here, is shown in Fig. 4. Cubic eight noded elements
are used with side length 0.25 mm. Planes of symmetry are
assigned as shown and only the response to out-of-plane
forcing is considered. The force in all cases is a five cycle
Hanning windowed toneburst with a center frequency of
300 kHz. All FE modeling was performed using the ABAQUS

package �Version 6.5.2, ABAQUS Inc., Providence, RI� run-
ning on a Viglen CL2000, using a single Intel Xeon 32 GHz
processor incorporating 64 bit PCI with a Linux operating
system and 8 GB random access memory.

For comparison purposes, the displacement field due to
each mode should ideally be analyzed separately. However,
while the asymptotic model can be used on a mode by mode
basis, the FE model implicitly includes the contributions
from all guided wave modes. A rudimentary method for par-
tially separating the contributions from different modes in
the FE model, which has been employed here, is to monitor
displacements at nodes on both upper and lower surfaces of
the plate. This then allows the contributions to be separated
into those due to symmetric and antisymmetric nodes. In the
relatively low frequency thickness regime where the model-
ing has been performed in this paper, only three fundamental
mode types exist corresponding to A0 and S0 Lamb-type
modes and a symmetric shear-horizontal SH-type mode, re-
ferred to as SH0. The modal separation technique employed
therefore allows complete separation of the A0 mode but not
of the S0 and SH0 modes.

V. RESULTS

The results from a number of sample cases are presented
here, beginning with the simplest case of guided waves in an
isotropic plate excited by an out-of-plane point force. This
demonstrates the procedure and also highlights the limited
accuracy of the FE model. The excitation of guided waves by

an out-of-plane point force in two highly anisotropic plates is
then considered to illustrate the capability and limitations of
the asymptotic model. The final case demonstrates the appli-
cation of the asymptotic model to in-plane forcing of an
isotropic plate which produces a nonaxisymmetric guided
wave field. In all cases, a 1-mm-thick plate is considered and
the excitation signal is a five cycle Hanning windowed
toneburst with a center frequency of 300 kHz. At this
frequency-thickness product the only propagating modes in
all cases are the two fundamental Lamb modes �A0 and S0�
and the fundamental shear-horizontal mode �SH0�. The rea-
son for this choice of frequency-thickness product is to pro-
vide results that can be quantified and compared to FE re-
sults, it does not reflect any limitation of the asymptotic
calculation. There is also no limitation other than increased
mesh density and computation time in the semianalytic finite
element method, although the subsequent connection of dis-
crete dispersion points into dispersion surfaces becomes in-
creasingly challenging if more modes are present.

A. Out-of-plane excitability of isotropic plate

The first case considered is an isotropic 1-mm-thick alu-
minium plate, the properties of which are shown in Table I.
A0, S0 and SH0 modes may exist in this system. However, the
isotropy of the plate and orientation of the input force means
that the problem is axisymmetric and hence only A0 and S0

are excited. Figures 5�a� and 5�b� show snapshots of the
out-of-plane surface displacement 25 �s after the start of the
input signal obtained from the FE model for the A0 and S0

modes. The nonaxisymmetric signal near the origin in Fig.
5�b� is due to the unwanted presence of higher order modes
at the upper frequency limit of the input signal that cannot be
correctly modeled by the mesh density used. Figures 5�c�
and 5�d� show the equivalent results obtained from the
asymptotic model. The gray scale in both images is the same,
and it can be seen that the FE and asymptotic models are in
excellent agreement. There is in fact a slight velocity dis-
crepancy for the A0 mode due to the relatively coarse mesh
used in the FE model.

B. Cross-ply composite plate

A cross-ply composite plate has been modeled using
equivalent homogenous properties which are listed in Table
II. Again over the frequency range considered A0, S0 and
SH0-type modes may exist in this system. However, it should
be noted that, other than in the 0° and 90° directions the
mode shapes of S0 and SH0 both contain displacement com-
ponents in directions parallel and perpendicular to the direc-
tion of propagation, hence the designation of the mode
names in these directions is ambiguous. However, this at-

FIG. 4. Finite element �FE� model geometry.

TABLE I. Properties of aluminium plate

Property Value Units

Density 2700 kg m−3

Young’s modulus 70 MN mm−2

Poisson’s ratio 0.3
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tribute of the mode shapes means that in this system, all
three modes are excited by the application of an out-of-plane
point force in certain directions.

Figures 6�a� and 6�b� show snapshots of the out-of-plane
surface displacement 25 �s after the start of the input signal
obtained from the FE model for the anti-symmetric �A0� and
symmetric modes �S0 and SH0�, respectively. Figures 6�c�
and 6�d� show the equivalent results obtained from the

asymptotic model. Figures 6�e� and 6�f� show the results
from the asymptotic model separated into contributions from
the S0 and SH0 modes.

It can be seen that the FE and asymptotic models are in
reasonable agreement with regard to the overall pattern of
the radiated wave field and its amplitude. Of particular inter-
est here is the behavior of the SH0 mode. The latter has a
highly anisotropic velocity profile and over the range of

FIG. 5. Out-of-plane surface displace-
ment of a 1-mm-thick aluminum plate,
25 �s after the start of a five cycle
Hanning windowed toneburst of out-
of-plane force applied at �0,0� with
center frequency 300 kHz: FE model
results showing contributions from �a�
A0 mode and �b� S0 mode; asymptotic
model results showing contributions
from �c� A0 mode and �d� S0 mode.

TABLE II. Properties of cross-ply composite plate.

Property Value Units

Density 1560 kg m−3

Stiffness matrix
c11 ,c12 ,c13 ,c14 ,c15 ,c16 64.24 5.6 7.73 0 0 0 MN mm−2

c21 ,c22 ,c23 ,c24 ,c25 ,c26 5.6 70.78 8.39 0 0 0 MN mm−2

c31 ,c32 ,c33 ,c34 ,c35 ,c36 7.73 8.39 13.3 0 0 0 MN mm−2

c41 ,c42 ,c43 ,c44 ,c45 ,c46 0 0 0 2.97 0 0 MN mm−2

c51 ,c52 ,c53 ,c54 ,c55 ,c56 0 0 0 0 3.06 0 MN mm−2

c61 ,c62 ,c63 ,c64 ,c65 ,c66 0 0 0 0 0 4.7 MN mm−2
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TABLE III. Properties of unidirectional composite plate

Property Value Units

Density 1560 kg m−3

Stiffness matrix
c11 ,c12 ,c13 ,c14 ,c15 ,c16 143.8 6.2 6.2 0 0 0 MN mm−2

c21 ,c22 ,c23 ,c24 ,c25 ,c26 6.2 13.3 6.5 0 0 0 MN mm−2

c31 ,c32 ,c33 ,c34 ,c35 ,c36 6.2 6.5 13.3 0 0 0 MN mm−2

c41 ,c42 ,c43 ,c44 ,c45 ,c46 0 0 0 3.6 0 0 MN mm−2

c51 ,c52 ,c53 ,c54 ,c55 ,c56 0 0 0 0 3.6 0 MN mm−2

c61 ,c62 ,c63 ,c64 ,c65 ,c66 0 0 0 0 0 5.7 MN mm−2

FIG. 6. Out-of-plane surface displacement of a 1-mm-thick cross-ply com-
posite plate, 25 �s after the start of a five cycle Hanning windowed tone-
burst of out-of-plane force applied at �0,0� with center frequency 300 kHz:
FE model results showing contributions from �a� A0 mode and �b� S0+SH0

modes; asymptotic model results showing contributions from �c� A0 mode,
�d� S0+SH0 modes, �e� S0 mode and �f� SH0 mode.

FIG. 7. Out-of-plane surface displacement of a 1-mm-thick uni-directional
composite plate, 25 �s after the start of a five cycle Hanning windowed
toneburst of out-of-plane force applied at �0,0� with center frequency
300 kHz: FE model results showing contributions from �a� A0 mode and �b�
S0+SH0 modes; asymptotic model results showing contributions from �c� A0

mode, �d� S0+SH0 modes, �e� S0 mode and �f� SH0 mode.
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propagation angles from 6 to 84° has three possible values of
�mn, resulting in three different wave packets �the third and
fastest SH0 wave packet propagates with a similar profile to
the S0 mode but is of low amplitude and is scarcely visible in
the figure�. The velocity discrepancy between the models is
particularly apparent for the slower SH0 components around
45°. At the extremities of the angular range where the SH0

modes exist, it can be seen that there is an abrupt disconti-
nuity in displacements. This represents the breakdown of the
asymptotic approximation in Eq. �15�, since at these points
the coefficient bm in expression �16� is equal to zero and the
group velocity direction is stationary.

C. Unidirectional composite plate

A uni-directional composite plate has also been modeled
as an example of a highly anisotropic plate. The equivalent
bulk properties used for computing dispersion curves are
listed in Table III. As for the cross-ply case, all three funda-
mental modes are excited in certain directions. Figures 7�a�

and 7�b� show snapshots of the out-of-plane surface displace-
ment obtained from the FE model 25 �s after the start of the
input signal for the anti-symmetric �A0� and symmetric
modes �S0 and SH0�, respectively. Figures 7�c� and 7�d� show
the equivalent results obtained from the asymptotic model.
The fiber direction in all cases is aligned with the x axis. The
agreement in all cases is good with the exception of an ob-
vious discontinuity in the symmetric modes predicted by the
asymptotic model. Figures 7�e� and 7�f� show the symmetric
modes predicted by the asymptotic model separated into the
contributions from the S0 and SH0 modes, respectively. From
Fig. 7�f� it is clear that the discontinuity is again due to the
SH0 mode and that in fact two discontinuities occur at the
ends of the angular range over which the SH0 mode is ex-
cited. Between these angles, the mode again has multiple
components as in the case of the cross-ply plate.

D. In-plane excitation of isotropic plate

The final example is chosen to illustrate the nonaxisym-
metric field excited by an in-plane point force applied to an

FIG. 8. Surface displacement of a 1-
mm-thick aluminium plate, 25 �s af-
ter the start of a five cycle Hanning
windowed toneburst of in-plane force
applied at �0,0� at 30o to horizontal
with center frequency 300 kHz: �a� ra-
dial displacement, �b� angular dis-
placement and �c� out-of-plane dis-
placement.
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isotropic aluminium plate. The force is orientated at 30° to
the x axis and the resulting in-plane radial, in-plane angular
and out-of-plane surface displacements predicted by the
asymptotic model 25 �s after the start of the input signal are
shown in Figs. 8�a�–8�c�, respectively. There is no accompa-
nying FE validation in this case as the lack of symmetry
requires a model with too many degrees of freedom to run on
the available computer resources.

The in-plane radial and out-of-plane displacement com-
ponents in this example are due entirely to the Lamb modes,
A0 and S0, while the in-plane angular displacement is due
entirely to the SH0 mode. The modal amplitude as a function
of angle with respect to the forcing direction is either sinu-
soidal for the SH0 mode �i.e., maximum amplitude at right
angles to forcing direction� or co-sinusoidal for the A0 and S0

Lamb wave modes �i.e., maximum amplitude in line with the
forcing direction�.

This example also illustrates a minor implementation
challenge. The excitability matrices are only computed over
an angular range from 0° to 90° to save time but excitability
matrices may be required at any angle and a procedure is
therefore required to map the available data to the desired
angle. This procedure, while simple in principle, proved sur-
prisingly awkward to implement correctly due to the need to
preserve the correct sign of all nine elements in the excitabil-
ity matrix in all four angular quadrants. The results in Fig. 8
show that the implementation is successful. There is conti-
nuity of all three displacement components between quad-
rants and the displacement components are of opposite sign
on either side of the null direction for each mode.

VI. CONCLUSION

A mathematical basic of a far-field asymptotic technique
for predicting the modal amplitude of the 3D guided wave
field due to a harmonic point force applied to the surface of
a planar multilayered anisotropic waveguide has been de-
scribed. The amplitude of the displacement fields of each
mode is related to the input force by modal excitability ma-
trices which are functions of direction and frequency. A key
attribute of the technique is that the excitability matrices in
the 3D case are computed from the excitability matrices for
the 2D case of straight-crested waves excited by line sources.
The latter are readily obtained from modal dispersion data
that can be computed by a number of existing methods. The
numerical implementation of the technique has been dis-
cussed and practical challenges highlighted. Example results
from a number of test cases have been presented which show
generally good agreement with 3D time-marching finite ele-
ment simulations. The points where the asymptotic assump-
tions are invalid are clearly visible in these results and relate
to the points where the normal to the phase slowness surface
of a mode �i.e., the group velocity direction� is stationary. In

principle a more accurate asymptotic approximation at the
vicinity of these points could be obtained but this has not yet
been implemented.
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Coherent backscattering of waves by a random medium is spectacular evidence of interference
effects despite disorder and multiple scattering. It manifests itself as a doubling of the wave intensity
reflected exactly in the backward direction. This phenomenon has been observed experimentally in
optics, acoustics, or seismology. While optical measurements are realized in far-field conditions with
a plane wave illumination and a beamwidth much larger than the wavelength, ultrasonic
experiments are carried out with wideband controllable arrays of �nearly� pointlike transducers that
directly record the wave field, in amplitude and phase. Therefore it is possible to perform
beamforming of the incoming and outgoing wave fields before computing the average backscattered
intensity. In this paper, the advantages of plane wave beamforming applied to the study of the
coherent backscattering effect are shown. Particularly, the angular resolution, the signal-to-noise
ratio, as well as the estimation of the enhancement factor can be improved by beamforming.
Experimental results are presented with ultrasonic pulses, in the 2.5–3.5 MHz range, propagating in
random collections of scatterers. Since the coherent backscattering effect can be taken advantage of
to measure diffusive parameters �transport mean free path, diffusion constant�, plane-wave
beamforming can be applied to the characterization of highly scattering media. © 2007 Acoustical
Society of America. �DOI: 10.1121/1.2400662�

PACS number�s�: 43.20.Fn, 43.40.Hb �EJS� Pages: 70–77

I. INTRODUCTION

The coherent backscattering effect corresponds to an en-
hancement �by a factor of 2� in the intensity of waves scat-
tered in the backward direction from a disordered medium.
This phenomenon, also known as weak localization, origi-
nates from a constructive interference between a wave trav-
eling a multiple-scattering path and its time-reversed coun-
terpart: it appears when multiple scattering occurs and the
reciprocity symmetry is preserved. For the last 25 years or
so, enhanced backscattering has attracted a great deal of at-
tention. In 1984, Ishimaru and Kuga1 reported the first ob-
servation of coherent backscattering in optical experiments.
Since then, a lot of theoretical and experimental efforts2–16

have been undertaken to understand this effect in detail;
while the first observations were carried out with optical
waves, coherent backscattering was later observed with other
types of waves, and applied to a variety of contexts ranging
from light scattering on cold atoms to geophysics or ultra-
sound. By and large, the acoustic and seismic experimental
procedures reproduced the optical experiments: The average
backscattered intensity was directly measured as a function

of the source-receiver distance, or backscattering angle. An
important advantage of seismic or acoustic waves was the
possibility to observe the time dependence of the enhanced
backscattering spot.10–12

However, acoustic waves offer more than that: since ul-
trasonic transducers are controllable and can directly record
time-dependent fluctuations in both amplitude and phase,
one can “play with the wave field” in emission and reception,
i.e., perform beamforming prior to calculating the intensity.
The main purpose of this article is to illustrate the advan-
tages of plane-wave beamforming in the study of the coher-
ent backscattering effect. Particularly, we will show that it
can improve the angular resolution as well as the signal-to-
noise ratio.

Moreover, another important aspect is that optical mea-
surements are realized in far-field conditions with an incom-
ing beam whose width is much larger than the wavelength �.
On the contrary, in seismology, sources and detectors sit on
the surface of the Earth, i.e., in the near field.12–14 In such
conditions, the width of the coherent backscattering peak de-
pends only on � and does not display any time dependence.
Ultrasonic laboratory measurements correspond to an inter-
mediate configuration between experiments in optics and
seismology. Indeed, the typical experimental setup consists
in an array of transducers placed in front of a random scat-
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tering sample at a distance a11 �see Fig. 1�. Like in seismol-
ogy, one element of the array is used as a pointlike source;
the backscattered wave field is recorded and its intensity is
calculated at every receiver �including the initial source ele-
ment�. Averaging can be performed by changing the source
element and repeating the same experiment. In far-field con-
ditions, the dynamics of the coherent backscattering effect
can be taken advantage of to measure the diffusion constant
D. Tourin et al.11 showed that as long as a��Dt �far-field
condition�, the coherent backscattering spot width narrows as
a� /�Dt, as was also shown in optics.5 Yet for small dis-
tances a or weakly scattering media �high D� or long times,
the spatial extent of the coherent peak no longer displays
such a time dependence and saturates at about � /2, like in
the near-field configuration. This saturation reduces the time
interval during which the cone width evolution in �Dt�−1/2 is
valid: It prevents a quantitative measurement of D. We will
show that this inconvenience can be overcome by plane-
wave beamforming.

Beamforming is a classical technique employed, e.g., in
medical imaging or underwater acoustics. Instead of firing
just by one element, plane-wave beamforming consists in
emitting a plane wave with a steering angle � with respect to
the normal direction of the array. This angle is controlled by
a set of delays that are applied to each array element, since
ultrasonic array elements are controlled by independent elec-
tronic channels. In the reception mode, delays corresponding
to an angle � are applied to the received signals before they
are summed. Hence, the whole array can be used as a source
and as a receptor. By adjusting the delays, it is possible to
vary progressively the angles of emission � and reception �.

In this study, first we will show that plane-wave beam-
forming with ultrasonic arrays can be applied in the context
of coherent backscattering. The advantages and drawbacks of
beamforming compared to the classical approach11 �direct
intensity measurements, without beamforming� are empha-
sized. Particularly, a possible improvement in angular reso-
lution is discussed. It would allow one to estimate D even
though the far-field condition �a��Dt� is not fulfilled.
Moreover, in the presence of additive white noise, beam-

forming will be shown to increase the signal-to-noise ratio,
due to residual spatial correlations between multiple scat-
tered waves. In the last section of the paper, beamforming
will be applied to the case of a weakly scattering medium,
where the coherent backscattering enhancement is hardly
visible, hence the enhancement factor is very low. In that
case, we will show that beamforming can do better than di-
rect intensity measurements, provided a correction is taken
into account.

II. PRINCIPLE AND APPLICATIONS

A. Experimental setup and basic principle

The experiment takes place in a water tank. We use an
N-element ultrasonic array with a 3 MHz central frequency
and a 2.5–3.5 MHz bandwidth; each array element is
0.39 mm in size and the array pitch p is 0.417 mm. The
sampling frequency is 20 MHz. The first step of the experi-
ment consists in measuring the interelement matrix of the
array �see Fig. 1�. A 100-�s-long chirp is emitted from trans-
ducer i into the scattering sample. The backscattered wave is
recorded with the N transducers of the same array. The op-
eration is repeated for the N emitting transducers. The re-
sponse from transducer i to transducer j is correlated with the
emitted chirped signal, which gives the impulse response
hij�t�. The N�N array response matrix H�t� whose elements
are the N2 impulse responses hij�t� is finally obtained.

The usual way to detect the coherent backscattering phe-
nomenon is to compute the average backscattered intensity
directly from the time-dependent response matrix H�t�.15 The
signals are time shifted to compensate for the difference of
arrival times �tij between receiving array elements, so that
the first backscattered wave front arrives at t=0 on every
element. The backscattered intensity is obtained by integrat-
ing the square of the signals on 10-�s-long overlapping time
windows. The results are averaged for all transmitter/receiver
couples that correspond to the same backscattering angle �,
in order to reduce the fluctuations of the intensity pattern.
Finally, the averaged backscattered intensity is determined as

IDM��,T� = ��hij�t − �tij��2�t−�tij��T,T+	t�,i, �1�

where 	t=10 �s, �=arctan���i− j�p� /a� The symbol �.� de-
notes the average over the variables in the subscript. The
superscript DM stands for “direct measurements.” Figure
2�a� shows an experimental result for the averaged back-
scattered intensity IDM�� ,T� from a multiple scattering me-
dium. Corresponding experimental conditions are de-
scribed in Sec. II B.

Another way to process the data H�t� consists in plane-
wave beamforming. Once the array response matrix is
known, beamforming can be achieved in two ways. One way
is to work directly in the time domain and to introduce a time
delay between impulse responses hij�t� at emission and re-
ception, so that signals from the required direction are
brought into phase and can be added together coherently. For
a plane-wave emission with an angle �, the time delay �ti to
apply to transducer i is

FIG. 1. Experimental setup used in our experiments: An N-element linear
array is placed in front of a random scattering sample immersed in a water
tank. The array is parallel to the scattering slab. A motor allows a lateral
displacement of the array, in order to average the backscattering intensity
over several configurations of disorder.

J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 Aubry et al.: Coherent backscattering and far-field beamforming 71



�ti =
�i − 1�p sin �

c
,i = 1,2, . . . ,N �2�

if the first transducer is taken as reference ��t1=0�. c is the
wave velocity in water. Since small variations in the angle �
may be required, the time delays �ti must be calculated with
a precision lower than the sampling time �0.05 �s�. This
requires an oversampling of the data well above Shan-
non’s limit before processing, which is possible yet time-
consuming. We chose to perform beamforming in the fre-
quency domain instead. First, the time signals hij�t� are
truncated into 10-�s-long overlapping windows: kij�T , t�
=hij�t−T�w�t� with w�t�=1 for t� �0,10 �s� ,w�t�=0 else-
where. For each value of time T, the kij form a matrix K.
A short-time Fourier analysis is achieved by a fast Fourier
transform and gives the response matrices K�T , f� in the
frequency domain. For each frequency f in the bandwidth,
the plane wave whose propagation direction makes an
angle � with the axis perpendicular to the array corre-
sponds to the spatial Fourier transform at the spatial fre-
quency fs given by

fs =
f sin �

c
. �3�

Next, the two-dimensional �2D� spatial Fourier transform of
the response matrices gives the time-dependent plane wave
decomposition k���T , f� of K�T , f� where � and � corre-
spond to angular directions at emission and reception, re-

spectively. After that, the backscattered intensity IBF�� ,T�
�the superscript BF stands for beamforming� is obtained
by averaging the squared norm of k�,�+��T , f� over the
emission angle � and the frequency bandwidth �see Eq.
�5��. As the evolution of the cone width in �DT�−1/2 is
valid only under the assumption of small incident angles,
the average over the emission angle � is restricted to the
interval �−10° ,
10° �. Moreover, transducers’ directivity D�� , f� is com-
pensated for, using the theoretical expression under the
far-field assumption:

D��, f� =
sin�
bf tan �/c�


bf tan �/c
, �4�

where b is the effective aperture of an array element. Finally,
the backscattered intensity IBF�� ,T� is inferred from

IBF��,T� = 	 �k�,�+��T, f��2

D��, f�D�� + �, f�
 f ,�

, �5�

where subscripts denote the averages over f and �. Figure
2�b� shows an experimental result for the averaged backscat-
tered intensity obtained after beamforming from a multiple
scattering medium. Corresponding experimental conditions
are described in Sec. II B.

With or without beamforming, the averaged backscat-
tered intensity I�� ,T� at a given time T, originates from
single scattering �ISS� and multiple scattering �IMS� contribu-
tions: I�� ,T�= ISS�� ,T�+ IMS�� ,T�. The contribution due to
multiple scattering can be split in two terms: an incoherent
term �Iinc� that corresponds to the incoherent summation of
multiple-scattering paths intensity, and a coherent term �Icoh�
which results from the interference between multiple-
scattering paths and their reciprocal counterparts.2 At exact
backscattering �i.e., �=0�, these two terms are equal:
Iinc�0,T�= Icoh�0,T�. Given the scattering angles considered
in this study, the incoherent term as well as the single scat-
tering contribution are almost flat: ISS�� ,T�= ISS�T� and
Iinc�� ,T�= Iinc�T�. In the case of plane waves, Akkermans
et al.5 calculated the time-dependent coherent intensity using
plane wave decomposition in the long time limit �DT� le,
where le is the mean free path, and for a small angle �:

Icoh
BF ��,T� � Iinc

BF�T�e−DTk2�2
. �6�

A linear fit of the inverse square of the half width at half-
maximum ��BF gives access to the diffusion constant D,
since

��BF
−2 =

k2D

ln�2�
T . �7�

When plane-wave beamforming is not applied, the expres-
sion of the coherent intensity as well as the influence of
transducers’ directivity are more complex. Under the far-
field condition a��DT, the inverse square of the half
width at half maximum is then given by17

FIG. 2. Dynamic backscattered intensity obtained from direct measurements
�a� and after beamforming �b�. The scattering sample is made of 0.4-mm-
radius steel rods with a concentration of 29.54 rods/cm2. The distance a is
67 mm and the number of array elements is 284. At each time, the dynamic
intensity has been normalized by its maximum.
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��DM
−2 =

k2D

�
T , �8�

where � is a factor which mainly depends on transducers’
directivity and on the distance a. One advantage of plane-
wave beamforming is that it allows one to compensate for
transducers’ directivity, with no need to compute the factor
�.

B. Angular resolution

Another advantage of beamforming is a possible im-
provement in angular resolution. To illustrate this idea, we
measure the response matrix from a highly scattering sample.
It consists of steel rods �CL=5.9 mm/�s ,CT=3.2 mm/�s,
radius 0.4 mm, �=7.85�103 kg/m3� randomly distributed
with a concentration n=29.54 rods/cm2. The elastic mean
free path le is typically 3.15±0.15 mm for this medium be-
tween 2.5 and 3.5 MHz.18 The distance a is 67 mm. The
measured response matrix H�t� is of dimension N=284. The
averaged backscattered intensities, with or without prelimi-
nary beamforming, are then calculated as described in Sec.
II A and are shown in Fig. 2. Because this sample is a
strongly multiple scattering medium, the single scattering
contribution ISS�� ,T� becomes rapidly negligible with time
compared to the multiple scattering contribution IMS�� ,T�
and the enhancement factor reaches 2 after about 20 �s. A
comparison between experimental results with or without
beamforming �Fig. 2� shows that the angular resolution is
much finer when beamforming is performed. Indeed, the an-
gular resolution 	�r

DM of a direct intensity measurement is
given by

	�r
DM �

b

a
. �9�

The effective aperture b of transducers equals 0.55 mm and
is different from the array pitch p=0.417 mm because of
the mechanical coupling between transducers. The effec-
tive aperture b is calculated by measuring the far-field
radiation diagram of a single element. A fit of the experi-
mental directivity with its theoretical expression given in
Eq. �4� provides an estimation for b. A finer resolution
could be obtained by moving the array away from the
scattering sample �thus increasing a� but the signal-to-
noise ratio would decrease. Beamforming improves the
angular resolution while working at a moderate distance a,
which allows an acceptable signal-to-noise ratio. Indeed,
the angular resolution 	�r

BF in the far-field is given by

	�r
BF �

�

Np
. �10�

Increasing the number of array elements, i.e., widening the
array, refines the angular resolution and allows one to go
below b /a. In our experimental conditions, the angular reso-
lution 	�r

DM of direct measurements is about 0.47° �Eq.
�9�� whereas the angular resolution with beamforming
	�r

BF is 0.24° �Eq. �10��.
In order to compare both experimental results with the

same precision, the angular intensity distributions are resa-

mpled with an angular step of 45 �rad using a low-pass
interpolation. The result of this resampling is shown in Fig.
3, which compares the angular distribution of intensity with
and without beamforming, at T=265 �s. The gain in resolu-
tion thanks to beamforming is obvious in Fig. 3: The peak is
significantly narrower with beamforming. In fact, in this ex-
periment, the width ��DM of the coherent backscattering
peak obtained without beamforming reaches its saturation
limit at T=75 �s. The evolution of ��−2 with time is plotted
in Fig. 4. For direct measurements �i.e., no beamforming�,
the cone narrows with time; a linear evolution of ��DM

−2 ver-
sus time is found, once the diffusive regime is reached �after
�15 �s� and before the saturation due to the angular resolu-
tion limit occurs �after �75 �s�. According to Eq. �8�, the
slope of the linear fit gives an estimation of the diffusion
constant once the constant � is known. The angular resolu-
tion limit restricts the time interval where a linear fit of ��DM

−2

can be achieved and thus the estimation of the diffusion con-
stant is less reliable. It also prevents one from observing the
evolution of the diffusive regime for long times. The situa-

FIG. 3. Normalized intensity vs backscattering angle at T=265 �s, with
�circles� or without �stars� beamforming. In order to measure the half width
at half maximum, original data have been resampled at the same sample rate
�angular step of 45 �rad�. Resampled data with �continuous line� or without
�dashed line� beamforming are superposed to original measurements.

FIG. 4. Evolution of the inverse square of the half width at half maximum
��−2 with time. Dots: Direct measurements, i.e., no beamforming; crosses:
With beamforming. For direct measurements, a linear fit has been made
from T=15 �s to T=75 �s. In the case of beamforming, linear fits are
represented from T=15 �s to T=95 �s and from T=100 �s to T=265 �s.
A zoom on the first 80 �s is displayed on the top left corner.
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tion is very different if beamforming is achieved �see Fig. 4�;
no saturation is observed. Interestingly, a change of slope is
observed around T=100 �s that could not have been per-
ceived without beamforming because saturation occurs
around T=75 �s. This change of slope can be accounted for.
For short times, the signal spectrum is wideband; the −3 dB
bandwidth, 	f−3 dB, is larger than 1.2 MHz and as a conse-
quence, the measured diffusion constant is averaged over the
whole frequency bandwidth �2.5–3.5 MHz�. Between T
=100 �s and T=265 �s, the signal spectrum becomes nar-
rowband �	f−3 dB�0.2 MHz� and centered around 2.8 MHz,
because of the individual resonance of rods at 2.8 MHz.
Mamou17 showed that the diffusion constant and the mean
free path are higher at this frequency: for instance, the mean
free path le is 4.8 mm at the resonance frequency,18 i.e.,
about 1.5 times higher than the mean free path averaged over
the frequency bandwidth. This is consistent with our mea-
surements because a linear fit from T=15 �s to T=95 �s of
��BF

−2 gives a diffusion constant D=1.9 mm2/�s, whereas
from T=100 �s to T=265 �s ,D=3.4 mm2/�s.

It should also be noted that there are many techniques
other than dynamic coherent backscattering to measure dif-
fusive parameters; particularly, the diffusion constant can be
estimated from measurements of the time-of-flight dis-
tribution,19–23 or the spatial extent of the diffuse halo.19 Yet
the dynamic coherent backscattering enhancement, aside
from being a very elegant physical illustration of reciprocity,
is independent from intrinsic absorption. Moreover, the size
of the arrays is usually not very large compared to �DT, so
the transverse size of the diffuse halo cannot always be di-
rectly measured from the data available on the array.

C. Robustness to noise

Another advantage is that intensity measurements with
beamforming are less noise-sensitive than direct measure-
ments. In underwater acoustics or telecommunication, the
array gain is the improvement in signal-to-noise ratio �SNR�
provided by coherently combining the beamformer’s N an-
tenna signal. The addition of N identical signals increases the
signal amplitude by N, whereas the total amplitude of N
uncorrelated noises with identical power only increases as
�N. Therefore, in the presence of additive uncorrelated noise,
if the array elements were to receive perfectly identical sig-
nals, then an array gain of �N, relative to the SNR of a
reference single-element system, could be expected. On the
contrary, if the signals received by the array have no spatial
correlation, then there is no array gain: The SNR is the same
whatever the number of elements on the array. Here, for each
scattering angle, the beamforming technique utilizes the
whole array to compute the backscattered intensity. The
question we address in this paragraph is: is there an array
gain? In other words, in a coherent backscattering experi-
ment, is the SNR improved by beamforming?

In the experiment we consider here, the wave forms re-
ceived on the array are backscattered from a highly scatter-
ing random medium. In that case, the signals received on two
array elements are far from being identical. Yet the correla-
tion length of the backscattered waves is larger than the array

pitch. There are two reasons for that. First, there is a me-
chanical coupling between neighboring array elements. Sec-
ond, the wave recorded on the array can be seen as the ra-
diation of an incoherent source with width W �the diffuse
halo inside the medium� observed at a distance a. The Van
Cittert-Zernike theorem24,25 states that the typical coherence
length of the wave field is �a /W �in other words, the waves
radiated by a finite-size incoherent source see their coherence
length increases as they propagate�.

These two effects result in a short-range correlation be-
tween the scattered signals recorded on the array. In the ex-
perimental situation we investigated, these residual correla-
tions are limited in range to adjacent elements, both in
emission and reception. Experimentally, it has been observed
that the two impulse responses hi,j and hm,n are correlated if
�i−m � 1 and �j−n � 1. So, only the following correlation
coefficients are not zero:

C1 =
�hi,jhi±1,j

* �
��hi,j�2�

=
�hj,ihi±1,j

* �
��hi,j�2�

,

C2 =
�hi,jhi,j±1

* �
��hi,j�2�

=
�hj,ihi,j±1

* �
��hi,j�2�

,

C3 =
�hi,jhi±1,j±1

* �
��hi,j�2�

=
�hj,ihi±1,j±1

* �
��hi,j�2�

,

C4 =
�hi,jhi±1,j�1

* �
��hi,j�2�

=
�hj,ihi±1,j�1

* �
��hi,j�2�

.

The average, denoted by �.�, is achieved over time and
source/receiver pairs. In the experiment described in Sec.
II B, the typical values we obtained are: C1=C2�0.425,
C3�0.15, and C4�0.26. Though weak, these correlations
imply an array gain in the presence of an additive white
noise. This effect can be calculated more precisely, the de-
tails are given in the Appendix. The theoretical array gain G
due to these correlations is found to be

G � 1 + 4
i=1

4

Ci. �11�

From the above-given Ci, we obtain an array gain of 6.0.
Here, the correlations are mainly due to the mechanical cou-
pling between neighbor transducers. The correlations linked
to the Van Cittert-Zernike theorem cannot be perceived for
long times because the diffusive halo is too large and the
corresponding coherence length �a /W is smaller than the
array pitch p. Experimentally, this improvement in robust-
ness to noise has been checked by adding a numerical white
noise on initial measurements before beamforming; an array
gain G of 5.4��7.3 dB� has been found. This experimental
value is in reasonable agreement with the theoretical one,
the remaining mismatch probably comes from the small
angles’ assumption used in our theoretical study �see the
Appendix�.
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D. Weakly scattering media

In Secs. II A–II C, only the case of a strongly multiple
scattering medium has been discussed, and the advantages of
beamforming have been revealed. In this section, beamform-
ing is applied to the case of a weakly scattering medium. It is
interesting to point out an error that can occur when beam-
forming is applied to a situation in which single scattering
dominates. However, once a correction is applied to
ISS

BF�� ,T�, another advantage of beamforming will be shown.
It should be noted that there is no such thing as a purely
multiple scattering medium or a purely single scattering me-
dium. In any inhomogeneous medium, there is a combination
of both. Yet, according to the time and path lengths involved
compared to the mean free time or mean free path, single
scattering can sometimes predominate or, on the contrary, be
neglected. Here we consider the application of beamforming
to a weakly scattering medium, where single scattering
dominates. Yet multiple scattering is not ruled out: a coherent
backscattering peak can emerge, but the enhancement factor
is so weak that it is difficult to distinguish.

In this experiment, the weakly scattering medium is a
slab of agar gel whose thickness L is about 100 mm. The
distance a is 50 mm and 128 elements have been used to
measure the response matrix H�t�. Because the medium is
only weakly scattering �le�50 mm�, average over several
disorder configurations is needed. To achieve such an aver-
age, 19 response matrices have been measured by moving
the array with a motor �see Fig. 1�. The averaged backscat-
tered intensity obtained after beamforming is shown in Fig.
5�a�. Since the medium scatters weakly, there should be al-
most no coherent backscattering enhancement and the inten-
sity profile should be flat. The experimental results contradict
this prediction �Fig. 5�a��: A peak seems to emerge at late
times. One may wrongly conclude that there is more multiple
scattering than expected. Actually, this artifact is due to the
finite dimension of the array. Assume an incident quasiplane
wave which makes an angle � with the axis perpendicular to
the array �see Fig. 6�. The backscattered signals which are
received by the array elements at time T come from reflec-
tions on scatterers located at a depth d= �a+cT /2�. As the
array has a finite aperture, the transverse size of the area A
insonified by the incident plane-wave is approximately
N� p, corresponding to the array width. Only scatterers con-
tained in this area A scatter the incident plane-wave. Now, if
the backscattered plane-wave with an angle �+� is consid-
ered, only a fraction of the backscattered beam can be inter-
cepted by the array, as it is depicted in Fig. 6. Note h the
tranverse size of the beam backscattered out of the array. For
small incident and backscattering angles, at time T , h can be
expressed as

h � d��� � �a +
cT

2
���� . �12�

Therefore, a fraction h /Np of the backscattered intensity
is not recorded by the array. This fraction increases with time
and with the backscattering angle �: Even if single scattering
dominates, it gives the illusion that there is a coherent back-

scattering peak �Fig. 5�a��. So, when single scattering domi-
nates, the measured intensity must be corrected into

ISS
BF��,T��1 −

�a + cT/2����
Np

�−1

. �13�

The corrected single scattering intensity calculated from the
measured intensity of Fig. 5�a� is shown in Fig. 5�b�. The
intensity profile is now flat except for a weak enhancement
at exact backscattering that can now be perceived for long
times. Fluctuations of the intensity pattern are observed in

FIG. 5. Dynamic backscattered intensity obtained for a weakly scattering
sample made of agar gel. The distance a is 50 mm. At each time, the dy-
namic intensity has been normalized by its maximum. The dynamic inten-
sity obtained after beamforming is shown before �a� and after �b� applying
the correction of Eq. �13�

FIG. 6. Effect of the array finite aperture on the single scattering intensity
obtained after beamforming. On the left is depicted the area A sounded by
an incident beam corresponding to a plane-wave with an incident angle �, at
a distance d�=a+cT /2� from the array. On the right, the backscattered beam
at an angle �+� comes from A and intercepts then only a fraction of the
array. h is the size of the beam scattered out of the array.

J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 Aubry et al.: Coherent backscattering and far-field beamforming 75



Fig. 5�b� and are due to a lack of average on disorder con-
figurations. The intensity has been integrated from T
=35 �s to T=135 �s to reduce these variations. The inte-
grated intensity is shown in Fig. 7 before and after beam-
forming. The intensity obtained from direct measurements
does not display a flat baseline, which cannot provide a
quantitative measurement of a low enhancement factor.
On the contrary, the intensity obtained after beamforming
exhibits a very regular plateau which enables one to esti-
mate a very weak enhancement factor of about 1.025. The
fluctuations in the single scattering intensity profile ob-
tained from direct measurements originates from the
variation in sensitivity of transducers. These fluctuations
in sensitivity cannot be considered as random and display
long-range correlations: it appears that one side of the
array is more sensitive than the other one and as a conse-
quence, intensity for negative backscattering angles is a
bit higher than for positive angles �see Fig. 7�. With
beamforming, fluctuations of transducers’ sensitivity are
averaged out and a flat single scattering intensity profile is
obtained.

III. CONCLUSION

In this study, advantages and drawbacks of far-field
beamforming for ultrasonic measurements of the coherent
backscattering effect have been investigated. The main dis-
advantage is the computation time that is quite long com-
pared to a direct intensity measurement from the array re-
sponse matrix. Nevertheless, beamforming can be of a great
interest to measure more properly dynamic transport proper-
ties of a multiply scattered acoustic wave from the coherent
backscattering effect. Indeed, beamforming can provide an
improvement in angular resolution which is very useful for a
quantitative measurement of the diffusion constant. Further-
more, beamforming processing is more robust to additional
white noise on measurements because it takes advantage of
correlations between neighboring transducers. Concerning
weakly scattering media, a correction factor has to be applied
to the single scattering intensity because of the array finite
aperture. Once this correction has been made, the measure-
ment of a low enhancement factor can be obtained.
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APPENDIX

Assuming an additive white noise on each measurement,
the measured impulse response is written hi1,i2

�t�+ni1,i2
�t�,

where hi1,i2
is the non-noisy impulse response and ni1,i2

�t� an
additive white noise. The averaged backscattered intensity
In

DM obtained without beamforming is

In
DM��,T� = IDM��,T� + �2 = Iinc

DM�T� + Icoh
DM��,T� + �2,

�A1�

where IDM�� ,T�= ��hi1,i2
�t��2�i1,t��T,T+	t� is the averaged back-

scattered intensity without noise. � corresponds to the
angle associated with the elements couple �i1 , i2� and � is
the standard deviation of the additive noise. The error �DM

on the backscatterred intensity without beamforming is

�DM��,T� =
Im

DM��,T� − IDM��,t�
IDM��,t�

=
�2

Iinc
DM�T� + Icoh

DM��,T�
.

�A2�

When beamforming is applied, the original signals are first
truncated in time, then a temporal Fourier transform is
achieved on each time window. Finally, we have to deal with
the 2D spatial Fourier transform of random signals. Without
noise, the backscattered intensity is

IBF��,T� = Icoh
BF ��,T� + Iinc

BF�T� . �A3�

If the transducers directivity is not taken into account in Eq.
�5�, the backscattered intensity directly equals
��k�,�+��T , f��2� f ,�. To achieve beamforming, the 2D spatial
Fourier transform is done numerically using the discrete
Fourier transform algorithm. If the assumption of small inci-
dent and backscattering angles is made, the backscattered
intensity IBF�� ,T�, obtained after beamforming and without
noise, can be expressed as

IBF��,T� �
1

N2 
i1=1

N


l1=1

N


i2=1

N


l2=1

N

�ki1,i2
�T, f�kl1,l2

* �T, f�

�e−j2
p�f/c����i1−l1�+��+���i2−l2��� f ,�. �A4�

If the responses ki1,i2
�T , f� were totally decorrelated one from

another, only the incoherent terms ��ki1,i2
T �T , f��2� and coher-

ent terms ��ki1,i2
�T , f��2ej2
p�f/c���i1−i2�� would survive the av-

erage. But, as backscattered signals are correlated, correla-
tion coefficients C1 ,C2 ,C3, and C4 have to be taken into
account. Still under the assumption of small backscattering
angle and N�1, the coherent and incoherent intensity can be
expressed as

Iinc
BF�T� � �1 + 4

i=1

4

Ci���ki1,i2
�T, f��2�i1,i2,f , �A5�

FIG. 7. Dynamic backscattered intensity obtained with the agar gel, inte-
grated from T=35 �s to T=135 �s before beamforming �dash-dotted line�
and after beamforming and correction �continuous line�.
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Icoh
BF ��,T� � �1 + 4

i=1

4

Ci�
���ki1,i2

�T, f��2ej2
p�f/c���i1−i2��i1,i2,f . �A6�

As the noise is totally decorrelated on each element of the
array, its contribution to the mean intensity is �2. Finally, the
error �BF on the measured backscattered intensity with beam-
forming is

�BF��,T� =
�2

Iinc
BF�T� + Icoh

BF ��,t�
. �A7�

As the coherent intensity Icoh
DM obtained without beamform-

ing is not zero only close to the source, the coherent in-
tensity contribution is negligible in ��ki1,i2

�T , f��2�i1,i2,f

= ��hi1,i2
�t��2�i1,i2,t��T,T+	t�. It comes out that Iinc

DM�T�
���ki1,i2

�T , f��2�i1,i2,f, and Eq. �A5� simplifies in

Iinc
BF�T� � �1 + 4

i=1

4

Ci�Iinc
DM�T� . �A8�

Let �lim be the angle from which Icoh
BF and Icoh

DM vanish. For
���lim, the array gain G which corresponds to the ratio
between �DM and �BF is found to be

G =
�DM

�BF � 1 + 4
i=1

4

Ci. �A9�

Note that Eq. �A9� is also valid at �=0 because the coherent
intensity is strictly equal to the incoherent one with or with-
out beamforming in that case. Between �=0 and �=�lim, the
exact computation of the array gain G is tedious.
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Recent works have been performed concerning the guided elastic waves in soft porous elastic
frames and the related normal displacement of the surface generated by a mechanical excitation. In
this work, the mechanical excitation is replaced by a monopole acoustic field in air above the porous
structure. Two cases are considered: a frame bonded on a rigid impervious layer and a free frame.
The normal and the radial velocity induced by the monopole field at the surface of the frame is
predicted with the Biot theory and the Sommerfeld representation of the monopole field.
Measurements are performed with a laser vibrometer on a urethane foam. It is shown that the
characterization of the excited modes can lead to an evaluation of the rigidity coefficients of the
frames at acoustical frequencies. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2387127�
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I. INTRODUCTION

The rigidity parameters of porous frames are important
parameters for the prediction of the acoustical properties of
materials including porous and elastic layers. Many methods
of measuring these parameters have been proposed.1–9 Most
of them are related to a quasistatic characterization of the
rigidity parameters or of a characterization of the bulk waves
from simple deformation fields. Other methods are based on
the properties of the Rayleigh wave, and of different vibra-
tion modes of the porous structures.10–12 In all these meth-
ods, a mechanical excitation of the frame is performed. The
density of the porous frames is generally much larger than
the density of air. As a consequence, in the context of the
Biot theory,13 for air saturated media, the shear Biot wave,
and one of the two Biot compressional waves, are similar to
the shear wave, and to the compressional wave of the frame
in vacuum, respectively.14 The vibration modes of a porous
structure in air are not very different from the modes in
vacuum, and the porous structure can be replaced in a first
approximation by an elastic homogeneous medium. In the
previous works by Boeckx et al.,11,12 an analysis of the ver-
tical displacement of the frame measured as a function of the
distance from the excitation was performed to separate the
contributions of the different modes.11,12 In this work, the
mechanical excitation is replaced by a monopole field cre-
ated by a point source in air above the structure, and the
analysis is more simpler. Predictions of porous structure dis-
placement induced by a point source have been previously
performed by Attenborough and Richard.15 The predictions
are performed like in this previous work with the Biot theory
and the Sommerfeld representation of the monopole field.
Two configurations are considered, the porous layer free at
both faces, and bonded to a rigid impervious backing. The
source-receiver geometry is represented in Fig. 1. The radial
distance from the source S to M where the velocity of the

frame is evaluated is r, and h is the height of the source. The
vertical and radial displacements of the porous surface are
predicted to set in evidence characteristic variations as a
function of frequency. The simplest cases are symbolically
represented in Fig. 2. The experimental identification of
these variations will allow an evaluation of the rigidity coef-
ficients. It may be noticed that an air mode, related to the
Biot compressional wave that mainly propagates in air, has
been previously studied for thin porous layers.16 For media
with a sufficiently small loss angle, the air mode can be
modified by the shear resonance,17 but the effect is generally
difficult to set in evidence.

II. FRAME DISPLACEMENT INDUCED BY A SOUND
SOURCE IN AIR

A. Frame displacement induced by a plane wave
in air

The Biot theory is used to predict the horizontal and the
vertical displacements ux and uz of the frame. Let k1 and k2

be the wave numbers of the two Biot compressional waves
and k3 is the wave number of the shear wave. Each plane
wave is related to a displacement us of the frame and u f of
air, with u f =� ju

s, j=1, 3. Let P, Q, and R be the Biot rigid-
ity coefficients. The quantities k1, k2, k3, �1, �2, �3,P, Q, and
R, are defined in Refs. 13, 14, and 18. An incident plane
wave in air above the porous layer of Fig. 1 with a horizontal
wave number component �=k sin �, � being the angle of
incidence and k being the wave number in air, is related in
the layers to Biot waves propagating from the upper to the
lower face and from the lower to the upper face with the
same horizontal wave number component. Let � j

±, j=1,2 the
velocity potentials of the compressional waves, with the re-
lated displacement us= i�� /�, and �±=n�3

± the velocity
potential of the shear waves, n being the unit vector on the y
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axis with the related frame displacement us= i�∧� /�. The
scalar functions �i

± can be written, the time dependence
exp�−i�t� being discarded

� j
± = aj

±exp�±i� jz + i�x� , �1�

� j = �kj
2 − �2�1/2. �2�

The velocity components for the frame are given by

u̇z
s = i�1��1

+ − �1
−� + i�2��2

+ − �2
−� + i���3

+ + �3
−� , �3�

u̇x
s = i���1

+ + �1
− + �2

+ + �2
−� − i�3��3

+ − �3
−� , �4�

The velocity components for the air inside the porous
medium are obtained by replacing the � j

± by � j� j
± in Eqs. �3�

and �4�. Let ���
f and ���

s be the components of the Biot
stress tensors, for air and for the frame, respectively. They
are related to forces acting on the frame, and on air, for a unit
surface of porous medium. The stress components in the Biot
theory are given by

�ij
s = ��P − 2N��s + Q� f�	ij + 2Neij

s , �5�

�ij
f = �Q�s + R� f�	ij , �6�

where � f and �s are the dilatation of the air, and of the frame,
respectively, and the coefficients eij

s are the strain compo-
nents of the frame. The stress components are given by

�zz
s = B1��1

+ + �1
−� + B2��2

+ + �2
−� + C3��3

+ − �3
−� , �7�

�xz
s = C1��1

+ − �1
−� + C2��2

+ − �2
−� − H��3

+ + �3
+� , �8�

�zz
f = A1��1

+ + �1
−� + A2��2

+ + �2
−� , �9�

Aj = �− i/���Q + R� j�kj
2, �10�

Bj = − �i/����P + Q� j�kj
2 − 2N�2� , �11�

Cj = − �i/��2N� j� , �12�

H = �iN/����3 − �2� . �13�

The coefficient N is the shear modulus of the frame. The six
unknown aj

± can be obtained from a set of six equations. The
6
6 matrices are avoided in the following way. In a first
step, the nine coefficients rj,1=a1

−, rj,2=a2
−, rj,3=a3

−, j=1,3
which are associated, respectively, to the three fields defined
by one coefficient aj

+=1, and the two other ak
+=0, k� j �i.e.,

only one incident Biot wave in the layer impinging on the
lower face�, are evaluated to satisfy the boundary conditions
at the lower face. The boundary conditions at the lower face
are for the bonded layer

uz
s = 0, �14�

uz
f = 0, �15�

ux
s = 0, �16�

and for the layer free on both faces

�zz
f

�
=

�zz
s

1 − �
, �17�

where � is the porosity

Z

cos �
= −

p

vz
, �18�

where p and vz are the pressure and the z component of the
air velocity out of the porous layer, Z is the characteristic
impedance of the free air, and

�x,y
s = 0. �19�

The pressure p=−�zz
f /�, and the velocity component vz is

given by

vz = − i��1 − ��us
s − i��uz

f . �20�

Let b1 ,b2, and b3 the frame displacement fields defined
by

b1 =
i

�
���exp�i�1z� + r1,1exp�− i�1z� + r1,2exp�− i�2z��

+ � ∧ nr1,3exp�− i�3z�� , �21�

b2 =
i

�
���r2,1exp�− i�1z� + exp�i�2z� + r2,2exp�− i�2z��

+ � ∧ nr2,3exp�− i�3z�� , �22�

b3 =
i

�
���r3,1exp�− i�1z� + r3,2exp�− i�2z��

+ � ∧ n�exp�i�3z� + r3,3exp�− i�3z��� . �23�

Any linear combination � jb j of b1 ,b2, and b3 satisfies
the boundary conditions at the lower face. Let vz be the

FIG. 1. Symbolic sketch of the monopole source S at a height h and a point
at M at the surface at the radial distance r.

FIG. 2. Resonances for a bonded and a free elastic layer.
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velocity of air, and p be the pressure, close to the porous
surface. At the upper face, the boundary conditions can be
written

− i���uz
f + �1 − ��uz

s� = vz, �24�

�zz
f = − �p , �25�

�zz
s = − �1 − ��p , �26�

�xz
s = 0. �27�

At the upper face, the frame displacement components
uz and ux related to � jb j are given by

uz�x� =
− 1

�
���1�1 − r1,1� − �2r1,2 + �r1,3�1 + ��2�1

− r2,2� − �1r2,1 + �r2,3�2 + �− �1r3,1 − �2r3,2

+ ��1 + r33��3�exp�ikx sin �� , �28�

ux�x� =
− 1

�
����1 + r1,1 + r1,2� + �3r1,3�1 + ���1 + r2,2

+ r2,1� + �3r2,3�2 + ���r3,1 + r3,2�

− �1 − r3,3��3�exp�ikx sin �� . �29�

The three coefficients  j of the displacement field � jb j that
satisfies Eqs. �24�–�27� are solutions of the following equa-
tions where the coefficient exp�ikx sin �� has been removed
on both sides

i�1���1 + �1 − ����1�1 − r1,1� − 2r2,1 − 3r3,1�

+ i�2���2 + �1 − ����− 1r1,2 + 2�1 − r2,2�

− 3r3,2� + i����3 + �1 − ����1r1,3 + 2r2,3 + 3�1

+ r3,3�� = vz, �30�

�A1�1�1 + r1,1� + 2r2,1 + 3r3,1� + A2�1r1,2 + 2�1

+ r2,2� + 3r3,2�� = − �p , �31�

�B1�1�1 + r1,1� + 2r2,1 + 3r3,1� + B2�1r1,2 + 2�1

+ r2,2� + 3r3,2� + C3�− 1r1,3 − 2r2,3 + 3�1

− r3,3��� = − �1 − ��p , �32�

C1�1�1 − r1,1� − 2r2,1 − 3r3,1� + C2�− 1r1,2 + 2�1

− r2,2� − 3r3,2� − H�1r1,3 + 2r2,3 + 3�1 + r3,3��

= 0. �33�

The three last equations provide the ratios 1 / p ,2 / p, and
3 / p, which are given in the Appendix. Reporting these ra-
tios in Eq. �30� provides the surface impedance Zs���= p /vz

and the reflection coefficient that is given by

R��� = �Zs��� − Z/cos ��/�Zs��� + Z/cos �� . �34�

B. Frame displacement induced by a monopole field

The Sommerfeld representation of the monopole field19

is used. The unit monopole pressure field pm=exp�ikR2� /R2

can be written, for z�−h,

pm�r,z� = i�
0

� kqdq

�
J0�kqr�exp�i�k�h + z�� , �35�

where k is the wave number in air and � is given by

� = �1 − q2�1/2, �36�

with the conditions ��0 if q�1, Im ��0 if q�1. The
total pressure field at the surface of the layer is given by

pT�r� = i�
0

� kqdq

�
J0�kqr�exp�i�kh��1 + R���� , �37�

where R is the plane wave reflection coefficient and � is
defined by cos �=�, sin �=q. The z component and the
radial component of the frame velocity at the surface of
the layer are given by

vz
s = i�

0

� kqdq

�
J0�kqr�exp�i�kh��1 + R����U̇z

s, �38�

vr
s = i�

0

� kqdq

�
J1�kqr�exp�i�kh��1 + R����iU̇x

s , �39�

where U̇z
s and U̇x

s are given by Eqs. �A22� and �A23�. Predic-
tions and measurements are performed for h�6 cm and r
�20 cm. Small r and h are chosen to increase the measured
velocity of the frame and to minimize the finite dimension
effects �with the chosen source-laser beam geometries, as
indicated at the beginning of Sec. III, measurements are per-
formed on samples of area around 1 m2, but this area cannot
be strongly reduced�. A precise evaluation of the integrals in
Eqs. �37�–�39� using the trapezoidal rule can be obtained
under two conditions: The integration must be performed
from 0 to a limit qM where the argument of the integral is
sufficiency small, and the interval �q must be sufficiently
small. For h�2 cm and r�1 m, a limit qM =10 and an in-
terval �q=10−4 can be used. A larger limit qM should be used
for smaller h because the decreasing of the argument is
mainly due to exp�i�kh�. Predictions have been performed
for a material with a small Poisson ratio �=0.3, and a mate-
rial with a large Poisson ratio �=0.44. For the material with
the low Poisson ratio, predictions for the normal velocity and
the radial velocity of the frame at the surface of a bonded
porous layer of thickness l=1 cm are given in Fig. 3 for a
height of the source h=2 cm and a radial distance from the
source to the point where the velocities are predicted r
=6 cm. In Fig. 4, h=6 cm and r=2 cm. The parameters that
characterize the layer are given in Table I for material 1. The
Biot theory was used for the predictions, with the model of
Johnson et al.20 for the effective density and of Lafarge21 for
the incompressibility of air. The predicted velocity depen-
dences as a function of frequency present large peaks related
to resonances of the frame. The speeds ci=� /Re ki of the
compressional and the shear wave are given in Table II with
the frequencies f i=ci / �4l� of the  /4 resonances for �=0.3.
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The compression speed slightly depends on frequency and is
given close to the compression resonance. The frequency for
the compression resonance is 2.317 kHz and the maximum
of the normal velocity is located at 2.22 kHz. The frequency
for the shear resonance is 1.165 kHz and the maximum for
the radial velocity is located at 1.24 kHz. The peak for the
radial velocity only appears when the ratio r /h is sufficiently
large and is not present in Fig. 4. The maxima of the radial
and the normal velocity are related to the  /4 shear and
compressional resonances. Similar distributions can be pre-
dicted for the free layer. Peaks appear for the normal veloc-
ity, and the radial velocity, close to the half wavelength reso-
nance frequencies. The identification of the peaks can lead to
an evaluation of the rigidity parameters of the porous frame.

The material with the large Poisson ratio is characterized
by the same parameters as material 1 except the Poisson ratio
�=0.44. The peaks for the compressional waves must be
located at frequencies 3.06 as large as the related peaks for
the shear waves. The predicted peaks satisfy the relation with
a reasonable approximation, but for the bonded layer, a new
peak appears at a frequency lower than for the compressional
resonance. The normal velocity is represented in Fig. 5. The

new peak is centered close to 3.2 kHz, and is larger than the
compressional peak at its right hand side. The presence of
this new peak when the Poisson ratio increases beyond 0.4
has been observed for all the different soft porous layers we
have considered. The shape of this new peak is different
from the one of the compressional peak for �=0.3, it is not
symmetrical, but confusions could arise when the porous
layer has not a sufficient lateral extension, that can lead to
modifications of the shape of the peaks. The frequency of the
 /4 compressional resonance increases with the Poisson ra-
tio and the occurrence of a peak detectable with the same
source-laser beam geometry at a lower frequency is not sur-
prising. Nevertheless, it has not been possible to find a
simple physical description of its origin.

III. MEASUREMENTS

Measurements have been performed on a layer of ure-
thane foam of thickness l=2 cm and area 0.75
1.5 m2.
Measurements have also been performed on samples of
smaller area close to 0.4
0.4 m2. With the samples of small
area, the finite dimension effects become noticeable and the
measurements cannot be related to the predictions obtained
from the model of Sec. II. Measurements of the normal ve-
locity for the bonded layer have been performed with r=h
=3.5 cm, and measurements of the radial velocity have been
performed for r=16.5 cm and h=3.5 cm. Measurements of
the normal velocity for the free layer have been performed
with r=0.5 cm and h=3.5 cm, and measurements of the ra-
dial velocity have been performed for r=20 cm and h
=2 cm. The source is a pipe fed by a compression driver and
a microphone is located at the end of the tube to provide a

TABLE I. Parameters for the porous materials.

Parameters Material 1 Material 2

Porosity � 0.99 0.97
Flow resistivity � �Nm−4 s� 130000 22100
Thermal permeability k0� �m2� 5
10−10 0.83
10−9

Viscous dimension � ��m� 60 39
Thermal dimension �� ��m� 180 275
Tortuosity �� 1.1 2.2
Density �s �kg/m3� 59 24.5
Shear modulus N �kPa� 130− i13 80− i12
Poisson ratio � 0.3 0.44
Thickness l �cm� 1 2

TABLE II. Phase speeds and resonance frequencies

Material 1 Material 1 Material 2

�=0.3 �=0.44
Shear wave speed �m/s� 46.6 46.6 56.4
 /4 shear resonance
frequency �kHz�

1.165 1.165 0.706

Compression wave speed �m/s� 92.7 147.8 186
 /4 compression resonance
frequency �kHz�

2.317 3.695 2.325
FIG. 4. Radial and normal frame velocity, material 1 bonded to a rigid
backing, h=6 cm,r=2 cm.

FIG. 3. Radial and normal frame velocity, material 1 bonded to a rigid
backing, h=2 cm, r=6 cm.

J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 Allard et al.: Excitation of soft porous frame resonances 81



reference pressure signal in the frequency domain. The inter-
nal diameter of the pipe is equal to 16 mm. The vertical
velocity is measured with a laser beam perpendicular to the
surface of the layer, and the radial velocity with an angle of
incidence of 66°. The parameters used for the predictions are
given in Table I for material 2. The flow resistivity � and the
porosity � are measured, and the set of acoustical parameters
�� ,�, viscous and thermal dimensions � and ��, tortuosity
�� and thermal permeability k0�� is chosen to give predictions
of the absorption coefficient with the equivalent fluid model
in a good agreement with measurements performed in a
Kundt tube following the double thickness algorithm pre-
sented in Ref. 22. With the equivalent fluid model, the frame
is motionless and the air in the porous medium is replaced by
a fluid with a density described with the model of Johnson et
al.20 and an incompressibility described with the model by
Lafarge.21 The three mechanical parameters are the density
of the frame �s, the Poisson ratio �, and the shear modulus N.
The density �s is measured and � and N are chosen to adjust
the measured velocity peaks and the predicted normal and
radial velocities for the bonded and the free layer. For the
bonded layer, the predicted vertical velocity related to the

unit source is presented in Fig. 6 and the radial velocity in
Fig. 7. For the free layer, the predicted vertical velocity re-
lated to the unit source is presented in Fig. 8 and the radial
velocity in Fig. 9. The predicted velocities are compared to
the ratios of the velocity signals to the reference pressure
signals in the frequency domain, normalized by a constant
factor in order to make the comparison of the frequency de-
pendences easier. All the theoretical and experimental veloc-
ity distributions present one main peak and the presented
measurements are restricted to a restricted frequency range
around the maximum in order to optimize its description.
The location of the predicted peaks for the radial velocity
mainly depends on the shear modulus and the location of the
peaks for the radial velocity depends on the shear modulus
and the Poisson coefficient. Under the hypothesis that the
shear modulus does not noticeably vary between both peaks,
it is possible to determine both coefficients from the mea-
surement of the radial and the vertical velocities. A good
agreement for the studied material is obtained for both nor-
mal velocities and for the radial velocity of the bonded layer
for N=80− i12 kPa and �=0.44. The measured peak for the

FIG. 5. Normal velocity, material 1 bonded, new Poisson coefficient �
=0.44,h=5 cm,r=0.5 cm.

FIG. 6. Normal velocity, material 2 bonded, r=h=3.5 cm, prediction
�dashed line�, measured transfer function between the laser velocity signal
and the pressure signal at the end of the tube �solid line�.

FIG. 7. Radial velocity, material 2 bonded, r=16.5 cm,h=3.5 cm, predic-
tion �dashed line�, measured transfer function between the laser velocity
signal and the pressure signal at the end of the tube �solid line�.

FIG. 8. Vertical velocity, material 2 free, r=0.5 cm, h=3.5 cm, prediction
�dashed line�, measured transfer function between the laser velocity signal
and the pressure signal at the end of the tube �solid line�.
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radial velocity of the free layer has not the same shape as the
predicted one, probably because the finite dimension of the
sample. With this material, the main peak for the normal
velocity of the bonded material is not related to the quarter
compressional wavelength resonance but to the main peak of
Fig. 5 but an unambiguous determination of the rigidity pa-
rameters remains possible. Note that for this material, quasi-
static measurements give a Poisson ratio �=0.43 close to the
measurement at audible frequencies, but the quasistatic shear
modulus N=20.5�1− i0.08� kPa is much smaller than the
shear modulus at audible frequencies.

IV. CONCLUSION

The excitation by a point source in air of different
modes of vibration of a porous air saturated layer bonded to
a rigid backing or free on both faces has been studied. The
normal and the radial velocity created by the sound source at
the surface of the structure has been predicted. The distance
from the point source to the point of observation of the ve-
locity is smaller or of the same order of magnitude than the
wavelength in air and the Sommerfeld representation of the
monopole field can provide precise predictions of the veloc-
ity. The manifestations of the shear and the quarter wave-
length resonance, and of the shear and the compressional half
wavelength resonance, can be observed separately without
any processing of the velocity signals. The compressional
resonances appear at a much larger frequency than the shear
resonances, and mainly as a peak in the normal velocity. The
shear resonances appear mainly as a peak in the radial ve-
locity only if the radial coordinate of the point of observation
is sufficiently large. The presence of an extra peak of the
normal velocity for bonded materials with a large Poisson
coefficient at a frequency lower than the one of the compres-
sions resonance can complicate the evaluation of the rigidity
coefficients from the observation of the peaks.

APPENDIX

In what follows we use capital letters to denote the
quantities �xy

s , u̇z
s, u̇z

f, �zz
f , �zz

s , and u̇z
s when the coefficient

exp�ikx sin �� is removed. The new quantities can be written

�xy
s = M111 + M122 + M1333, �A1�

U̇z
s = M211 + M222 + M233, �A2�

U̇z
f = M311 + M322 + M333, �A3�

�zz
f = M411 + M422 + M433, �A4�

�zz
s = M511 + M522 + M533, �A5�

U̇x
s = M611 + M622 + M633. �A6�

The coefficients Mij can be obtained from Eqs. �24�–�29�.
The condition �xy

s =0 leads to

3 = −
M11

M13
1 −

M12

M13
2, �A7�

and U̇z
s, U̇z

f, �zz
f , �zz

s , and U̇x
s can be expressed as functions of

1 and 2,

U̇z
s = �M21 −

M11

M13
M23	1 + �M22 −

M12

M13
M23	2, �A8�

U̇z
f = �M31 −

M11

M13
M33	1 + �M32 −

M12

M13
M33	2, �A9�

�zz
f = �M41 −

M11

M13
M43	1 + �M42 −

M12

M13
M43	2, �A10�

�zz
s = �M51 −

M11

M13
M53	1 + �M52 −

M12

M13
M53	2, �A11�

U̇x
s = �M61 −

M11

M13
M63	1 + �M62 −

M12

M13
M63	2. �A12�

The symbols Tij are defined by the relations

U̇z
s = T111 + T122, �A13�

U̇z
f = T211 + T222, �A14�

�zz
f = T311 + T322, �A15�

�zz
s = T411 + T422, �A16�

U̇x
s = T511 + T522. �A17�

Using the relation ��zz
s = �1−���zz

f gives the ratio s1

=2 /1,

s1 = −
�T41 − �1 − ��T31

�T42 − �1 − ��T32
. �A18�

The surface impedance Zs=−�zz
f / ��vz� is given by

FIG. 9. Radial velocity, material 2 free, r=20 cm, h=2 cm, prediction
�dashed line� measured transfer function between the laser velocity signal
and the pressure signal at the end of the tube �solid line�.
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Zs = −
1

�

�T31 + T32s1�
D

, �A19�

where D is given by

D = �T21 + �1 − ��T11 + s1��T22 + �1 − ��T12� . �A20�

The coefficient 1 related to a unit pressure is given by

1 =
− �

T31 + s1T32
. �A21�

The z component and the x component of the velocity
per unit pressure are given by, respectively,

U̇z
s = − �

T11 + T12s1

T31 + T32s1
, �A22�

U̇x
s = − �

T51 + T52s1

T31 + T32s1
. �A23�

These velocity components are related to a unit pressure,
and they must be multiplied by �1+R� to obtain the velocity
components Vz and Vx per unit incident pressure

1 + R =
− 2�T31 + T32s1�/�

− �T31 + T32s1�/� + DZ/cos �
. �A24�

The component Vz is given by

Vz =
2�T11 + T12s1�

− �T31 + T32s1�/� + ZD/cos �
. �A25�

The component Vx is given by

Vx =
2�T51 + T52s1�

− �T31 + T32s1�/� + ZD/cos �
. �A26�
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Shallow-water propagation experiments were carried out in St. Andrews Bay, Florida. These
investigations used a vertical one-dimensional synthetic array measurement system where two
hydrophones incrementally mapped the acoustic pressure from 2 m below through 2 m above the
sand-water interface. A broadband �1 to 12 kHz� chirp was used to insonify the water channel. The
source to receiver distance was varied and included measurements at 20, 30, 50, 70, and 90 m.
These measurements quantified the acoustic pressure above and below a sandy bottom and the
results are presented along with frequency analysis, temporal impulse analysis, and wave number
analysis. To obtain a better understanding of the results, the measurements are compared to two
numerical models. The first model is a temporal ray path prediction of sound propagation in the
water channel. The second model, range-dependent acoustic model �RAM�, based on a parabolic
equation, predicts the sound propagating in a water channel with a sandy bottom. The experimental
results agreed well with both numerical predictions in the water column. However, the measured
acoustic energy in the sandy bottom was different from the prediction by RAM, which assumed a
smooth air-water and water-bottom interface and a point source. © 2007 Acoustical Society of
America. �DOI: 10.1121/1.2372449�
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I. INTRODUCTION

We present a series of acoustic propagation measure-
ments designed to study and quantify the pressure just above
and below a sand-water interface in a littoral environment.
The primary motivation for this work is to develop tech-
niques that detect and identify proud and buried objects in
sandy, shallow-water regions. To facilitate this development,
it is essential to understand the physics of sound propagation
within a shallow-water channel and how the acoustic pres-
sure changes with increasing range above and below the
sand-water interface.

To date there are numerous investigations of sound
propagation in shallow water for frequencies above
20 kHz,1–7 and there are several studies of shallow-water
propagations for frequencies below 1 kHz.8–21 However,
there are only a few investigations of sound propagation in
the 1 to 12-kHz band.22–27 This frequency band offers several
distinct advantages over the higher and the lower frequency
ranges. Most targets of interest in littoral environments are
on the size of meters. Therefore, for frequencies above
1 kHz, the target is in the Kirchhoff scattering region, ka

�1. For lower frequencies, where ka�1, Rayleigh scatter-
ing physics makes it difficult to detect targets. For higher
frequencies, above 20 kHz, those traditionally used for
acoustic imaging, the propagation range is limited. The 1 to
12-kHz band provides for good backscattering from targets
with dimensions on the order of meters, while still facilitat-
ing long-range propagation.

Previous work in St. Andrews Bay24,25 showed the ef-
fectiveness of a synthetic array technique in quantifying
sound speeds and attenuations in the first 2 m of a sandy
bottom. This experiment quantified the total acoustic pres-
sure above and below a sandy bottom that propagates in the
shallow-water channel. To study the propagation of the
acoustic pressure in a shallow-water channel, a system was
built that would minimally disturb the measurement area.
The advantage of this system24,25 is the minimal impact on
the immediate area surrounding the insertion of a single hy-
drophone into the bottom. Also, with only one small hydro-
phone inserted into the bottom, there is no self-noise due to
scattering from nearby hydrophones or scattering from the
support hardware, such as other electronic cables and pream-
plifiers. Although surface roughness is still an issue for scat-
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tering, St. Andrews Bay was chosen because there is very
little current and wave action and thus very little ripple for-
mation on the sandy bottom. In this environment, the experi-
ment can address the feasibility of a synthetic array system
for measuring propagation in a shallow-water channel as
well as measure the sound energy in the bottom as a function
of distance from the source. This synthetic array system was
also developed to provide acoustic information without ex-
tensive measurements of all the surrounding environmental
parameters that are usually needed to predict the acoustic
pressure in the bottom. Instead, the synthetic array system
can be used to quickly measure the sound pressure at any
location, for example next to a proud or buried target, with a
minimum of disturbance to the immediate area. As a second-
ary issue, these experiments were designed to measure
slower compressional waves, propagating in the sandy bot-
tom, that are predicted to occur for subcritical insonification
of sandy bottoms. Previous work by Chotiros28 suggested a
second slower compressional wave exists in a sandy bottom,
but was not measured in sound-speed measurements made
by Simpson24,25 in previous St. Andrews Bay experiments.
Some conjecture has been put forth that the slower compres-
sional wave will only be seen for subcritical insonification of
the bottom. The results of the subcritical compressional
acoustic pressure in this bottom will be discussed in detail
later in the paper.

The investigations presented in this paper are focused on
quantifying the pressure above and below the sand-water in-
terface as sound propagates in a shallow-water channel. The
horizontal source-to-receiver distance was varied from 20 m
up to 90 m. The measurements were conducted in St. An-
drews Bay, Florida, in a �6-m-deep water channel above a
sandy bottom. The sandy bottom had no ripple structure and
the surface topography was consistent with random biologi-
cal activities. The measurement site was chosen in an area
where the depth varied less than a meter over the 100-m
measurement range. The overall water depth varied over the
course of the day due to tides and ranged from 6 to 7 m.
Some environmental parameters were measured at the site
and are referenced in a publication by Simpson et al.25 that
detailed a set of bottom penetration experiments that quanti-
fied sound speeds and attenuations in this sandy bottom for
insonification normal to the bottom.

The shallow-water acoustic propagation is measured
above and below the sandy bottom using a synthetic array.
The data are analyzed in the time domain, frequency domain,
and wave number domain. The experimental data are com-
pared to two different numerical models. The first is a simple
ray model of sound propagating though the water column.
The second uses the parabolic equation to predict the sound
propagating in both the water channel and the sediment.

This paper is focused on reporting the experimental re-
sults. Some idealized numerical models, along with other
analysis techniques described later in the paper, are used to
gain insight into the experimental results. However, the nu-
merical models are not the focus of this paper and the ideal-
ized environmental conditions assumed for the calculations
were chosen only to aid in the understanding of the measured
results. A more robust set of environmental conditions in-

cluding interface roughness, bottom inhomogeneities, water
column variations, and surface wave motion would need to
be included to conduct a more precise numerical study. How-
ever, extensive measurements of these physical parameters
were cost prohibitive and outside the objectives of the mea-
surement exercise. Thus, this level of numerical investigation
is also outside the scope of this experimental paper.

The remainder of the paper will address the experimen-
tal system and setup in the next section. The following sec-
tion will discuss the measurements and the last section will
be a discussion of the experimental results. This will in-
cluded time, frequency, and wave number analysis along
with comparisons to a ray model and to range-dependent
acoustic model �RAM�.

II. MEASUREMENT SYSTEM AND SETUP

The measurement system consists of a low-frequency �1
to 12 kHz� source �Fig. 1�a�� and two hydrophones mounted
to a robotics system �Fig. 1�b�� that are used to synthesize a
vertical array. The measurement system was set on a sandy
bottom in St. Andrews Bay, Florida, �Fig. 1�c��. The water
depth was approximately 6.5 m and the source was mounted
2.6 m above the sandy bottom. This system was used to map
the pressure at 20, 30, 50, 70, and 90 m from the source. Two
of the hydrophones were mounted to a thin �1.3 mm�
stainless-steel cable. These hydrophones were mounted
2.0 m apart and the cable was attached to a vertical linear
robot. The system was designed to have one hydrophone
buried in the sandy bottom �initially 2 m below the sand-
water interface� and the second hydrophone mounted 2 m
above the buried hydrophone �initially at the sand-water in-
terface�. Using the vertical robot, both hydrophones were
pulled up 2 m in 10-cm increments for the 20-, 30-, and 50
-m measurements and 5-cm increments for the 70- and 90
-m measurements. In this way, a 4-m synthetic array was
formed to map the pressure normal to the sand-water inter-
face. A third hydrophone was mounted to the bottom of the
robotics stage and remained stationary throughout the syn-
thetic array measurements to provide measurement stability
data.

The overall measurement system consists of a vertical
robotics stage and a frequency source mounted above the sea
floor, as shown in Fig. 1�c�. The receiver system consists of
a 5.5-m-long aluminum I-beam that is mounted 3.7 m above
the bottom on “A-frame” legs shown in Fig. 1�b�. A 3-m
vertical robot is mounted to the A-frame and is used to pull a
buried hydrophone up through the bottom.25 The source is
mounted atop a tower with a pitch and yaw robotics system
that is used to control the direction of the transducer, shown
in Fig. 1�a�. The angles range from 7.4° to 1.7°, measured up
from the sand-water interface to a line drawn from the source
to insertion point of the hydrophone array, and the horizontal
source-to-receiver distances range from 20 to 90 m. The
critical angle for this sand-water interface is approximately
25°, for a water speed of 1535 m/s and a bottom speed of
1700 m/s; thus, all these measurements are far below the
critical angle for the direct ray path from the source to the
insertion point of the receiver.
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Note that this 25° critical angle is different than the
�27° angle reported by Simpson et al.25 This difference is a
result of the dispersion in the wave speed measured in the
sandy bottom. For frequencies above 20 kHz the sound
speed25 is nominally 1720 m/s and for frequencies below
20 kHz the sound speed25 is nominally 1700 m/s.

Divers are used to set the measurement system on the
seafloor and bury the hydrophone with a water jet. The water
jet consists of a stainless-steel tube with a 1.9-cm outer di-
ameter that is 3 m long. Typically, at each new site, the water
jet is first inserted into the bottom without the hydrophone to
clear a pathway for the hydrophone. Care was taken in this
process to insure that the water jet system is free of air
bubbles. Once the path is cleared to approximately 2.5 m
below the sand-water interface, the hydrophone is inserted
with the water jet. The water jet is then removed and the
sand-water interface is shaped to its original contour. This
burial technique is identical to that used for previous
measurements,24,25 and minimally disturbs the sediment,
which solidifies immediately after the water jet is turned off.
Laboratory and at-sea tests show that acoustically the af-
fected sediment, from the water jet, is indistinguishable from
the surrounding media within the few minutes it takes the
divers to clear the area and for the measurements to start.

Cables from the deployed measurement system are used
to connect the underwater electronics with shipboard control
and data acquisition systems.25 In the measurements reported
here, the computer outputs a shaped chirp that is bandpass
filtered using an Ithaco 4302 set at 250 Hz high pass and
12.5 kHz low pass. The filtered signal is amplified using an
Instruments Inc. model L6 power amplifier that drives the
source.

The hydrophone �a Celesco LC10� was connected to a
preamplifier with a gain of 10 �20 dB�. The signal is further
amplified with an Ithaco 1201 that provides gains of 20 to
200. The signal was bandpass filtered using an Ithaco 4302
filter set to 250 Hz high pass and 12.5 kHz low pass and then
digitized. For the measurements reported here, 36 ensembles
were recorded for each hydrophone position in the synthetic
array.

The data acquisition system and robotics system are
identical to the system used by Simpson et al.25 The source
�a USRD type G34 transducer� was configured to produce a
4-ms-long chirp with a bandwidth of 1 to 12 kHz. Figure
2�a� shows the temporal response and Fig. 2�b� shows the
frequency response of the source-receiver system normalized
to 1 m. This reference measurement was made in a pool
laboratory at NRL.

III. MEASUREMENTS

Using the measurement system, a synthetic vertical ar-
ray mapped the acoustic pressure from 2 m below through
2 m above the sand-water interface. At each receiver position
36 pings were recorded before the hydrophone was pulled up
through the sand or raised in the water column. The en-
semble data were acquired over �36 s and analyzed for tem-
poral stability and coherence. The ping-to-ping variability for
each point was typically less than a few percent. As a result
of this good temporal stability, the ensemble was averaged
with no further processing. The entire data acquisition for a
single synthetic array required between �20 min for the 20-,
30-, and 50-m measurements and �40 min for the 70- and
90-m measurements. Figure 3 shows the frequency response

FIG. 1. �Color online� The measurement system and configuration used in St. Andrews Bay. �a� is a picture of the source tower and the source that was used
for the measurements; �b� is a picture of the receiver system including the aluminum backbone and the vertical robot. �c� is a diagram of the measurement
configuration set on the sandy bottom of the bay.

J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 Simpson et al.: Sound propagation measurements in littoral environments 87



of the pressure 50 m from the source. The horizontal axis of
Fig. 3 is frequency and the vertical axis is the distance above
and below the sand-water interface. The bottom was rela-
tively undisturbed except for a small area where the hydro-
phone was water-jetted into the bottom. Figure 3�a� clearly
shows a measurable amount of energy in the first 2 m of the
bottom for frequencies below 3 kHz and very little measur-
able energy in the bottom for frequencies above 3 kHz. The
insonification angle of the direct ray, at the insertion point, is
3.0°, well below the 25° critical angle.

In the first 2 m of the water column �Fig. 3�a�� there is
energy throughout the 12-kHz band of the measurement. The
interference pattern in the water column will be discussed in
more detail later and is a result of the multiple paths the
sound travels in this littoral waveguide, as depicted in Fig.
3�b�.

The 50-m measurement is shown as a typical measure-
ment because it lies in the middle of the 20 to 90-m range.
Some results from the other measurements will be discussed
later in the paper and will be used to emphasize specific
points. Notable differences in the experimental procedure
used for these measurements include the fact that the record
lengths were increased with increased range, and the number
of array points was doubled for the 70 and 90-m ranges.

IV. DISCUSSION

A. Temporal measurement analysis

These measurements were designed to quantify the 1 to
12-kHz pressure near the sand-water interface. We studied
the pressure, relatively close to the source �under 100 m�, to
quantify the energy both in the bottom and in the water col-
umn that would scatter from buried, half buried and proud
objects.26,29

Figure 4�a� shows the bandlimited �1 to 12 kHz� im-
pulse frequency response of the pressure measured 50 m
from the source and 30 cm above the bottom. Here, the mea-
sured frequency response is normalized by the free-field
source-receiver frequency response measured in the NRL
pool laboratory. This transfer function �Fig. 4�a�� is the band-
limited impulse frequency response of the water channel. We
also show the temporal bandlimited impulse response of the
water channel �Fig. 4�b��, where the impulse frequency re-
sponse is inverse Fourier transformed to time and filtered
using an FIR to remove out-of-band noise. This bandlimited
impulse response has the temporal resolution to distinguish
individual pulses for each ray path in the water column. The
physics of this will be discussed in the next two sections,
where the experimental results will be compared to two mod-
els. The first is a simple physics-based ray model of a homo-
geneous water column. The ray model provides direct insight
into the nature of this bandlimited water channel response. A
second, more sophisticated, parabolic equation model is also
compared to these measurements.

B. Ray model comparison

The first model to be compared to the experimental data
is based on the simple concept of ray paths. The first three
paths from the source to the receiver are shown in Fig. 3�b�.

FIG. 2. The free-field temporal and frequency response of the source-
receiver system normalized to a 1-m separation. The temporal response
shown in �a� is the measurement of a 4-ms-long chirp designed to provide a
response from 1 to 12 kHz. �b� is the frequency response of the source-
receiver system to the chirp measured at an NRL pool laboratory.

FIG. 3. �Color online� �a� is the frequency response from 2 m above through
2 m below the sandy bottom for the receivers set 50 m horizontal range
from the source. The bottom diagram �b� shows the measurement configu-
ration on the seafloor for these 50-m data and shows the first three ray paths
to the receiver array.
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The path lengths to the receiver increase with each bounce
off an interface; thus, the temporal pulses associated with
each path should arrive at different times. In addition there is
an associated phase shift with each reflection off the air-
water interface, and a similar phase shift for reflections off
the sand-water interface that is calculated using
Brekhovskikh.30 Spherical spreading is assumed for each ray
path and the amplitudes for each path are adjusted for the
total distance to the receiver. Both the sandy bottom and the
air-water interface are assumed to be flat for the calculations.

Figure 5 shows the same temporal response shown in
Fig. 4�b� with an overlay of the superposition of impulses
generated from the ray model. In Fig. 5, the first time arrival,
just before 31 ms and designated with a D �direct�, is asso-
ciated with the direct path between the source and the re-
ceiver, shown in Fig. 3�b�. The next time arrival, B �bottom�,
is associated with the path that includes a single bounce off
the bottom, shown in Fig. 3�b�. Here, the phase is nearly
180° from the direct path due to the subcritical reflection off
the sand-water interface.30 The next ray path, S �surface�, is

the single reflection off the air-water interface, shown in Fig.
3�b�. There is also an 180° phase shift due to the pressure
release boundary conditions of the air-water interface. In Fig.
5, the air-water bounce is then immediately followed by an
additional bounce off the sand-water interface back to the
receiver, SB �surface-bottom�. Since this measurement point
is only 30 cm above the bottom, there is very little temporal
separation between these two paths; however, there is a
phase shift due to the additional interaction with the bottom.

The next two time arrivals, between 32 and 33 ms, are
associated with multiple bounces. The fifth arrival, BS
�bottom-surface�, corresponds to one bounce off the bottom
and one bounce off the air-water surface before reaching the
receiver. This is immediately followed by a second arrival
from a bounce off the sand-water interface back to the re-
ceiver, BSB �or B2S1�. The last time arrivals modeled in Fig.
5, between 34 and 35 ms, are for a ray path that reflects off
the surface, then off the bottom, then off the surface and then
to the array, SBS �or S2B1�, and then the next ray that re-
flects off the bottom, SBSB, which is designated in Fig. 5 as
S2B2 for two surface and two bottom interactions. This
simple ray model, shown in Fig. 5, predicts the first eight ray
paths. The data indicate that subsequent paths with more
interface interactions result in very little additional energy at
the 50-m range. As the number of bounces from the two
interfaces increases, the associated ray paths form a steeper
angle with the bottom. As this angle surpasses the critical
angle, part of the energy from the ray is refracted into the
bottom.25 These ray paths with bottom insonification angles
greater than the critical angle quickly attenuate in the water
column due to this refracted energy. Also note that as the
grazing angle increases, the phase shift due to the bottom
interaction decreases. Thus, the first ray reflecting off the
bottom, B, has a nearly 180°degree phase shift, as do the
next two rays, S and SB. However, the BS and BSB rays have
a grazing angle just below the critical angle that results in a
phase shift due to the reflection off the bottom that is much

FIG. 4. �a� shows the water channel frequency response for a bandlimited
impulse 50-m horizontal range from the source and 30 cm above the bottom.
�b� shows an FIR filtered bandlimited temporal impulse response for the
same 50-m source-receiver location.

FIG. 5. �Color online� A comparison between the measured temporal im-
pulse response and a ray model prediction of the same 50-m source-receiver
location discussed in Fig. 4. The red line is the measured temporal response
and the blue line is the ray model prediction.
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less that 180°. These relative phase shifts are accounted for
in the ray model and agree well with the measured data.

This type of calculation allows the study of each ray
path separately with a limited knowledge of environmental
physical parameters. These parameters are shown in Table I.
The numerical prediction was adjusted to match the experi-
mental measurement by varying only two parameters, the
source-to-receiver distance and the water depth. The source-
to-receiver distance was varied until the direct pulse, D, of
the numerical and experimental data matched. The water
depth was then changed until the third pulse, S, resulting
from a single reflection off the air-water interface, was
aligned. Both parameters were within the error associated
with the initial alignment of the system and the variation of
water depth due to tides.

This simple model, which included the phase shift due
to the reflections off either the bottom or the surface of the
water channel, provides a good predictor of the acoustic
pressure in the relatively stable environment of St. Andrews
Bay. It has worked especially well for the relatively short
range of these measurements, 20 m through 90 m, and pre-
dicted the amplitude and phase of the initial pulses within
2 dB. The difference between the ray model and the experi-
ment can be accounted for with experimental error and sug-
gests that the experimental error is within 2 dB. Also note
that the later time arrivals, S2B2 in Fig. 5, have the largest
differences between the ray model and the experiment. In the
experiment, the air-water surface was moving due to wave
actions, and the measurement shown in Fig. 5 is a coherent
average of 36 pings. Although the water column was stable,
within a few percent for the direct ray, D, the coherence from
ping to ping degrades with each interface interaction, espe-
cially with the air-water interface. Thus, the assumption of a
smooth flat surface and bottom becomes less valid for the
later time arrivals, which are a result of more interface inter-
actions. However, the model does provide great insight into
the basic physics of the propagation in the water channel of
St. Andrews Bay and validates the experimental approach
being implemented with this experimental technique. This
version of the ray model does not calculate the energy in the
sandy bottom. To model the energy in the bottom, RAM will
be used and the results will be discussed in the next section.

C. Range-dependent acoustic model comparison

To better understand the physics of this littoral environ-
ment, especially the acoustics at and below the sand-water

interface, a comparison with a parabolic equation �PE�-based
model will be made. The PE algorithm was developed by
Collins33 and is based on a split-step Padé solution.31,32 The
code is programed in FORTRAN and is named the range-
dependent acoustic model �RAM�. The details of the algo-
rithm are referenced in the literature31–37 and the inputs to the
code used for these measurements are listed in Table II.

The 50-m data are modeled first, and shown in Figs.
6�b� and 7�b�. The 90-m data were also modeled and the
results are shown in Figs. 6�d� and 7�d�. There are several
advantages to the RAM prediction over the ray model pre-
dictions. These advantages include modeling both the water
column and the sandy bottom, incorporation of sound-speed
variations in the water column, and the capacity to model
inhomogeneties in the bottom and along the sand-water in-
terface. The only drawback of RAM is the larger amount of
computation time required for each data set. However, for
the assumptions used for these calculations, of a smooth air-
water surface and a smooth and level sandy bottom, the com-
putational times are not significant. The comparison of the
RAM prediction to the experimental data is shown in Figs. 6
and 7.

Figure 6 shows the phase of the pressure with respect to
frequency and depth using a logarithmic color scale for the
amplitude. These figures are made by plotting the sign of the
real part of the data multiplied by 20 log10 of the normalized
magnitude of the data. This plot provides a large dynamic
range, 30 dB, while still giving phase information. The data
displayed in Fig. 6 show that the wavefronts in the water
column are nominally a superposition of a few waves, from
slightly different insonification angles. The direct ray from
the source to the receiver is dominant and is followed closely
by the first bounce off the bottom �Fig. 3�b��. However, the
angles for both these rays are less than 3°, and thus appear

TABLE I. The physical parameters used for the ray model prediction of the
50-m data.

Physical parameter Value

Water sound speed 1537 m/s
Water density 1026 kg/m3

Bottom sound speed 1720 m/s
Bottom density 2070 kg/m3

Bottom attenuation 5.46 dB/�

Water column depth 6.75 m
Range 47.55 m
Source height 2.6 m
Hydrophone height 0.3 m

TABLE II. The physical parameters used for the RAM calculation.

Physical parameter Value

Frequency range 0.5–10 by 0.050 kHz
Source depth 4.3 m
Receiver depth 4.6–9.2 m
Maximum range 50 or 90 m
Range step 0.75 m
Maximum water depth 24 m
Depth grid spacing 0.10 m
Reference sound speed 1537 m/s
Bathymetry range 0.0 m to 90 m
Bathymetry depth 6.9 m
Depth of profile points/
sound speed

1.0 m/1535.8 m/s
2.0 m/1535.8 m/s
3.0 m/1537.0 m/s
4.0 m/1538.0 m/s
5.0 m/1539.5 m/s
5.8 m/1539.8 m/s
6.1 m/1539.5 m/s

Sediment sound speed 1702 m/s
Sediment density 2035 kg/m3

Sediment attenuation Variable
0.8 dB/� at 1 kHz to 0.5 dB/� at 10 kHz

Pade terms 8
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planar over the 2-m aperture of the array at the lower fre-
quencies, below 2 kHz. As the frequency increases, the slight
angles of these first two rays along with the energy from the
first air-water interface and possibly the next few ray paths
manifest themselves in an interference pattern seen in the
phase above 2 kHz.

This interference pattern of the first few ray paths in the
water column can be contrasted with the phase seen in the
bottom. The phase fronts in the bottom are nearly vertical
below 3 kHz, propagating perpendicular to the sand-water
interface, and have more of a slope above 3 kHz, especially
in the RAM predictions; however, the phase displays none of
the interference pattern associated with multiple ray paths
having nearly equal amplitudes. For the energy in the bottom
below 3 kHz, the vertical phase fronts indicate that the re-

gion is dominated by evanescent waves. For the energy
above 3 kHz, the slanted wavefronts indicate the traveling
waves are dominant in the bottom. Also note that for this
measurement, there is a sharp transition of the measured en-
ergy at 3 kHz in the bottom while the RAM prediction has a
smoother decrease of energy penetrating into the bottom as
the frequency increases. Both the measurements and the pre-
dictions indicate deeper penetration of energy into the bot-
tom at lower frequencies versus higher frequencies, with
3 kHz being the nominal upper frequency for energy pen-
etration into the bottom greater than 0.5 m. This is important
for insonification of nearly flush-buried objects on the size of
meters. The frequency analysis is remarkably similar for
both the 50 and the 90-m sites. This apparent transition of

FIG. 6. �Color online� Logarithmic phase plots of the
measured data and RAM predictions for both 50 and
90-m measurement locations. �a� is the logarithmic
phase plot for the measured acoustic pressure 2 m
above and below the bottom and 50 m from the source.
�b� is the RAM prediction of the pressure at the 50-m
location. �c� is the logarithmic phase plot for the mea-
sured acoustic pressure 90 m from the source and 2 m
above and below the sand-water interface. �d� is the
RAM prediction of the pressure at the 90-m location.

FIG. 7. �Color online� The temporal plots of the mea-
sured data and RAM prediction for both 50 and 90-m
horizontal range from the source. �a� is the time plot for
the measured acoustic pressure 50 m from the source
and 2 m above and below the bottom. �b� is the RAM
prediction of the pressure at the 50-m location. �c� is the
time plot for the measured acoustic pressure along 90 m
from the source. �d� is the RAM prediction of the pres-
sure at the 90-m location.
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energy in the bottom around 3 kHz will be discussed in more
detail after a brief discussion of the temporal response, both
in the water column and in the bottom.

Temporal analysis of the same four data sets is shown in
Fig. 7. The frequency data, shown in Fig. 6, are inverse
Fourier transformed to the time domain and the temporal
data are filtered with an FIR filter to remove out-of-band
noise. Figure 7 shows the bandlimited temporal impulse re-
sponse in the water channel and in the sandy bottom for the
50 and the 90-m sites. The RAM predictions show, from left
to right, the direct incident wave, D, quickly followed by the
first bottom bounce, B, at around 31 ms for the 50 m case
�Figs. 7�a� and 7�b�� and around 57 ms for the 90-m case
�Figs. 7�b� and 7�d��. The first four ray paths are shown and
labeled in Fig. 3�b�. The next impulse is the air-water reflec-
tion, followed closely by the subsequent reflection off the
bottom and back to the hydrophone, S and SB, respectively.
The subsequent bounces, after 32 ms for the 50-m case and
58 ms for the 90-m case, include multiple bounces off both
the air-water surface and the sandy bottom, BS and BSB, SBS
and S2B2, B2S2 and B3S2, and S3B2 for Figs. 7�a� and 7�b�
and additionally, S3B3, B3S3, B4S3, and S4B3 for the 90
-m case shown in Figs. 7�b� and 7�d�.

Generally the RAM predictions agree well with the mea-
sured data at the 50 and 90-m sites. Direct and detailed com-
parison between the 50-m experiment and RAM prediction
of the first three rays that interact with the bottom �D /B�,
�S /SB�, and �BS /BSB�, shown in Figs. 7�a� and 7�b�, provide
excellent agreement, as did the ray model in the water col-
umn. This agreement between the experiment and RAM ex-
tends into the bottom for these first three bottom interactions,
and detailed analysis of the amplitudes of these rays show
that the difference is less than 2 dB. The early time arrivals
provide the bulk of the energy in the water column and thus
dominate the later time arrivals, which have less energy, es-
pecially in the experimental data.

Direct comparison of the later time arrivals �SBS /S2B2,
B2S2/B3S2, etc.�, in the 50-m data, �Figs. 7�a� and 7�b��,
show that the experimentally measured amplitudes are sig-
nificantly smaller than the RAM prediction. This is also true
in the ray model comparison shown in Fig. 5. There are two
contributing factors to this result. First, the source is a piston
source that is omnidirectional at 1 kHz, but becomes direc-
tional, with a ±20-degree beam pattern �3 dB down� at
10 kHz. The effect of this beam pattern is that less energy is
put into the higher angle rays than into the direct rays. The
later time arrival rays such as SBS in the 50-m data or S3B2
in the 90-m data have insonification angles greater than 25°,
which suggests that the amplitude of these rays will be less
due to the directionality of the source. The RAM prediction
assumed a point source and thus overestimates the energy of
the experiment for these higher order, later time arrival rays.
Although the RAM model could be modified to include the
source directionality, it is not the primary purpose of this
paper to conduct a detailed numerical study of the experi-
ment, but rather to understand the experimental results, for
which RAM has been an invaluable tool.

The second factor contributing to the difference between
the experiment and RAM prediction is a result of coherently

averaging the 36 pings that are measured at each hydrophone
location. The ping-to-ping temporal variability is less than
2% for these measurements. Since the majority of the energy
reaching the hydrophone is in these early time arrivals, this is
a valid way to analyze the data. However, the later time
arrivals, SBS and later for the 50-m measurements and S3B2
and later for the 90-m measurements, have less energy than
the earlier time arrivals and thus did not impact the initial
temporal stability analysis conducted for this data. However,
the air-water surface was not stationary during these experi-
ments. Wave heights were estimated to be less than a 10
-cm rms for these measurements. This random rough surface
would affect the coherence of the rays with each interaction
of the air-water surface. Thus, these later time arrivals would
have less coherence and the averaging of the 36 pings will
reduce the amplitude as frequency and number of surface
interaction increase. Both the incoherence and directionality
combine to reduce the energy of each time arrival in the
experiment as compared with the RAM model. It is easily
seen in Fig. 5 and Figs. 7�a� and 7�b�, for the 50-cm data,
where the predicted amplitude of the SBS and S2B2 ray is
substantially larger than the experimental data and in the
90-m data, Figs. 7�c� and 7�d�, where the predicted S3B2 and
later rays are considerably larger than the experimental data,
both in the water column and in the sandy bottom.

This lower amplitude of the later time arrivals, SBS and
later in the 50-m data, and S3B2 and later in the 90-m data,
clearly manifests itself in the sandy-bottom frequency do-
main data, shown in Fig. 6. The sharp transition in the sandy
bottom at 3 kHz for the experimental data is a result of the
later time arrivals having lower amplitudes in the water col-
umn and thus less energy penetrates into the bottom than
predicted by RAM.

To better understand and to better compare and contrast
the models and the measurements, it is useful to do a detailed
analysis of the predicted energy versus the measured energy
in the sandy bottom.

D. Bottom analysis

Of interest is the amount of energy in the bottom asso-
ciated with each bounce. Note that for the first three impulses
that interact with the bottom in the 50-m data, shown in Figs.
7�a� and 7�b�, the energy in the bottom extends down per-
pendicularly to the sand-water interface. Also note, for the
first three acoustic bottom interactions of the 50-m data, the
energy in the bottom increased for each subsequent interac-
tion. Each bounce is associated with an increasing number of
interface interactions, and each higher number interaction re-
sults in an increase in the incidence and reflection angle,
measured from the interface. Brekhovskikh30 predicts that
the amplitude of the evanescent field increases with the inci-
dence angle for below critical angle insonifications. Note that
for the fourth interaction �SBS /S2B2�, of the acoustic wave
with the bottom, around 35 ms in the 50-m data �Figs. 7�a�
and 7�b��, the energy in the bottom is no longer perpendicu-
lar to the sand-water interface. This suggests that the insoni-
fication angle at the sand-water interface is now above the
critical angle and that energy is refracted through the inter-
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face creating a traveling wave in the bottom. The angle of
incidence for each ray path is easily obtained using the ray
model. The fourth and fifth bottom interactions �at 35 ms
�SBS /S2B2� and 37 ms �B2S2/B3S2�, respectively�, have
calculated incidence angles of 27° and 32°, respectively. The
critical angle is 25.6° with a water speed of 1535 m/s and a
bottom sound speed of 1702 m/s. From the RAM prediction
of the 50-m data, Fig. 7�b�, energy is refracted into the bot-
tom for all acoustic interactions that arrive after 34 ms.

This same transition can be observed in the 90-m data,
shown in Figs. 7�c� and 7�d�. However, for the 90-m data the
first five interactions with the bottom are subcritical, before
62 ms �D-B3S2�, while the subsequent interactions, after
62 ms �S3B2-S4B3�, are above critical angle interactions.
Note that in both data sets, the energy remains trapped in the
water column as long as the insonification angle with the
bottom is below the critical angle. However, once the insoni-
fication is above the critical angle, the energy in the subse-
quent bounces reduces quickly as energy is refracted into the
bottom.

Also note the differences between the predicted 90-m
result and the measured 90-m results between 62 and 65 ms.
The sixth and seventh bottom interactions �S3B2/S3B3 and
B3S3/B4S3� predicted by the RAM model, Fig. 7�d�, arrive
sooner than the measured impulses. The experimental result
shows that the sixth bounce �S3B2/S3B3� �Fig. 7�c��, arrives
half a millisecond after the predicted arrival, Fig. 7�d�, and
using the slope �the impulse in the bottom lags in time as the
depth increases� and attenuation �the amplitude does not de-
crease exponentially with depth� of the associated energy in
the bottom, the insonification angle is above the critical
angle. The seventh arrival �B3S3/B4S3�, in the experiment
�Fig. 7�c��, is also later than the predicted value �Fig. 7�d��,
and again both the predicted and measured results suggest
that the insonification angle is above the critical angle. The
RAM prediction assumes a perfectly flat and level sand-
water interface and air-water interface, neither of which ex-
isted at the measurement site. A slight increase in water
depth over the 90-m range could account for the longer times

seen in the experiment. However, the RAM prediction is still
reasonable and gives us greater insight into the physics of
these shallow-water environments.

Although the RAM prediction agrees well with the mea-
sured data, especially the strong temporal responses from the
previously discussed ray paths in the water column, it does
not predict some of the lower level energy observed in Figs.
7�a� and 7�c�. The experimental and numerical data were
processed and filtered identically, so the differences are re-
lated to physical mechanisms rather than data processing
anomalies. These physical mechanisms include the wave ac-
tion at the air-water interface, making the acoustical waves
less coherent, as well as the rough bottom scattering of the
acoustic wave with each subsequent surface interaction. Fi-
nally, velocity variability and inhomogeneities in the water
column and the sandy bottom could also produce scattering.
Thus, there is measured energy in the bottom �Figs. 7�a� and
7�c�� not specifically associated with a ray interacting with
the bottom. This energy is not predicted by RAM �Figs. 7�b�
and 7�d��. Some of this additional measured energy is possi-
bly due to scattering from interface roughness and inhomo-
geneity in the bottom. To better understand these experimen-
tal results, especially some of the lower level energy, wave
number analysis will be conducted and discussed.

E. Wave number analysis

The measurements consist of equally spaced array ele-
ments that can be spatially Fourier transformed into the wave
number–frequency domain. Figure 8 shows the wave number
analysis for both the water column and buried array of the
50-m impulse frequency response data shown in Figs. 6�a�
and 6�b�. The horizontal axes represent wave numbers, in
radians/meter, with the positive wave numbers representing
energy moving down, toward the sand-water interface in the
water column or away from the sand-water interface in the
bottom. The negative wave numbers indicate energy moving
up the array. The vertical axes represent frequency, in kHz.

FIG. 8. �Color online� The measured and RAM pre-
dicted wave number–frequency response at 50-m hori-
zontal range from the source. �a� �measured� and �c�
�predicted� are the water channel band limited impulse
responses. �b� �measured� and �d� �predicted� are the
bottom bandlimited impulse responses. The positive
wave numbers indicate energy moving down, or into
the bottom. The negative wave numbers indicate energy
moving up, or out from the bottom.
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Figures 8�a� and 8�c� represent the water-column array and
Figs. 8�b� and 8�d� represent the buried array.

For the water column array �Figs. 8�a� and 8�c��, the
trace velocities associated with several ray paths are indi-
cated by lines overlaid on the figures. The black line, with
the highest trace velocity, indicates the ray path, D, directly
from the source to the center of the receiver array. The
dashed blue line, B, just to the left of the black solid line in
Figs. 8�a� and 8�c�, is the first bottom bounce to the center of
the array. The length of the array is 2 m, which limits the
wave number resolution of this plot. However, at the 50-m
site, enough wave number resolution exists to distinguish all
the ray paths to the array. The ray path, S, from a single
reflection off the air-water interface is indicated by the dot-
dashed blue line just to the right of the black line in Figs.
8�a� and 8�b�. The dashed peach line on the left indicates the
trace velocity of the ray path, SB, associated with a single
air-water reflection and a single bottom reflection. This is
followed by the dot-dashed peach line on the right of Figs.
8�a� and 8�c� that is a ray path, BS, with first a bottom
bounce then an air-water reflection. Finally, there is the
dashed orange line on the left of Figs. 8�a� and 8�c� repre-
senting a ray path, BSB, that reflects off the bottom, off the
air-water interface, and then off the bottom. The dot-dashed
orange line on the right of Figs. 8�a� and 8�c� indicates the
trace velocity of the ray path, SBS, that reflects of the sur-
face, off the bottom, and then off the surface.

The 50-m water column measurement clearly shows
several waves insonifying the array from different angles.
The insonification angles associated for each line overlaid on
Figs. 8�a� and 8�c� were calculated from the ray model. The
trace velocity seen by the array is directly related to the angle
of the wave on the array by ct=cw / cos���, where cw
=1535 m/s and � is measured from the sand-water interface.

The comparison of Figs. 8�a� and 8�c� shows that the ray
calculation matches the RAM prediction very well. Note that
the RAM prediction was only calculated up to 10 kHz,
where the measurement frequency range is 1 to 12 kHz. Both
the measured data and the RAM prediction show that the
vast majority of the energy in the water column, at 50 m
from the source, is in the first few rays propagating through
the water channel. The higher order paths associated with
more interface reflections contribute a small percentage of
the total energy.

Of equal interest to the energy in the water column is the
energy measured in the bottom. Recall that the first three
bottom bounces �D ,S ,BS�, for the 50-m site, Figs. 7�a� and
7�b�, are subcritical angle insonifications, with the subse-
quent interactions having above critical angle insonification.
Figure 8�b� is the experimental wave number–frequency re-
sponse in the bottom and Fig. 8�d� is the RAM prediction in
the bottom. Note that evanescent energy should manifest
along the k=0 region of the plot, in contrast to traveling
waves that will have an associated trace velocity. Figure 8�b�
shows that the majority of energy, below 3 kHz, measured in
the bottom is along the k=0 line, as indicated by the black
solid line. However, the RAM predicts less energy along the
k=0 line below 3 kHz.

In addition to this k=0 energy, especially above 3 kHz,

is energy that has an associated trace velocity, as indicated
by the three dashed lines to the right of the solid black lines
in Figs. 8�b� and 8�d�. The dashed orange line is associated
with the trace velocities of the fourth ray, SBS, that interacts
with the bottom between 34 and 36 ms, shown in Figs. 7�a�
and 7�b�. The RAM prediction clearly shows that the major-
ity of energy in the bottom above 3 kHz is associated with
this above-critical-angle insonification. However, the 50-m
measurement shows energy ranging from this above-critical-
angle insonification to a trace velocity of 1700 m/s. As dis-
cussed by Simpson et al.,24,25 this energy is consistent with
scattering from the roughened interface into the bottom. The
possibility of a slower compressional wave will be discussed
briefly in the next section. Note that this lower trace velocity
energy aliases around 9 kHz, due to the 10-cm array spacing,
and results in the appearance of energy in the upper left of
Fig. 8�b�. With no energy propagating up the array, this alias-
ing is distinct and should not be confused as upward-
propagating energy.

Also note that the dashed peach line is associated with
the trace velocity of the fifth ray, BSBS, which also insonifies
the sand-water interface above the critical angle �seen in
Figs. 7�a� and 7�b��, and refracts into the bottom. The energy
of this later refraction is very small with respect to the more
dominant energy of the earlier refracted energy. The tempo-
ral plots of Figs. 7�a� and 7�b� can be windowed to display
only the energy around 35 or 37 ms. This processing tech-
nique shows that the dotted peach line overlays this later
time arrival very well.

The 1700-m/s line is included to demarcate the energy
of a 1700-m/s compressional wave that could enter the bot-
tom through scattering mechanisms. A compressional wave
speed of 1700 m/s represents the lowest trace velocity that
an array could measure for energy propagating along the
array. Any energy propagating at any other angle to the array,
with a 1700-m/s velocity, would have a higher trace veloc-
ity. The energy seen in Fig. 8�b� above the 1700-m/s line
and to the right of the k=0 line is consistent with energy
refracted into the bottom from various ray paths in the water
channel and with energy scattered into the bottom from the
roughened interfaces. Note that in Fig. 8, higher energy re-
gions result in a broad horizontal strip of energy across the
wave number spectrum. This is a result of the boxcar-like
window that was used for the spatial processing of the data.
Much of this horizontal stripping could be reduced by apply-
ing a spatial window to the data. However, most of the en-
ergy of interest is next to the sand-water interface, which
precludes the use of spatial windows.

To further understand the dynamics of the littoral wave-
guide, wave number analysis for the 30 and the 90-m mea-
surement data are presented. Figure 9 shows wave number
analysis of the 30-m measurement, with Fig. 9�a� showing
the wave number–frequency analysis in the water channel
and Fig. 9�b� showing the wave number–frequency analysis
in the bottom. Since the 30-m measurement is closer to the
source than the 50-m data, the angles of the various ray paths
to the measurement sites should be greater. Thus, the sepa-
ration of the ray paths in the wave number–frequency do-
main provides for better resolution of each path.
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Overlaid on Figs. 9�a� and 9�b� are several trace veloci-
ties that are predicted using the ray model and are associated
with different paths to the receiver array. These overlays
have a different trace velocity than the 50-m data, since they
have different incident angles for each ray. The predicted
trace velocities in the water column �Fig. 9�a�� agree with the
measurement. The first seven ray paths discussed in the 50
-m data are calculated for the new geometry of the 30-m site
and overlaid on Fig. 9�a�. Figure 9�b� is the bottom measure-
ment at 30 m and again shows the majority of energy in the
bottom is along the k=0 line and is below 3 kHz. Also, like
the 50-m data, there is refractive energy entering the bottom.
Unlike the 50-m data, the ray model predicts that only the
first two bottom interactions, D and S, are below the critical
angle. Thus, the third and the fourth bottom interactions, BS
and SBS, refract energy in the bottom and are indicated by
the orange and peach dashed lines in Fig. 9�b�. Also, note the
1700-m/s line is overlaid to demarcate the lowest possible
trace velocity from a 1700-m/s compressional wave propa-
gating in the bottom, moving parallel to the array. Similar to
the 50-m bottom data, the 30-m bottom data show most of
the k=0 evanescent energy is below 3 kHz. More energy is
seen above 3 kHz along the k=0 line than in the 50-m bot-
tom data �Fig. 8�a��. Also, the first two refracted ray paths
agree with the predicted trace velocities in the bottom. There
is evidence of other energy in the bottom between the k=0
line and the 1700-m/s line. Again, this is consistent with

scattering of energy into the bottom from the roughened in-
terfaces. However, there is little evidence of energy below
the 1700-m/s line, even with the smearing of the energy
from the boxcar-like spatial window used for the wave num-
ber space processing.

Figure 10 is the wave number–frequency analysis for the
90-m measurement; the measurement data are also shown in
Figs. 6�c�, 6�d�, 7�c�, and 7�d�. Figure 10�a� shows the water-
column response and overlaid are the same first few ray
paths indicated in the 50 and 30-m data. The angular sepa-
ration of the rays has decreased due to the increased distance.
The overlays from the ray model prediction are consistent
with the measured data, although the wave number resolu-
tion is marginal for clear delineation of each ray. Figure
10�b� is the wave number–frequency analysis of the energy
in the bottom. Even at 90 m the majority of the energy in the
bottom is along the k=0 line and is below 3 kHz. This is
consistent with the previous analysis of the 90-m data and
the other measurement sites. Energy is also seen between the
k=0 line and the 1700-m/s line, with little energy seen be-
low the 1700-m/s line. Most of the horizontal strips shown
in the wave number plots are again associated with the box-
car window that was used when processing the array data
into the wave number domain. This spreading in wave num-
ber space is well understood and has been addressed by the
authors previously.24,25

FIG. 9. �Color online� The measured wave number–frequency response at
30 m horizontal from the source. �a� is the water channel bandlimited im-
pulse response and �b� is the sandy-bottom bandlimited impulse response.

FIG. 10. �Color online� The measured wave number–frequency response at
90-m horizontal range from the source. �a� is the water channel bandlimited
impulse response and �b� is the sandy-bottom bandlimited impulse response.
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F. Other compressional waves

Previous discussions by Simpson et al.24,25 have ad-
dressed the subject of other compressional waves propagat-
ing in these types of sandy bottoms. These “slower” com-
pressional waves were proposed by Chotiros,28 who
suggested that a Biot model of similar sandy bottoms can
predict a 1200-m/s compressional wave. We will briefly dis-
cuss how a 1200-m/s slower compressional wave would
manifest itself.

For the measurements reported here, the wave number
plots do not clearly delineate the difference between a 1200
-m/s compressional wave in the bottom and energy scattered
into the bottom due to interface roughness. For the 50-m
wave number plots shown in Fig. 8�b�, the trace velocities
across a vertical synthetic array would manifest in different
lines associated with the different insonification angles. For
the first five insonification angles associated with the indi-
vidual bounces off the bottom, shown in Fig. 7�a�, the trace
velocities for a 1200-m/s wave would range from 1920 m/s
for the 2.98° direct pulse, D, insonification to 1614 m/s for a
31.13° fifth bottom insonification shown in Fig. 7�a�. This
would result in energy both above and below the 1700-m/s
line shown in Fig. 8�b�. However, Fig. 8�b� shows a clear
delineation between the higher energy levels seen above
2 kHz and above the 1700-m/s line and the lower energy
seen below the 1700-m/s line but above 2 kHz. As was dis-
cussed by Simpson et al.,25 some of the energy above the
1700-m/s line is associated with scattering from the rough-
ened interface. As was discussed earlier, some of the energy
seen in Fig. 8�b� is associated with the refraction into the fast
compressional wave �1700 m/s�, for insonification angles
above the critical angle associated with the later time arrivals
�SBS and later�.

Although the evidence for a slower compressional wave
is obscured in the wave number domain by energy from
other scattering mechanisms, strong evidence for the exis-
tence of a slower 1200-m/s wave should be visible in the
temporal data shown in Figs. 7�a� and 7�c�. Note that for the
later time arrivals �SBS and later�, after 34 ms for the 50-m
data and �S3B2 and later� 62 ms for the 90-m data, the in-
sonification angles are greater than the critical angle and
acoustic energy is refracted into the bottom. A slower com-
pressional wave of 1200 m/s would not have a critical angle,
so refractive energy would always enter the bottom for any
insonification angle. In the 50-m data, the first temporal sig-
nal is associated with the direct energy from the source to the
receiver. The insonification angle is 2.97°. Thus, there should
be a refracted ray entering the bottom at �39°. This re-
fracted ray should manifest itself temporally in the same
manner as the refracted energy �SBS�, seen after 34 ms in the
50-m data. For a 1200-m/s compressional wave, a slanted
line of energy should extend from this direct pulse, D, at
31 ms at the sand-water interface, downward 2 m below the
sand-water interface and about 1.5 to 2 ms later. However,
no refracted energy is observed for this first bottom interac-
tion, D, in the 50-m data.

Clearer evidence of no refractive energy for below criti-
cal angle insonifications is seen in the temporal 90-m data

�Fig. 7�c��. For these 90-m temporal data, there is no energy
that extends the full 2 m into the bottom for the first four
bottom interactions. Later time arrivals �B2S2 and later�, af-
ter 60 ms, have energy that extends the full 2 m into the
bottom. The acoustic energy in the bottom �Fig. 7�c�� is pre-
dicted by RAM �Fig. 7�d��; the prediction only includes
1700-m/s compressional waves and evanescent waves in the
bottom. For the first four bottom interactions, a refracted
1200-m/s wave should clearly be seen since the evanescent
field is small in the earliest time arrivals of the 90-m data.
However, there is no refractive energy observed in the 90
-m data before 62 ms, and this suggests that there is no
slower compressional wave propagating in this sandy bot-
tom. The 90-m site serendipitously had very little roughened
interface scattering into the bottom, presumably since the
bottom was locally fairly smooth. This makes the 90-m data
set ideal for investigation of other wave types in this bottom.
This null result for evidence of a slower compressional wave
is consistent with other work reported by Simpson et al.25 for
this measurement site and this water-saturated sandy bottom.

V. CONCLUSIONS

A synthetic vertical hydrophone array has been success-
fully used to measure the acoustic pressure both above and
below a sand-water interface in a shallow-water environ-
ment. The system has been designed to minimally impact the
local area around the hydrophone array with the source lo-
cated from 20 to 90 m away. The experiments have quanti-
fied the acoustic pressure levels in the 1 to 12-kHz frequency
band both above and below the sand-water interface.

The measurements were conducted in St. Andrews Bay,
where the environment was relatively stable and the environ-
mental parameters, including the sound-speed profile in both
the water column and sand, were easily measured and
changed slowly over the time of the measurements. This
stable environment resulted in a good comparison between
the experimental data and two numerical models. A simple
ray model provided a tangible understanding of the measure-
ments and showed agreement, both in amplitude and phase.
The comparison of the experimental data with a RAM pre-
diction in the water column was good. However, RAM over-
estimated the energy in the later time arrivals, the rays at or
above the critical angle. These rays have more surface inter-
actions, which make them less coherent ping to ping, and the
source directivity above 3 kHz results in the averaged mea-
sured energy being less than predicted by RAM. The lower
measured amplitudes of the later time arrivals in the water
column, the rays that interacted with the interfaces several
times and were near the critical angle, resulted in less energy
penetrating into the sandy bottom. However, there was addi-
tional measured acoustic energy in the bottom, probably due
to scattering of energy from the sand-water and air-water
interface, that was not predicted by the numerical model,
RAM, which assumed a smooth air-water and sand-water
interface. The synthetic array technique has been demon-
strated successfully for quantifying the acoustic pressure
both above and below the sand-water interface. Although this
measurement system was utilized to characterize the acoustic
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pressure at relatively close ranges, 20 to 90 m, the measure-
ment system should be applicable for much longer ranges
and for other sandy-bottom environments. The measurement
system also has the advantage of being able to measure the
sound-pressure levels above and below any type of bottom
where a proud or buried target could be located without hav-
ing to know all the environmental parameters and conditions
of the local area. This is especially important for long-range
shallow-water propagation, where measuring the environ-
mental parameters can become daunting.

For the sandy bottom measured in St. Andrews Bay,
these short-range propagation measurements provided great
insight into the energy propagating in the water column and
the mechanisms for the energy in the water column to pen-
etrate into the sandy bottom. For the five measurement loca-
tions taken during this experimental exercise, no slower
compressional waves were measured in this sandy bottom.
Future investigations in other types of sandy bottoms will
have to be conducted to explore the existence of a slower
compressional wave. This newly developed procedure
should provide very accurate measurements of the energy
penetrating into the bottom with a minimum of disturbance
to the natural bottom.
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Wideband reverberation measurements were made at a fixed location in the East China Sea on 3 and
5 June 2001 using the same measurement system. Sound-speed profiles were similar during both
measurements. Wind speed �W� and rms surface-wave height ��� changed from 2.74 m/s and
0.10 m on 3 June to 7.45 m/s and 0.33 m on 5 June. Thus, these measurements offer an opportunity
to evaluate sea-surface effects on reverberation vertical coherence �RVC�, RVC-inverted bottom
acoustic parameters, and reverberation level �RL� in shallow water. The two sets of RVC and RL
data, in a frequency range of 100–2500 Hz, show differences that are the apparent effects of the
surface roughness. With increasing sea state, the RVC increases and the RL decreases. The effective
bottom losses, inverted from the RVC data, correspond to the variation of sea state. This additional
loss gives a physical explanation of the characteristics of both the measured RVC and RL. These
preliminary findings show the importance of surface effects in shallow-water reverberation and
propagation models. These effects would be pronounced for high frequencies and sea states. For the
conditions reported here, the effects were most apparent for f �500 Hz when W=7.45 m/s. © 2007
Acoustical Society of America. �DOI: 10.1121/1.2400623�

PACS number�s�: 43.30.Gv, 43.30.Hw, 43.30.Pc, 43.30.Re �SLB� Pages: 98–107

I. INTRODUCTION

It is well known that a rough sea surface may cause
strong scattering and redistribute energy from the forward-
propagating field into the scattered �reverberant� field.1–3 The
rough sea surface may also increase coherent reflection loss
in the specular direction because of scattering in nonspecular
directions,4–6 which would be expected to reduce long-range
reverberation. In shallow-water waveguides these two
mechanisms simultaneously affect the reverberation process
and compete for dominance. A natural question is, as the sea
surface-wave height or wind speed increases, how will the
reverberation vertical coherence �RVC� and reverberation
level �RL� change? If shallow-water sound propagation mea-
surements or reverberation data are used to invert the geoa-
coustic parameters of the seabottom, it is important to know
the impact of the sea surface on the accuracy of the inver-
sion. Under some conditions, it may be necessary to account
for surface effects in the inversion process.

Wideband reverberation measurements were made re-
peatedly at a fixed location in the center of the ASIAEX
�Asian Sea International Acoustic Experiment� test site in the
East China Sea on 3 and 5 June 2001 using a measurement-
system deployed from the Chinese research vessel �R/V� Shi
Yan 3. Sound-speed profiles during the two measurement pe-
riods were similar. However, the wind speed and rms

surface-wave height ��� changed from about 2.74 m/s and
0.10 m on 3 June to 7.45 m/s and 0.33 m on 5 June. Any
differences in the two reverberation measurements should be
attributable to these surface effects.

Recent papers have reported measurement logs and ma-
jor field efforts on the ASIAEX East China Sea Program,7

including the RVC data analysis, RVC-based seabed geoa-
coustic inversion, and RL data analysis.8,9 This paper focuses
on analyzing the sea-surface effects on the RVC, RL, and
RVC-inverted bottom acoustic parameters. The paper de-
scribes the setup of the experiment and related environmen-
tal parameters, presents measurements of RVC as a function
of reverberation time �range� and frequency, and describes an
RVC-based geoacoustic inversion technique and the resulting
effective bottom acoustic parameters �speed and attenuation�.
The measured RVC was found to increase with increasing
sea state. The RVC-inverted effective bottom loss indicates
that high sea state corresponds with high combined bottom-
surface loss. This increased loss offers an explanation �or a
physical analog� for the sea-surface effects on RVC. The
measured RL as a function of time and frequency was found
to decrease with increasing sea state. This is consistent with
the analogous physical situation suggested by the RVC
analysis.

II. MEASUREMENT SETUP AND ENVIRONMENTAL
PARAMETERS

The ASIAEX experiment was conducted in the East
China Sea between 28 May and 9 June 2001.7 As part ofa�Electronic mail: jixun.zhou@me.gatech.edu
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ASIAEX, wideband reverberation measurements were made
repeatedly on 3 and 5 June using the same measurement
system.8,9 Reverberation data were collected from a 32-
hydrophone vertical array. The sampling frequency for each
hydrophone was 6000 Hz. The hydrophone array, which was
made by the Institute of Acoustics of the Chinese Academy
of Sciences �CAS�, was suspended from the R/V Shi Yan 3,
which was anchored at a location of 29°40.67�N and
126°49.39�E in the center of ASIAEX test area. The seabed
was nominally flat and level, with an average water depth of
104 m over the extent of the reverberation measurements.
The seabed at the ASIAEX site consists of very fine sand/
sandy silt. The mean grain diameter over the entire ASIAEX
area is 0.043 mm �4.54 Phi�. Near the reverberation receiv-
ing array, it is 0.090 mm �3.47 Phi�. Reverberation data were
collected using both 38- and 1000-g explosive charges deto-
nated at a nominal depth of 50 m. The horizontal separations
between the source and the receiving array were 30.4 and

80.0 m, respectively on 3 and 5 June. Sound speed profiles
during two reverberation measurement periods �09:13–09:21
on 3 June and 13:38–13:50 on 5 June, AWST-China� were
similar. These profiles are shown in Fig. 1. Surface-wave
data from a surface buoy were collected and analyzed by Dr.
Peter Dahl of the Applied Physics Laboratory of University
of Washington �APL-UW�.7 The wave heights were averaged
over 30-min intervals during ASIAEX. These data indicate
that � changed from 0.10 m during the measurements on 3
June to 0.33 m during the measurements on 5 June. Figure 2
shows a 7-day history of the rms surface wave height ��� and
the wind speed �W�, starting from 00:00 on 31 May �AWST-
China�. The wind speed was measured at a height of 14 m
above the mean sea surface height. The rms wave height was
directly calculated �integrated� from the measured frequency
spectrum of the surface-wave field. The two time windows
for reverberation data/model comparisons are marked with
bars in Fig. 2. The two surface conditions that existed during
the measurements can be seen to fit into slowly varying
weather trends during ASIAEX.

III. SEA SURFACE EFFECTS ON RVC

In analyzing RVC, we are interested in a zero-delay
value of the reverberation signal correlation between two hy-
drophones. Thus, the RVC between two time series from the
ith and jth hydrophones with separation �zij were obtained
from

�Rvc�t,�zij� =
�t

t+�tpi���pj��� d�

��t
t+�tpi

2��� d��1/2��t
t+�tpj

2��� d��1/2

�
�l=1

L pi�t + tl�pj�t + tl�
��l=1

L �pi�t + tl��2�l=1
L �pj�t + tl��2�1/2 ,

where �Rvc is the cross-correlation coefficient, t is time, and
p�t� is the measured pressure. This expression was evaluated
using MATLAB with �t=341 ms, corresponding to 2048
samples of the measured signals.

FIG. 1. Sound-speed profiles during two reverberation-measurement peri-
ods.

FIG. 2. Wind speed and surface wave
height variabilities during the ASI-
AEX experiment.
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Figures 3 and 4 show the reverberation vertical cross-
correlation coefficient ��Rvc� analyzed as a function of rever-
beration time and signal center frequency in 1

3-oct bands. The
circles in these figures represent the RVC data from the re-
verberation measurements on 3 June when W=2.74 m/s and

�=0.10 m. The triangles represent the RVC data from 5 June
when W=7.45 m/s and �=0.33 m. The separation between
a pair of hydrophones ��z� is 4 m for Fig. 3 and 1.7 m for
Fig. 4. All the RVC data in these two figures are averaged
values, obtained from three or four 1-kg wideband explosive
sources and from several pairs of hydrophones. These pairs
were located at depths between 56.5 and 90.5 m for the data
depicted in Fig. 3 and between 23.7 and 30.5 m for the data
depicted in Fig. 4. Different sensor pairs were used in Figs. 3
and 4, because the RVC data in these two figures are for
different frequency ranges. For the RVC data at higher fre-
quencies in Fig. 4, a smaller hydrophone separation was re-
quired to obtain enough dynamic range to show the RVC
variation. In Fig. 4, the effect on the RVC of an echo arriving
with a delay between 4 and 5 s can be seen between 700 and
1300 Hz. This was caused by the presence of an American
vessel, the R/V Melville, which was about 2 miles away from
the R/V Shi Yan 3 during the measurements.

Figures 3 and 4 show that, at frequencies below about
500 Hz, the RVC coefficients have no significant dependence
on the change in W from 2.74 to 7.45 m/s, or in � from 0.10
to 0.33 m. At higher frequencies, the RVC increased with the
increased sea state. This is a somewhat surprising phenom-
enon in that a rougher sea surface does not cause decoher-
ence of shallow-water reverberation.

IV. RVC-BASED BOTTOM GEOACOUSTIC INVERSION

Sea-surface effects on shallow-water RVC can be ex-
plained by analogy to equivalent seabottom properties with
calm surface conditions. For this it is useful to introduce a
geoacoustic inversion technique for seabottom acoustic pa-
rameters that is based on RVC. More details of this inversion
method may be found in a recent paper.8

An angular-spectrum method based on ray-mode analo-
gies is used to derive an expression for the RVC. In this way,
the normalized cross-correlation coefficient of shallow-water
reverberation can be expressed by8

�Rvc��z,r,z;h� = 	�
n

e−2�nrcos �k�z��z sin �n�z��M��n�h��
Sn

2 tan �n�z�k�h� sin �n�h� 

�	�

n

e−2�nrM��n�h��
Sn

2 tan �n�z�k�h� sin �n�h�
−1

�1�

or

�Rvc��z,r,z;h� = 	�
n

�	n�z��2 �	n�h��2 cos �k�z��z sin �n�z��

�M��n�h�� exp �− 2�nr�/kn

� 	�

n

�	n�z��2 �	n�h��2M��n�h��

�exp �− 2�nr�/kn
−1
. �2�

Here 	n is the eigenfunction, kn is the wave number, and
�n is the modal attenuation factor of the nth mode. �z is the
vertical separation of a pair of hydrophones located at depth
z where the water depth is h. k is the acoustic wave number

FIG. 3. RVC obtained on 3 June and on 5 June, �z=4 m, �a� 200 Hz, �b�
300 Hz, �c� 400 Hz, and �d� 500 Hz.
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at the specified depth: k�z�=
 /c�z�. �n�z� is the grazing
angle of the nth mode-ray at the receiver depth z, sin �n�z�
= �1−kn

2 /k2�z��1/2. Sn is the cycle distance of the nth mode-
ray: Sn�2� / �kn−k�n+1��. M��n�h�� is a bottom scattering
function. �	n�z��2 is the smoothed �slowly varying� energy
depth distribution of the nth mode. These two expressions
for the RVC can be calculated using a normal-mode numeri-
cal code, such as MOATL10 or KRAKEN.11 Sound speed and
attenuation in the sea bottom at the ASIAEX site are deter-
mined by finding values that provide the best match between
the measured and predicted RVC.

For the inversion, we assume that shallow-water rever-
beration is dominated by sea-bottom scattering and that the
bottom scattering obeys a modified Lambert scattering law
for bottom scattering in a shallow-water waveguide,12

Mb��n,�m� = M��n�M��m� =
 sin �n sin �m

V��n�V��m�
. �3�

Here V��n� is bottom reflection coefficient, and  is the
Lambert scattering coefficient. For simplicity, we assume
that the sediment scattering layer and the basement have uni-

FIG. 4. RVC obtained on 3 June and on 5 June; the RVC increased with increased sea state. �z=1.7 m, �a� 500 Hz, �b� 600 Hz, �c� 700 Hz, �d� 800 Hz, �e�
900 Hz, �f� 1000 Hz, �g� 1100 Hz, �h� 1200 Hz, �i� 1300 Hz, �j� 1400 Hz, �k� 1500 Hz, and �l� 1600 Hz.
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form compressive sound speed and attenuation. The shear
wave propagation in the sediment is assumed to be unimpor-
tant at experimental frequencies. The bottom sound speed
and attenuation are the two unknown parameters that are
inverted from the RVC data. Based on data from core
samples, the bottom density was assumed to be uniformly
1.85 �g/cm3�. The average RVC data between 2 and 12 s
are compared with theoretical predictions from Eq. �2�
over all frequencies. Restricting the RVC data to times
between 2 and 12 s lessens the effect of the bottom scat-
tering at both very large and very small grazing angles,
where the scattering might not be well approximated by
Lambert’s law.13

The theoretical RVC is numerically evaluated by using
MOATL for bottom sound speeds between 1500 and
1900 m/s in intervals of 1 m/s with attenuation coefficients
between 0 and 0.6f dB/m in intervals of 0.001f dB/m,
where f is frequency in kHz. The pair of bottom sound-speed
and attenuation values for which the numerical RVC curves
best match the experimental RVC data is readily determined.
The uncertainties associated with this inversion procedure
have been discussed in a previous paper, which included the
RVC data/model comparison for the data collected on 3
June.8

Representative results for the RVC data/model compari-
son using data collected on 5 June are shown in Fig. 5. The
dots in these figures represent the measured reverberation
vertical cross-correlation coefficients analyzed as a function
of reverberation time and signal frequency f �for 1

3 -oct
bands�. The separation between pairs of hydrophones ��z�
for Fig. 5 is 4 m. The data are averaged values for four shots
and eight pairs of hydrophones, located at depths from 56.5
to 90.5 m. Numerical results from Eq. �2�, based on the best-
matched sound speed and attenuation values, are shown by
the solid lines in Fig. 5.

The pair of bottom sound-speed and attenuation values
for which the numerical RVC curves best match the experi-
mental RVC data in a least-error-squared sense are deter-
mined using a numerical search. RVC-inverted sound speed
between 100 and 1600 Hz is plotted in Fig. 6 and equivalent
attenuation in sediments between 100 and 1600 Hz is plotted
in Fig. 7. Circles represent values inverted from the 3 June
RVC data. Triangles represent values inverted from the 5
June RVC data. The bottom sound speed and effective at-
tenuation for 100 and 200 Hz are inverted from the RVC
data with a hydrophone separation of 8 m. For
300–1200 Hz, values are inverted from RVC data with hy-
drophone separations of 4 m. For 1300–1600 Hz, values are
inverted from RVC data with a hydrophone separation of
1.7 m. The mean sound speed over 100–1600 Hz, inverted
from the RVC measurements on 3 June, is 1614 m/s. On 5

FIG. 5. The best match between the
RVC data from 5 June and the model.
Hydrophone separation=4 m.

FIG. 6. Sound speed in the bottom at the ASIAEX site, inverted from two
RVC measurements on 3 June and 5 June.
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June it is 1610 m/s. The average of these two values
�1612 m/s� is plotted in Fig. 6 as a solid gray line. Thus, the
critical angle of seabed sound reflection, �c

=cos−1 �1519.2/1612.0�, is 19.5°. The effective bottom at-
tenuation, inverted from the RVC measurements, exhibits
nonlinear frequency dependence in a frequency range of 100
to 1200 Hz. For the data measured on 3 June, the effective
bottom attenuation can be approximated as �2

=0.20f1.57 dB/m, where f is frequency in kHz. For the RVC
data measured on 5 June, it can be expressed as �2

=0.26f1.82 dB/m. Averaging the effective bottom attenuation
over two days’ measurements gives a frequency dependence
of �2=0.23f1.70 dB/m. This is plotted in Fig. 7 as a dashed
line.

V. PHYSICS OF THE OBSERVED RVC
CHARACTERISTICS

It is well known that the nth normal mode decay factor
��n� in shallow water can be expressed by

�n � −
ln �Vb��n��

Sn��n�
. �4�

Here Vb��n� is the effective bottom reflection coefficient
when an equivalent ray of the nth mode is incident on the
bottom with a grazing angle �n and Sn is the cycle distance of
nth mode-ray.

The bottom reflection coefficient Vb at grazing angles
that are smaller than the critical angle approximately satisfies
the relationship14,15

− ln �Vb�f ,��� � Qb�f ,��� �5�

and the bottom reflection loss factor, Qb, can be expressed by

Qb�f� =
0.0366�c1

2/c2���2/�1��2

�1 − �c1/c2�2�3/2f
, �6�

where c2 and c1 are sound speed in bottom and water in units
of km/s, f is frequency in kHz, �2 and �1 are densities of the
bottom and the water column, and �2 is the sound attenua-
tion in the bottom expressed in dB/ �m·kHz�.

Inputting the RVC-inverted bottom sound speed and
equivalent attenuation shown in Figs. 6 and 7 into Eq. �6�
gives the effective bottom loss factor as a function of fre-
quency shown in Fig. 8. The effective bottom loss is not a
characteristic of the seabottom but refers to a bottom condi-
tion that would reproduce the actual bottom loss and the
additional loss that results from the coherent reflection loss
of the rough surface. The losses from the RVC measurements
on 3 June �QE63� are plotted as open circles. The data from
the measurements on 5 June �QE65� are plotted as triangles.
Figure 8 shows that the RVC-inverted effective bottom loss
is higher for the data collected during the period of higher
sea state. The RVC-inverted effective bottom loss represents
the increased boundary reflection losses very well. This in-
creased loss offers a physical explanation for the RVC char-
acteristics reported in Sec. III. That is, with increasing sea
state, the effective bottom loss becomes larger, and there is

FIG. 7. Effective sound attenuation in the bottom at the ASIAEX site, in-
verted from two RVC measurements on 3 June and 5 June.

FIG. 8. Comparison of the RVC-
inverted combined bottom-surface loss
with the predictions, based on the NP
and PM surface models.
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faster mode stripping in the measured reverberation. Here,
the effective grazing angle of reverberant energy arriving at
the receiving array is smaller and there is an increase of the
RVC.

As with any geoacoustic inversion method, the RVC-
inversion method unavoidably involves uncertainties. A de-
tailed discussion of these uncertainties is given in a previous
paper.8 For the current analysis, the same method and proce-
dure were used for both RVC data sets. The uncertainties
caused by the RVC-inversion method have no apparent effect
on the systematic difference between the computed equiva-
lent bottom losses.

The reflection coefficient of underwater sound from a
flat sea surface is very close to −1. When the surface is
rough, the magnitude of the reflection coefficient is less than
unity because some acoustic energy goes into the diffusely
scattered field. Based on Bass’ perturbation theory,
Brekhovskikh4 and Brekhovskikh and Lysanov5 derived the
coherent mean reflection coefficient from an isotropic sea
surface with large-scale roughness at a small grazing angle
��� as follows:

�Vs���� = 1 −
�2k3/2

��g

��3

4


��5

4
 sin ��

0

�

�S��� d� . �7�

Here � is the Euler gamma function, g is the gravita-
tional acceleration, and k=2�f /c is the acoustic wave num-
ber. � is surface-wave frequency and S��� is the frequency
spectrum of the surface-wave field. For fully developed
wind-driven seas, there are two widely used representations
for surface wave spectra: the Neumann-Pierson �NP� spec-
trum and the Pierson-Moskowitz �PM� spectrum,4,5 which
are given by

SNP��� =
2.4

�6 exp �− 2� g

�WNP
2� , �8�

SPM��� =
0.0081g2

�5 exp �− 0.74� g

�WPM
4� , �9�

where W is the wind speed in m/s. The wind-speed corre-
sponding to the NP spectrum �WNP� is measured at the height
of 5.5 m. The wind speed for the PM spectrum �WPM� is
measured at 19.5 m. The rms surface-wave height ��� is de-
fined as

� = ��
0

�

S��� d��1/2

. �10�

For small grazing angles, �Vs��� � �1, Eq. �7� may be
rewritten as

− ln �Vs�f ,��� = Qs�f ,W�� = Qs�f ,��� , �11�

Qs =
�2k3/2

��g

��3

4


��5

4
�0

�

�S���d� . �12�

At the ASIAEX site, the gravitational acceleration is g
�9.793 m/s2. The near-surface sound speed was measured
to be c=1526.7 m/s. From Eqs. �8�–�10�, the rms wave
height as a function of the wind speed can be found to be

� = ��
0

�

S��� d��1/2

= 	1.769 � 10−3WNP
5/2,

5.341 � 10−3WPM
2 .

�13�

From Eqs. �8�–�12�, we obtained the surface-reflection-loss
factor Qs as a function of the wind speed �W� or the rms
wave height ��� for two surface model spectra:

Qs�f ,W� =�
9.389 � 10−5f3/2WNP

4 ,

9.140 � 10−4f3/2WPM
3 ,

or

2.377�f�NP�3/2�NP
1/10 for NP spectrum,

2.341�f�PM�3/2 for PM spectrum,

�14�

where f is frequency in kHz, W is wind speed in m/s, and �
is given in meters.

Sea-surface scattering measurements show the impor-
tance of including wind history in scattering models and sug-
gest that a 2- to 4-h back average for parameters directly tied
to wind speed will give reasonable predictions.2 Here, a 3-h
record of W was used for back averaging. The wind speed
shown in Fig. 2 was measured at 14 m elevation. This needs
to be corrected to 5.5 m for WNP and to 19.5 m for WPM.
Using the 1

7 power law, the correction yields WNP

=2.40 m/s and WPM=2.87 m/s for 3 June and WNP

=6.52 m/s and WPM=7.81 m/s for 5 June. These values can
be used to compute �Np=0.016 m and�PM =0.044 m for 3
June and �NP=0.192 m and �PM =0.326 m for 5 June. Input-
ting these values into Eq. �14� gives the following difference
between the surface-reflection-loss values on 3 and 5 June:

�QE = 	9.389 � 10−5f3/2�6 . 524 − 2 . 404� based on WNP,

9.140 � 10−4f3/2�7 . 813 − 2 . 873� based on WPM ,

�15�

or equivalently

�QE =

= 	2.377�f�3/2�0 . 1921.6 − 0 . 0161.6� based on �NP,

2.341�f�3/2�0 . 3261.5 − 0 . 0441.5� based on �PM .

�16�

�QE is defined such that QP65=QE63+�QE, where QP65 is
the predicted loss value for 5 June based on the earlier
measurements �QE63� and the known wind speed.

If the normal-mode decay shown in Eq. �4� is caused by
combined bottom and surface-reflection losses �i.e., VE

=Vb ·Vs�, expressed by
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− ln �VE�f ,��� = �Qb + Qs�f ,���� = QE� , �17�

two prediction curves can be generated for the effective loss
on 5 June predicted from the 3 June measurements. These
predictions, from the NP and PM spectra, are plotted in Fig.
8 by a dashed line and a dotted line, respectively.

Figure 8 shows that the combined bottom and surface
losses, inverted from the RVC measurements on 5 June, are
in a range predicted by the NP and PM surface spectra.

The data/model comparison shown in Fig. 8 is based on
WNP and WPM, or rms wave heights ��NP and �PM�, derived
from the wind speed by the NP and PM surface models. The
values of �NP and the �PM in Eq. �16� are different from the
data measured with the APL-UW buoy. There are several
possible explanations for this difference. The sea states dur-
ing two periods of reverberation measurements were not
fully developed as the models assumed. Also, in shallow

water, the JONSWAP-Mitsuyasu model has been found to be
superior to the PM and NP models in predicting the rms sea
surface-wave height.16

VI. THE EFFECT OF SEA SURFACE ON
REVEBERATION LEVEL

Increasing sea state was found to increase shallow-water
RVC because of faster mode stripping due to additional sur-
face loss. The relationship of this to the effect of surface
waves on the RL is not immediately apparent. On 3 June,
three 1-kg explosive charges were detonated at 30.4 m from
the receiver. On 5 June, four charges were detonated at
80.0 m from the receiver. Choosing the instant of detonation
as time t=0 allows RLs to be compared in these two data
sets. Figure 9 shows the relative RL as function of time in six
1
3-oct bands centered at 300, 500, 1000, 1500, 2000, and

FIG. 9. RL obtained on 3 June and on 5 June; the RL decreased with increased sea state. �a� 300 Hz, �b� 500 Hz, �c� 1000 Hz, �d� 1500 Hz, �e� 2000 Hz, and
�f� 2500 Hz.
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2500 Hz. The RL is the average value from three or four
shots. Each data point corresponds to a time interval of
0.1707 s �1024 sample points�. An echo from the R/V
Melville can again be seen on the 3 June reverberation curve.
Figure 9 shows that, for low frequencies �f �500 Hz�, the
two days’ RLs are almost identical. For higher frequencies,
however, increasing sea state results in decreased RLs.17 The
same physical explanation that was applied to the observed
RVC data can be used here: With the increased sea state,
both higher surface scattering and reflection loss compete for
dominance. For high frequency and high sea state, the sur-
face reflection loss dominates the processes of both the RVC
and RL.

VII. SUMMARY AND DISCUSSION

Two wideband reverberation measurements were made
at a fixed location �the center of the ASIAEX site� in the East
China Sea. Between the measurements, the wind speed and
RMS surface wave height changed from 2.74 m/s and
0.10 m to 7.45 m/s and 0.33 m. The RVC and the RL from
these two measurements have been analyzed as a function of
reverberation time and frequency. The two days’ RVC and
RL data show differences that illustrate the effects of chang-
ing surface roughness. With increasing sea state, the RVC
increases, but the RL decreases. The RVC-inverted combined
bottom and surface losses from two reverberation measure-
ments reflect the variation of the sea state. The data and
findings, although preliminary, show the importance of in-
cluding surface effects in reverberation and propagation
models. Small changes in loss-per-bounce values can have
cumulative effects on long-range reverberation and propaga-
tion, as well as on the accuracy of seabed geoacoustic inver-
sion.

With increasing sea state, higher surface scattering and
coherent-reflection loss compete for dominance. At high fre-
quency and high sea state, the coherence reflection loss
dominates both RVC and RL over the surface scattering at
mid and long ranges. This was found to be the case for W
=7.45 m/s ��=0.33 m�, f �500 Hz, and reverberation times
between 2 and 12 s �corresponding to 1.52 and 9.12 km� at
the ASIAEX site. With increasing sea state, the effective bot-
tom loss becomes larger, and there is faster mode stripping in
the measured reverberation. Because of this, the measured
RVC increases and the measured RL decreases.

The RVC and RL data in this paper were collected for
only two cases where the variations of � and W were limited
to 0.23 m and 4.71 m/s, respectively. The RVC model did
not explicitly include bottom or surface roughness. The
RVC-based inversion technique involves some un-
certainties.8 Possible effects of sustained wind direction or
near-surface bubble layers were not considered. The com-
puted surface reflection losses were based on the NP and PM
spectra. These may not be the best fit to real surface data in
shallow water areas. The surface coherent reflection loss ex-
pressed by Eq. �7� and Eq. �14� is good in deep seas or in a
surface channel. In a shallow-water waveguide, the energy
scattered by the rough surface away from the specular direc-
tion will not be completely lost, because there is not total

absorption in the seabottom. Thus, the physical explanation
of the measured RVC, RL, and the RVC-inverted combined
bottom-surface loss is preliminary. In shallow water, the ef-
fect of a rough sea surface on long-range sound propagation
and reverberation at low and mid frequencies is a compli-
cated physical process. It not only depends on the surface
roughness and bubble distribution, but also significantly on
the acoustic properties of the bottom sediment, the sound-
speed profile in the water column, propagation range, receiv-
ing depth, signal frequency, and other factors. Other authors
have investigated some of the complexities of this problem
using numerical models.18–22 More work needs to be done on
this topic, including further measurements and comparisons
between measured data and models.
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Separability of seabed reflection and scattering properties
in reverberation inversion
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Separation of scattering properties �Lambert’s �� from reflection properties �the reflection loss’
angle derivative �� presents difficulties in the geoacoustic inversion of long range reverberation in
isovelocity water, and here it is shown that there is still a problem in a refracting environment. An
alternative technique is proposed where reverberation is modified by altering the source or receiver
beam pattern, for instance, using a triplet array or ring source, to provide a dipole and monopole
pattern. Combinations of these two measures of reverberation then conveniently determine � and �
independently of other unknown quantities from long �or short� range data, in fact even from a
single range. In addition the short range ratio of the two quantities determines the critical angle
independently. The effects of refraction and other source or receiver beam patterns, including a
horizontal beam and a tilted beam, are investigated by using analytical techniques. To enhance the
credibility of these findings and demonstrate the benefits of the approach an example is posed as a
standard inversion problem using a cost function based on both types of reverberation. Finally the
technique is applied to some experimental data by forming simultaneous monopole and dipole
beams in the vertical plane. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2384966�

PACS number�s�: 43.30.Pc, 43.30.Gv �RCG� Pages: 108–119

I. INTRODUCTION

The idea of simultaneously separating out reflection and
scattering properties from reverberation has developed over
15 years or so. It has potentially important consequences for
sonar performance since it can make predictions not only of
both types of seabed property but predictions over a large
area at considerable range from the source ship. Amongst the
earliest advocates are Zhou et al. �1982�, Kamminga, Ellis,
and Gerstoft �1993�, Zhou et al. �1993�, and Gerstoft and
Ellis �1996� where scattering was assumed to follow Lam-
bert’s law. Preston �2000� and Ellis and Preston �1999� have
analyzed Mediterranean reverberation extensively using
manual inversion techniques, and Zhou and Zhang �2003�
have analyzed data from the China Sea. Simulation studies
include Muller et al. �2002�, and Makris �1993�, and exten-
sion by Rogers, Muncill, and Neumann �1998� to bistatics.
Reverberation data from an exercise was selected as one of
the test cases for the Geoacoustics Inversion Techniques
workshop in May 2001 �Fulford, King, and Chin-Bing, 2004;
and Gerstoft et al., 2003�. Holland �2005� investigated the
effect on geoacoustic inversion of assuming a scattering law
other than Lambert’s, and Harrison �2005a� has attempted to
determine the scattering law from simultaneous reverbera-
tion and propagation measurements. In addition there are
data-model comparisons, for instance, by Desharnais and El-
lis �1997�, and variants combining reverberation with other
information sources such as the direct blast by Heaney
�2003�.

At first sight one might expect the effects of scattering
strength and boundary reflection to be quite distinct and

separable since the first is a simple multiplier while the sec-
ond, one might think, produces a decay in range. On the
other hand most numerical inversion techniques rely on a
given physical model with implicitly prechosen search pa-
rameters, and simply demonstrate the degree of mismatch
between measurements and model. Dosso �2002� and Dosso
and Nielsen �2002� have proposed an approach to quantify
uncertainties stemming from the mismatch. Nevertheless,
some physical intuition helps to make the initial choice of
input parameters in any given inversion and to avoid un-
wanted correlations between them �Collins and Fishman,
1995�. If one initially assumes a scattering law angle depen-
dence of the form �F��1 ,�2 ,��, with known F but unknown
constant � �the three arguments defining incoming and out-
going grazing angles and bistatic angle� and one assumes
that, of all the boundary interactions along a round-trip re-
verberation path, only one is a scatter, then it is inevitable
that � will indeed be merely a multiplier of the reverbera-
tion. So to be sure of separability one needs to be certain that
the reflection parameter�s� are definitely not simply multipli-
ers. Some intuition on this behavior can be gathered by ap-
plying analytical techniques to propagation and reverbera-
tion.

An earlier paper by Harrison �2003a� considered iso-
velocity water combined with Lambert’s law and showed, by
using analytical techniques, that beyond a certain range,
within the so-called mode-stripping region, no such separa-
tion should be possible since the reverberation intensity was
proportional to ��−2r−3, where � is the Lambert constant, �
is the reflection derivative with angle �for small angles�, and
r is reverberation range �i.e., corrected travel time�. In other
words, in this limit, one could only determine ��−2, not �
and � separately. This point was recently taken up by Hol-
land �2006� who argued that although there was little hope

a�Electronic mail: harrison@nurc.nato.int
b�Electronic mail: nielsen@nurc.nato.int

108 J. Acoust. Soc. Am. 121 �1�, January 2007 © 2007 Acoustical Society of America0001-4966/2007/121�1�/108/12/$23.00



for extracting unique geoacoustic reflection properties from
reverberation under these conditions it would still be pos-
sible to investigate or map their variability. In passing, we
note that the inseparability results from any scattering law of
the form S��1 ,�2 ,��=�� ��1�2�nf���, and it is not just a
peculiarity of Lambert’s law.

The formulas for the isovelocity case were extended to
uniform sound speed gradient �Harrison, 2003b, Harrison,
2005b� and showed a more complicated behavior with re-
spect to � and � although the tendency to inseparability was
still manifest. In Sec. II we demonstrate that even with a
uniform sound speed gradient an increase in � can be ap-
proximately matched by changing �, and exactly matched by
changing � and the sound speed gradient c� at the same time.
From a geoacoustic inversion point of view this is a state-
ment that given experimental reverberation with poorly
known sound speed gradient c� there is an ambiguity or cor-
relation between � and � �and c��. If however c� is known
�and not zero� then the ambiguity is weaker. In other words,
the exact shape of the decay in range is unaffected by �
�since it is just a multiplier� but it is slightly affected by �.
On the other hand if, in changing �, we were to keep ��
�c�� constant then the decay shape would also be unaf-
fected. These findings are confirmed with a modified version
of the wave model C-SNAP �Ferla, Porter, and Jensen,
1993�.

The main point of this paper is to suggest an alternative
and in Sec. III we propose a way of separating � and �, still
from measurements of reverberation alone, even at long
range and possibly a single ping, depending on configura-
tion. The reason for the inseparability of � and � in conven-
tional long range reverberation is that in the mode-stripping
propagation regime � becomes a simple multiplier �see Har-
rison, 2003a� and is indistinguishable from �. Because the
propagation is directly dependent on the angle distribution of
the multipath rays �or modes� it is affected not only by the
scattering law �or kernel� angle dependence but also by the
directivity of the source and receiver. By changing one or
both of these directivities one can modify the propagation
range dependence in situ, and the result is a modified rever-
beration. Given a measurement of “conventional” reverbera-
tion with a point source and receiver, and a measurement of
“modified” reverberation with some given directivity one can
deduce � alone from the relative range laws. The value of
��−2 derived from the reverberation then permits a separa-
tion of �. The theory can already be extended to range-
dependent and refracting environments and different scatter-
ing laws. Section IV discusses the robustness of the findings
in this context.

Numerical geoacoustic inversion by matching measure-
ments with a coherent propagation and reverberation model
is a powerful technique that can take advantage of aspects of
reverberation behavior that are not reflected by the incoher-
ent diffuse reverberation behavior. We might still expect bet-
ter separation performance with the added information from
the modified reverberation. In Sec. V we reinforce these ar-
guments by again using the wave model C-SNAP to apply
standard inversion techniques to simulated data to investigate

parameter correlations and cost function minima both with
and without the modified reverberation input, in the latter
case achieving a much better performance.

Finally some experimental demonstrations with a
steered line array are given in Sec. VI, and the reflection and
scattering parameters extracted. The resulting values of �
agree with other estimates and the � is within the expected
bounds.

II. REVERBERATION DEPENDENCE ON SCATTERING,
REFLECTION, AND REFRACTION: CORRELATIONS

A. Isovelocity

Harrison �2003a� provided formulas for propagation, re-
verberation, and target echo in isovelocity, range-dependent
environments with Lambert’s law scattering. Treating the
eigenrays or modes as a continuum in angle their angle dis-
tribution is Gaussian and they decay exponentially with the
range. In a range-independent environment these formulas
naturally demonstrate three clear propagation regimes ac-
cording to range, already noted by Weston �1971�. In the
first, the Gaussian is very wide so the angle range is limited
by the critical angle, and there are many contributing rays,
all about the same strength. In the second, there is “mode-
stripping” and the resulting Gaussian angle distribution is
narrower than the critical angle. In the third, the Gaussian is
so narrow that only one mode remains. These regimes can
also be seen in incoherent mode solutions where the angle
distribution is similarly truncated by the critical angle. In fact
there is also a zeroth regime at very short range, of little
interest in this context, and predicted neither by the formulas
nor by discrete mode theory, where the direct path propaga-
tion follows an inverse square law. In the context of geoa-
coustic inversion of long- or short-range reverberation, only
two of these regimes and one transition are of interest. An
appropriate formula for isovelocity reverberation �Harrison,
2003a� is

I =
��p

�2r3 �1 − exp�− �r�c
2

2H
��2

, �1�

where � is the Lambert constant, � is related to the deriva-
tive of reflection loss with angle �dB �dB/rad� through �
=�dB/ �10 log10�e��, �c is critical angle, H and r are water
depth and range, � is the horizontal beam width, and p is
the spatial pulse length p=ctp /2. At long range this be-
comes

I =
��p

�2r3 �2�

and at short range, expanding the exponential to first order,
we have

I =
��p�c

4

4rH2 . �3�

The transition from short- to long-range occurs when the
exponential term becomes negligible. An exact transition
range can be defined by equating the neighboring limiting
formulas �see Appendix�
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ro =
2H

��c
2 . �4�

The inseparability of � and � at long range is seen explicitly
in Eq. �2� where reverberation depends on � /�2. In passing
we note that in principle the short-range reverberation could
be used to separate the two since it has no � dependence.
However, poor definition of the regimes combined with spa-
tial interference effects, excluded by these formulas, usually
rule this out as a practical option.

B. Refraction

Since formulas are also available for the case of a uni-
form sound speed gradient �Harrison, 2003b; Harrison,
2005b� it is interesting to check the effect of refraction on
separability. In a range-independent environment there are
now two distinct sets of contributing propagation angles for
each range: in the first set rays interact with only the bound-
ary on the low sound speed side; in the second set they
interact with both. For the same reason there are two sets of
reverberation with different behavior, one from the low
sound speed side of the duct, the other from the high sound
speed side. We use L and H subscripts to denote quantities
associated with the low and high speed boundaries. The
sound speed gradient c� is embedded in the ray’s radius of
curvature �=c /c�. For monostatic sonar the formulas are:

Low sound speed side:

IL = �IL1 + IL2�2r�p , �5�

where

IL1 =
�L

1/2

2r�
log�H

h
�exp�− �Lr

2�
� , �6�

where h is the greater of the distance from source, receiver,
or scatterer from the low sound speed boundary,

IL2 =
2�L

1/2

r2��L + �H�
�A + B�exp�− ��L − �H�r

4�
� �7�

with

A =
1

2
�exp�− ��L + �H�r

4�
� − exp�− ��L + �H�r�c

2

2H
�� ,

�8�

B =
��L + �H�r

8�
�E1� ��L + �H�r

4�
� − E1� ��L + �H�r�c

2

2H
�� ,

�9�

where E1�x� is the exponential integral �Abramowitz and Ste-
gun, 1972�.

High sound speed side:

IH = IH2
2 r�p , �10�

where

IH2 =
2�H

1/2

r2��L + �H�
�A − B�exp�− ��L − �H�r

4�
� . �11�

The magnitudes of the first and second exponents in Eqs. �8�
and �9� are important. Those containing the seabed’s critical
angle �c are usually much larger than those containing �
because the equivalent to �c in the latter terms is 	H / �2��,
which is half the critical angle in the water column. Thus
in the long-range limit the terms containing �c are large,
making the second exponential and the exponential inte-
gral vanish. However the other exponents may, or may not
be large. Note that these formulas revert to the isovelocity
case when �→� since B→0 and IL1 vanishes.

Clearly the relationship between �, �, and r is not so
simple with refraction even if we single out reverberation
from the L side. Although �L is still a multiplier �L is not.
This can be demonstrated numerically by plotting Eq. �5� for
various values of �L as in Fig. 1. Here �LdB is varied in
uniform steps between 1 and 8 dB/rad ��
=�dB/ �10 log10�e�� but with �L=10−2.7��LdB

2 simulta-
neously, while other parameters are constant �H=0 dB/rad,
�H=0, �c=20°, H=100 m, h=50 m, cL=1500 m/s, and cH

=1520 m/s. For clarity source strength and �p are set to
unity throughout. In effect, � is one radian and p is one
meter, corresponding to a 1.3 ms pulse duration. A closer
inspection of the formulas Eqs. �6�–�9�, however, shows that
if surface losses are small, �H=0, then in the long-range
limit the subformulas can all be written in the form,

I =
2

r2� �

�2�1/2

� F��r

�
� . �12�

�In the case of IL1, one needs to multiply the numerator and
denominator by �Lr.� So if ray radius of curvature � is main-
tained proportional to �L the form of the reverberation range
dependence is invariant as �L is changed. Therefore it is
always possible to match a change in scattering constant, �L,
exactly with a change in reflection and sound speed proper-

FIG. 1. Family of reverberation curves with reflection loss derivative �LdB

taking uniform steps between 1 and 8 dB/rad and simultaneously �L

=10−2.7 ��LdB
2 . Other variables are fixed: H=100 m, h=50 m, �c=20°,

cmin=1500 m/s, cmax=1520 m/s.

110 J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 Harrison and Nielsen: Reverberation inversion: reflection, scattering separability



ties, �L and �. From the geoacoustic inversion point of view
one expects a strong correlation between �L and �L and c�.
This effect is shown in Fig. 2�a�, where variation of rever-
beration with �L keeping �L /� constant shows clear conver-
gence, i.e., invariance, at long range. In fact, numerically
�LdB again takes values 1–8 dB/rad while �L is set to
10−2.7��LdB

2 and cH is varied so that �=7500��LdB.

C. Numerical confirmation of closed-form solutions

The findings of the previous section are here reinforced
by using an independent wave model to calculate reverbera-
tion from an incoherent mode sum under the same condi-
tions. The model uses C-SNAP �Ferla, Porter, and Jensen,
1993� operating at 1 kHz to calculate the mode shapes and
horizontal wave numbers, with a separate module to do the
mode summation, conversion of mode to ray angle, and cal-
culation of group velocities, etc., according to Ellis �1995�.
To ensure compatible environmental inputs the seabed was

composed of a half-space for which the bottom reflection
loss can be calculated from the geoacoustic parameters
through a relationship noted by Weston �1971�, namely,

RdB = �dB � � =
a2

	

d2c1
2

d1c2
2 sin3 �c

� � ,

where a2 is the sediment volume absorption in dB/
wavelength, and d, c are density and sound speed with sub-
scripts 1, 2 referring to the upper and lower media. The ac-
tual geoacoustic properties corresponding to �dB

=3.98 dB/rad, ��=0.916 rad−1� are given in Table I. Other
values of �dB were mimicked by adjusting the volume
absorption in proportion. As shown in Fig. 2�b� the results
are virtually identical to the analytical examples in Fig.
2�a�. The minor discrepancies reduce to a fraction of a dB
throughout if one reverts to the variant of the analytical
formula that includes the focusing or caustic effect dic-
tated by the WKB depth dependence �Harrison, 2003b;
Weston, 1980�. In any case, the main point is to obtain a
second opinion on the predicted long range convergence
with a correlated set of �, �, and sound speed gradient,
and Fig. 2�b� leaves no doubt.

III. MODIFIED REVERBERATION

Harrison �2003a� assumed the propagation to follow
mode-stripping and the scattering to follow Lambert’s law.
Other assumptions are possible, but one might expect that
during any one experiment in one locality the scattering law
and the propagation would be given and fixed, therefore one
has no control over the reverberation. In fact there are vari-
ous controls, for instance, in a refracting environment the
source and receiver depth alter the results. Similarly placing
either source or receiver near the sea surface creates a dipole
directionality which alters the propagation by introducing an
extra square-of-grazing-angle term in one or both of the out-
ward and return angle integrals. In general, the waveguide
imposes a near-Gaussian angle distribution which is multi-
plied by the directivities at the two ends of each propagation
leg, i.e., source and scatterer for outward, and scatterer and
receiver for return. There are therefore many ways one could
alter the propagation integral in situ given the locally fixed
scattering law. Some possibilities include:

• modify source �1�: with a multiring source use one ring for
the “point” source; three rings for a more directional
source;

• modify source �2�: run two rings in antiphase creating a
dipole source;

• modify source �3�: place the source near the sea surface to
create a dipole �possibly problematic because of physical
size and efficiency near surface�;

FIG. 2. Family of reverberation curves as in Fig. 1 but with �L and cH

simultaneously varied such that �L=10−2.7��LdB
2 and the ray radius of cur-

vature �=7500��LdB. Note the convergence at long range. �a� closed-form
solution; �b� modified C-SNAP.

TABLE I. Baseline half-space parameters.

Sound speed c
�m/s�

Density d
�kg/m3� /1000

Vol. absorption a
�dB/wavelength�

Water 1500 1.0 0.0
Sediment 1600 1.5 0.4
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• modify receiver: modify steering of a horizontal triplet ar-
ray to form vertical dipoles;

• measure angle dependence of reverberation: use the verti-
cal array to derive � directly from the width of the Gauss-
ian angle distribution.

In the following we investigate three possibilities, all
involving some vertical aperture, reverting to the isovelocity
environment for simplicity. First the dipole, enhancing steep
angles, second a horizontal beam, weakening steep angles,
and third a tilted beam. In all cases we consider application
to the return path only, although it is easy to extend this to
the two-way path. To track the changes we note that Eq. �1�
could have been written in terms of the outward and return
integrals LO, LR as

I =
��p

rH2 LOLR, �13�

where

LO = LR = 

0

�c

� exp�−
��2r

2H
�d� . �14�

We now leave LO unchanged and calculate the new LR as
required. Introducing the shorthand

X =
��c

2r

2H
�15�

we write LR as

LR =
�c

2

2X
�1 − e−X� . �16�

The short- and long-range limits of LR are, respectively, �c
2 /2

and �c
2 /2X. We emphasize that we do not advocate these

formulas as serious contenders for inversion directly. Rather
they point the way to dependencies or correlations which can
be utilized in numerical inversion by choice of the search
parameters and combinations of them.

A. Vertical dipole

Assuming the dipole to be composed of two unit mono-
poles a distance z apart, there is a gain factor of k2z2 sin2 �
which we approximate as k2z2�2,

LRD = k2z2

0

�c

�3 exp�−
��2r

2H
�d�

= k2z2�c
4�1 − �1 + X�exp�− X�

2X2 � . �17�

Thus the ratio of dipole to monopole reverberation F is

F =
Idipole

Imonopole
=

LRD

LR
= k2z2�c

2�1 − �1 + X�exp�− X��
X�1 − exp�− X��

. �18�

For long range �X
1�

F = k2z22H

�r
. �19�

For short range �X�1�

F = k2z2�c
2/2. �20�

The full behavior is shown as the solid black line in Fig. 3
�suppressing the k2z2 term� for the baseline parameters �H
=100 m, �=10−2.7, �dB=4 dB/rad, �c=20°, see Table I�
and compared to the conventional monopole reverberation
�dotted line�. The equivalent ratio F is shown in Fig. 4.
The most important point is that because of Eq. �19� the
range dependence is completely altered in a very simple
way at long ranges. In fact, the ratio of this modified
reverberation to conventional reverberation F is indepen-
dent of � at all ranges, as is clear in Eq. �18�. If we plot r
�F as shown in Fig. 5 we expect a long range plateau with
value of 2H /�. This means that if one measures monopole
and dipole reverberation, then � and � are separable after all.
In fact in this example the value of the plateau is 23.37 dB

FIG. 3. Various reverberations: Monopole reverberation from the closed-
form solution �dotted black� and C-SNAP �thick grey�; dipole reverberation
from the closed-form �solid black� and C-SNAP �thick grey�; horizontal
beam closed-form �dashed black�; tilted beam closed-form �dashed-dotted
black�.

FIG. 4. The closed-form ratio �function F� of the quantities in Fig. 3 to
monopole reverberation. Monopole �dotted�; dipole �solid�; horizontal beam
�dashed�; tilted beam �dashed-dotted�.
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which leads to �dB=3.9977 dB/rad and agrees with the
input value. Having separated � one can deduce � from
long range monopole reverberation. Although of less prac-
tical interest, the short range plateau in F �solid line in
Fig. 4� occurs at −12.19 dB, which according to Eq. �20�
gives an independent estimate of the critical angle. The
estimate is �c=19.9° which again agrees with the input
value. Despite the inaccuracy of the formulas in the pres-
ence of spatial interference, these findings suggest that a
more sophisticated model of the ratio F would still be
sensitive to � alone at long range and �c alone at short
range. Notice that it is the nature of the function in Eq.
�18� that the short range to long range transition “knee” is
about two times further out in range than the “knee” in Eq.
�1�. This is a peculiarity of the function as explained in the
Appendix. Numerical confirmation of these findings for
the monopole and dipole is shown by the thick grey lines
in Fig. 3 for the same parameters �determined as discussed
in Sec. II C�. Agreement is excellent.

B. Horizontal beam

A horizontal beam is conveniently represented as the
Gaussian exp�−�2 /�B

2�. Although the effect on the integral is
trivial the effect on reverberation is more interesting since it
affects range dependence �through Eq. �15��,

LRH = 

0

�c

� exp�− X
�2

�c
2 −

�2

�B
2 �d�

=
�c

2

2�X +
�c

2

�B
2 ��1 − exp�− �X +

�c
2

�B
2 ��� �21�

and the ratio of reverberation obtained with a horizontal
beam and with an isotropic source is

F =
LRH

LR
=

X

�X +
�c

2

�B
2 �
�1 − exp�− �X +

�c
2

�B
2 ���

�1 − exp�− X�� . �22�

The transition determined by the magnitude of the exponent
is now when

X +
�c

2

�B
2  1. �23�

If the beam is narrower than the critical angle then there is
essentially no transition in the exponential—it is negligible
for all ranges—but there is one in the denominator. For

X �
�c

2

�B
2 , LRH = �B

2/2, �24�

whereas for

X 

�c

2

�B
2 , LRH = H/�r , �25�

which leads to the same r−3 behavior for isotropic source and
receiver �F=1�. The effect is shown in Figs. 3 and 4 for
�B=4°. In summary a narrow horizontal beam has an effect,
but it is too weak to be useful for inversion.

C. Tilted beam

If the beam of width �B is tilted upwards at � to the
horizontal we have

LRT =
1

2



−�c

�c

���exp�− X
�2

�c
2�exp�− �� − �o

�B
�2�d�

= �

0

�c

� exp�− A�2 − B� − C�d�

+ 

0

�c

� exp�− A�2 + B� − C�d��/2, �26�

where

A �
�r

2H
+

1

�B
2 =

X

�c
2 +

1

�B
2 ; B �

2�o

�B
2 ; C �

�o
2

�B
2 .

It is possible to solve this exactly for arbitrary �o, �B, �c but
a reasonable approximation is for large �c �see 3.462/5,
Gradshteyn and Ryzhik, 1980�,

LRT =
exp�− C�

2A �1 +
B		

2	A
exp� B2

4A
�erf� B

2	A
�� . �27�

The corresponding reverberation and F function are shown
in Figs. 3 and 4 for �B=4° and �o=15°. A poorer but more
insightful approximation is a narrowish beam inside the
critical angle, i.e:, �B��c; �o��c,

LRT =
		

2
�B�o exp�−

��o
2r

2H
� =

		

2
�B�o exp�− X

�o
2

�c
2� ,

�28�

FIG. 5. The ratio multiplied by range F�r showing the plateau at long
range.
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F =
�r

H

		

2
�B�o exp�−

��o
2r

2H
�

=
		

2

�B�o

�c
2 X exp�− X

��o
2

�c
2 � . �29�

In theory, this behavior is virtually the same as that of the
integrand of Eqs. �26� or �14�, and so it contains more infor-
mation �given a variable beam angle� than, say the dipole
beam. Nevertheless the simple relationship between dipole
and conventional reverberation makes it more attractive.

IV. ROBUSTNESS AND EXTENSIONS

The main point of this paper, and in particular Sec. III, is
to demonstrate that reflection properties can, after all, be
separated out from reverberation. Since the derivations have
made certain assumptions we explore their weaknesses here.

A. Range-dependence

If we assume variable bathymetry, isovelocity reverbera-
tion formulas are given by Harrison �2003a� in terms of an
effective depth, conceived by Weston �1976�. These have
been justified and favorably compared with the model
BiStaR �LePage and Harrison, 2003; Harrison, 2005c�. As is
apparent from the original definition, a variable � can also be
accommodated as part of the effective depth integral, so the
original term in the exponent ��s

2�dr /H�r�3 becomes
�s

2���r�dr /H�r�3 �see also Holland, 2006� and we define a
modified effective depth

�eff�r� =
Hs

2H�r�2

r



0

r

��r�dr/H�r�3 �30�

in between a notional fixed source at range zero and receiver
at r. Following Harrison’s derivation through, and making
the substitution �cf. Eq. �15��,

X�r� =
�c

2Hc
2�effr

2Hs
2H�r�2 �31�

the monopole reverberation with variable � and � is

Imonopole =
��p

r3 � Hs

�eff
�1 − exp�− X���2

. �32�

Following Sec. III A the dipole reverberation is

Idipole =
��p

r3 � Hs

�eff
�1 − exp�− X���

�� Hs

�eff
�1 − �1 + X�exp�− X���2H�r�2

r�eff
�33�

and the ratio of the two �suppressing the k2z2� is

F�r� =
2H�r�2

r�eff

�1 − �1 + X�exp�− X��
�1 − exp�− X��

. �34�

Since range and bathymetry are assumed known, the ratio F
at long range tells us �eff �r�, and from its definition, Eq.
�30�, range-smoothing followed by differentiation of the
quantity �effr / �Hs

2H�r�2� gives ��r� /H�r�3. Therefore the

range-dependent ��r� can be computed directly, in prin-
ciple. In this same long range limit, knowing ��r� and
H�r� one can then compute ��r� from the absolute value of
Imonopole at each range. Note that �c, whether range-
dependent or -independent is not obtainable in the long
range limit.

B. Scattering law

From Eqs. �13� and �14� it is clear that an angle-
separable scattering law of the more general form
S��in , �out�=���in��out�n can be accommodated in the deri-
vations of Sec. III. The ratio of dipole to monopole rever-
beration in the long range limit becomes

Idipole

Imonopole
=



0

�

� n+2 exp�− a�2�d�



0

�

� n exp�− a�2�d�

, �35�

where a is a constant, representing some function of �, H, r,
etc., and changing the variable to Z=a�2 we have

Idipole

Imonopole
=

1

a



0

�

Z�n+1�/2 exp�− Z�dZ



0

�

Z�n−1�/2 exp�− Z�dZ

=
1

a

�1 + �1 + n�/2�
��1 + n�/2�

=
1

a
�

�1 + n�
2

�36�

for any positive value of n �not necessarily integer� where 
is the gamma function �Abramowitz and Stegun, 1972�. We
obtain the same a from the ratio, whether as in Eq. �19� or
the range-dependent version, Eq. �34�, but with a small
change in the scaling factor of �1+n� /2, i.e., 1 for Lambert’s
law, 0.75 for Lommel-Seeliger �or square root equivalent,
see Holland, 2005�, 0.5 for angle-independent. Thus the
measure of � is relatively insensitive to discrepancies be-
tween the actual and assumed scattering law. However one
expects the assumption of Lambert in the presence of a lower
angle power in reality to lead to an overestimate of �.

In the extreme case of a nonangle-separable scattering
law S��in ,�out�=�f��in ,�out� one can still say several things.
First, f��in ,�out�= f��out ,�in�. Second, the functional form of
f will clearly affect the result. But, most importantly, the
dipole to monopole ratio does not depend on the strength of
the scattering, �, since it cancels. It therefore does depend on
reflection properties modulated by the function f .

C. Refraction

The effects of refraction on reverberation were explored
in Sec. II B, Eqs. �5�–�11�. Of interest here is the effect of
refraction on the long range ratio F. First, consider orders of
magnitude. In the long range limit the second terms in Eqs.
�8� and �9� tend to zero. For strong refraction we might have
�=c /c�1500�100/20=7.5 km and �=0.5 rad−1 so that
the decay distance for the first exponential in Eq. �8� �i.e.,
4� /�� would be 60 km. In a rough calculation we can ne-
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glect the B term since it is proportional to the difference
between reverberation from the low sound speed and the
high sound speed side of the duct. Equations �6� and �7�
reduce to

Imonopole =
��p

r3�2 ��r

2�
log�H

h
� + 1�2

exp�− �r/�� . �37�

The ray angle at the array is always in between that at the sea
surface and seabed, but since we have already neglected the
difference, it is straightforward to form Idipole by inserting a
�2 term in the integrals that resulted in Eqs. �6� and �7�.
The result is

Idipole =
��p

r3�2 ��r

2�
log�H

h
� + 1���r

2�

2�H − h�
�

+
H

2�
+

2H

r�
�

�exp�− �r/�� . �38�

Writing b��r / �4�� and ��h /H the ratio is

F =
2H

�r
�

1 + b + 8b2�1 − ��
1 − 2b log���

. �39�

Clearly the dependence of F on H, �, and r is unchanged
except for a numerical factor, which for b=1 and �=0.5 is
2.51. Thus the numerical inversion technique is robust in
the presence of refraction.

D. Formation of the dipole beam pattern

In practice it may be difficult to produce a perfect dipole
response. It goes without saying that the null needs to be as
deep as possible since it is attempting to reject near horizon-
tal paths. If there is a hint of monopole behavior of the form
B���=�+k2z2 sin2 �, then the expected weak returns and
rapid fall-off with range will be contaminated and the func-
tion F �Eq. �19�� will be poorly estimated.

V. STANDARD INVERSION TECHNIQUES

A. Standard geoacoustic inversion of conventional
reverberation only

Here the objective is to demonstrate, by examining a
cost function, that application of standard inversion tech-
niques to conventional reverberation alone would yield poor
estimates of � and �. The reverberation was again simulated
by the modified C-SNAP already described in Sec. II C for
an isovelocity water column and flat bottom environment as
in Table I, again varying � by adjusting the volume absorp-
tion a2 in proportion. The baseline values of � and � are
0.92 rad−1 �corresponding to �dB=4 dB/rad� and −27 dB.
For demonstration purposes we deliberately avoid introduc-
ing frequency variation in these parameters; in practice there
may be an additional benefit in including such variation in
the cost function. Figure 6 shows the misfit ambiguity sur-
face �least-mean-square� as a function of � and �2 and av-
eraging over ranges from 3 km to 50 km. The baseline val-
ues are indicated by a plus sign. There is a clear trough along
the diagonal where ���2 is predicted by Eq. �2�. However
the bottom of the trough is not absolutely flat so it is possible
to obtain a fit �indicated by the circle�, though only in the
absence of noise. “Noise” can mean several things in this

context. First, from a pure inversion theory standpoint, one
might envisage some randomness added in the �, � plane.
Secondly ambient noise, when added to reverberation mea-
surements only affects the longest ranges, and one therefore
should, as far as possible, arrange the experiment to mini-
mize ambient noise �see Sec. VI�. Thirdly, a discrepancy be-
tween the chosen physical model and the experimental mea-
surements may result in spatial �or temporal� fluctuations
which spoil the goodness of match. Obviously the slightest
disagreement between the physical model and measurements
will result in arbitrary shifts predominantly along the trough.
This is a manifestation of the inseparability of � and � that
this paper addresses. How the inversion algorithm copes with
this trough and noise depends on which algorithm is chosen,
and a separate investigation is out of the scope of this paper.

B. Simultaneous geoacoustic inversion of
reverberation and dipole reverberation

With the addition of, effectively, a second measurement
there are several options for processing. One possibility is to
construct a joint cost function following the approach used
by Nielsen �2006� where the two measurements were rever-
beration and propagation. In the present context where we
are only searching for two parameters we have two measure-
ments �even at a single range� and two unknowns, � and �.
If one were to assume the long range versions of Eqs. �1� and
�18�, namely Eqs. �2� and �19�, to be true one could write
down a formula for � only and a formula for � only. Instead,
for reasons that will become apparent, we define a quantity A

A � k2z22HImonopole

rIdipole
= k2z22H

rF

= � �
�1 − exp�− X��

�1 − �1 + X�exp�− X��
�40�

such that, in the long range limit it would converge on �.
Similarly we define a quantity M

FIG. 6. Behavior of least-mean-square cost function based on monopole
reverberation alone. The baseline values of �dB and � are indicated by a +,
and the deduced solution by a �.
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M �
Imonopole

3 r

Idipole
2

�2Hk2z2�2

�p

= � � � �1 − exp�− X��2

�1 − �1 + X�exp�− X���
2

�41�

that in the long range limit would converge on �. From the
point of view of numerical inversion the two parameters A
and M are already orthogonal in the long range limit and do
not require any coordinate rotations �see Collins and Fish-
man, 1995�. Their orthogonality suggests the following joint
cost function,

E��S,�S� = �
i

�Ai − Ai���S,�S��2 + w

��Mi − Mi���S,�S��2, �42�

where A, M denote measurements and A�, M� denote mod-
eled quantities, w is a relative weighting found by trial and
error, and the summation is assumed to be over a selection of
ranges. Figure 7 is a plot of E as a function of the search
parameters �S, �S for ranges between 3 km and 50 km. The
first and second terms of Eq. �42� are shown individually
in Figs. 7�a� and 7�b�, so that one can see the closeness to
orthogonality of the functions, then combined in Fig. 7�c�.
The improvement over Fig. 6 is dramatic, and there is a
well defined solution for both parameters which agrees
with the simulated experimental values of �=0.92 and �
=10−2.7 as shown by the plus symbol in the figure. In fact
the fit is still good for shorter ranges, and the reason for
this is that the function of X on the right-hand side of Eq.
�41� tends to a constant �actually 22� for small X as well as
tending to a constant �1� for large, so numerically � can
be fixed. Because � is fixed, � can also be fixed despite
the fact that the function of X at the right-hand side of Eq.
�40� tends to 2/X leading to the whole right-hand side
being a constant, independent of �. By a useful quirk, that
constant 4H / ��c

2r� depends only on the critical angle.
In retrospect it is clear from Eqs. �40� and �41� that a

measurement of monopole and dipole reverberation at even a
single range �given H, z, etc.� is enough to define A and M
and therefore � and � if that range is long. For instance, in
this simulated example �or Fig. 3� we have Imonopole

=155.3 dB and Idipole=174.9 dB at 20 km. This leads to �
=0.91, �=10−2.7 again agreeing with the simulated experi-
mental values. Obviously the sensitivity to the two absolute
reverberation levels requires some kind of averaging, but not
necessarily over range. Although this appears to obviate nu-
merical inversion altogether, in a more realistic inversion one
might be searching for more than just two parameters �for
instance, critical angle or geoacoustic layer parameters� so
one can justify using the more robust standard inversion
technique.

VI. EXPERIMENTAL DETERMINATION OF � FROM
THE REVERBERATION RATIO

An ideal dipole receiver would be a towed horizontal
triplet array since it is readily available as a means of resolv-
ing the left/right ambiguity by cardioid beam-forming. In

principle the triplets can be weighted as �sin���; sin��
+2	 /3�; sin��+4	 /3��, knowing the roll angle for each
triplet, to form an effective vertical dipole. Unfortunately
suitable data have not been found by these authors. Instead
we use here data gathered with a vertical array �VLA� to
mimic a sine-squared beam since all beams are known. Of

FIG. 7. Behavior of the first �a� and second �b� quasiorthogonal term in the
cost function �Eq. �42��, and the joint cost function �c� derived from mono-
pole and dipole reverberation. Baseline values are indicated by a �.
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course, in this case, one could treat each vertical beam as a
“tilted beam” �Sec. III C�, but the simplicity of the dipole
formulas and the appeal of a dipole or triplet array compels
us to demonstrate that approach. The data were collected at
three sites on the Malta Plateau during BOUNDARY2003
�July 8th, 2003� and BOUNDARY2004 �May 17 and 20,
2004�, and have already been described in Harrison �2005a�.
Each set consists essentially of monostatic reverberation on a
gradual slope with the source and array in about 150 m water
depth but with returns from water shallowing to about 80 m
over some tens of kilometers. There was a strong summer
profile in 2003 with a velocity contrast of 30 m/s, whereas
in 2004 the gradients were much weaker with a contrast of
about 10 m/s. The source was a sweep from 700 to 1500 Hz
at 209 dB re 1 �Pa at 1 m, and the 32-element VLA had
angle resolution of a few degrees at its design frequency,
1500 Hz. Given the smoothed beam responses it is an easy
matter to sum over angles �monopole� and multiply by
sin2��� then sum �dipole�. The match-filtered response for the
three dates extending out to about 25 km are shown in Figs.
8�a�–8�c�, and these can be compared with Fig. 3. The spike
near 10 km on the 8th and the 20th is the Campo Vega oil rig
and tender. From approximately 1 to 25 km in all cases one
can see the expected divergence of the monopole and dipole
curves. The weaker dipole curves tend to flatten off into am-
bient noise at a shorter range. Also the Campo Vega spike is
weaker compared with its surrounding in the dipole case,
which is to be expected since it is a predominantly horizontal
return. Both the continuum of angles theory in Secs. II and
III and the discrete mode theory of C-SNAP exclude angles
greater than the critical angle. They therefore do not model
behavior correctly at short range. However, it is interesting to
note that the direct path propagation �through its angle-
independence� would lead to the same formula for F �Eq.
�20�� in this region. In fact the dB difference of 12 or 13 dB
�which is strikingly uniform despite the spatial fluctuations
of the individual curves� is close to that expected for a criti-
cal angle of about 20°.

The equivalent of Fig. 5 for all cases is shown in Fig. 9.
Now one can clearly see the effects of ambient noise beyond
about 10 km, and the fall-off at short range, leaving a plateau
in the middle at 23, 21, 21 dB, respectively. If a flat bottom
and Lambert’s law were assumed with corresponding depths
of 149, 143, 165 m we would arrive at � values of 1.49,
2.27, 2.62 rad−1. Allowing for the fact that the dominant re-
verberation is from the shallow side of the array a more
realistic average depth would be 100 m, so the values of �
would reduce to 1.00, 1.58, 1.58 rad−1. One could also in-
clude more detailed bathymetry and azimuthal effects
through an effective depth, as in Harrison �2003a� or Harri-
son �2005c�, where three-dimensional slope effects were
considered. However the effective depth with a uniform bot-
tom slope is just the average of the endpoint depths so we
would expect the above estimate to remain valid. Note that
we have no reason to suspect spatial changes in � in this
environment so we do not invoke Eq. �30�.

Since the sound speed profiles were not isovelocity it is
interesting to calculate the correction to the long range ratio
F using Eq. �39�. In fact �=h /H�0.5 and assuming �

=1 rad−1 and a �uniform� sound speed gradient of 0.1 s−1 the
extra factor is 1.04 at 10 km. Increasing the sound speed
gradient to 0.3 s−1 the extra factor becomes 1.5 at 10 km.
These factors are close enough to unity to justify the isove-
locity estimates above.

FIG. 8. Monopole �solid� and dipole �dashed� reverberation on the Malta
Plateau for �a� July 8, 2003; �b� May 17, 2004; �c� May 20, 2004.
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There is evidence that the scattering law may have a
weaker dependence on angle than Lambert �Holland, 2006�,
and it was shown in Sec. IV B that a law, such as Lommel-
Seeliger, with n=0.5, would result in an extra factor of 0.75
in the dipole-monopole ratio. This would reduce the � values
further to 0.75, 1.19, 1.19 rad−1. These values are close to the
mean �1.1 rad−1� and well within the bounds set by an inde-
pendent measurement technique, already reconciled with
other measurements, for the same area based on one-way
propagation paths �Prior and Harrison, 2004�. In fact the up-
per Lambert values and the lower Lommel-Seeliger values
lie on the edge of their error distributions.

Inserting �=1.1 rad−1 into Eq. �1� and taking the mono-
pole reverberation value of 68 dB at a range of 10 km, with
�=2	, p=1.87 m �1.25 ms pulse�, and vertical beam width
3.5°, we find �=−33 dB. This value is close to other mea-
surements for the area �see for instance, Holland, 2006�, for
which there is a wide spread, and of course this evaluation
depends on the sonar calibration, unlike the evaluation of �.
In addition, for comparison purposes, long range measure-
ments of � that are immune from propagation uncertainty are
hard to come by for the reasons central to this paper.

VII. CONCLUSIONS

An analytical approach resulting in closed-form solu-
tions has been used and extended to propose a more robust
way of separating and extracting geoacoustic and scattering
parameters from reverberation. From a philosophical point of
view the marrying of analysis with a numerical technique has
been demonstrably fruitful.

An earlier paper �Harrison, 2003a� suggested on theoret-
ical grounds that in an isovelocity environment long range
reverberation is a function of � /�2 �where � is the angle
derivative of reflection loss and � is the scattering coeffi-
cient�. So � and � cannot be separated by inverting rever-
beration alone. In this paper we have shown that in a refract-
ing environment there is a strong correlation, i.e.,

relationship, between �, � and sound speed gradient �ray
radius of curvature ��. Because of this, the shape of the re-
verberation curve at long range for a given �, can always be
matched by a change in � and �. Thus if � is predetermined
then, in principle, � and � can be separated since they affect
the curve in different ways. However if, � is unknown there
is enough freedom to match a change in � with a joint
change in � and �.

This paper has proposed an alternative geoacoustic in-
version technique in which the reverberation is deliberately
modified by biasing the propagation angles through a source
or receiver beam, thus providing two separate measures of
reverberation. The relative behavior of these two measures
then provides the required separability between scattering
and geoacoustic parameters. Of the various possibilities,
three were investigated: a dipole beam, a narrow horizontal
beam, and a tilted beam. The dipole reverberation combined
with monopole �conventional� reverberation leads to some
surprisingly powerful, simple, and robust results. For in-
stance, from the ratio at long range we can find � directly
and independently of other parameters �other than water
depth�. Having found � one can then deduce �. The short
range ratio is sensitive to critical angle and insensitive to �
and �. These deductions were made by extending Harrison’s
closed-form solutions, and they were confirmed using a
modified version of the wave model C-SNAP. Although the
choice of measurements �i.e., the ratio� was suggested by
appeal to closed-form solutions this paper does not advocate
using closed-form solutions for inversion.

Simulations using C-SNAP were used to test the separa-
bility of � and � in the context of geoacoustic inversion of
reverberation. A comparison was made between an approach
based on monopole reverberation alone and joint monopole
and dipole reverberation. The first case leads to a strong
correlation between � and �2, as expected, and therefore the
prospect of difficult separation with noisy data. The second
used the theory to suggest orthogonal search parameters
which then led to a very well defined minimum.

Although the simulation assumed an isovelocity range-
independent environment it was shown mathematically that
the approach can handle range-dependent environments and
still separate �, � in the long range limit. The approach is
robust to refraction and the derived � is relatively insensitive
to the assumed scattering law.

Separability of � and � was demonstrated with experi-
mental reverberation data from a vertical array. Since eleva-
tion angles were known it was possible to form an exact
analog of the monopole and the dipole receiver beams by
multiplying by, respectively, unity and sine squared of beam
angle, before summing over all angles at each delay. The
results clearly showed the expected divergence of the two
varieties of reverberation at long range from which one could
derive separately the three quantities, �, �, and �c. This op-
eration ought to, in principle, be possible with a towed hori-
zontal triplet array steered as a vertical dipole or monopole.
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APPENDIX: TRANSITION FROM “SHORT RANGE”
TO “LONG RANGE”

Although it might seem a bit fussy to investigate as
vague a phenomenon as the transition from short range to
long range behavior �the “knee”�, its position has important
consequences for the viability of this technique in practice
since it influences the lower limit of “long range” where the
theory is at its best. As a working definition of a knee we
take the well-defined point on a log�r� graph where the short
range and long range asymptotes intersect. Taking Eq. �1�,
the long- and short-range limiting forms are already specified
in Eqs. �2� and �3�. The intersection is found by simply
equating the two, thus the knee is at

ro =
2H

��c
2 or X = 1

as we might have guessed. To do the same operation on Eq.
�18�, we equate the long and the short range asymptotes
given by Eqs. �19� and �20�, and we find

ro =
4H

��c
2 or X = 2.

Thus the knee of the ratio of dipole to monopole reverbera-
tion occurs at twice the range of the monostatic reverberation
knee. As pointed out in Harrison �2003a� the latter tends to
occur at about 20 water depths for many bottom types.

Abramowitz, M. and Stegun, I. A. �1972�. Handbook of Mathematical Func-
tions �Dover, New York�.

Collins, M. D. and Fishman, L. �1995�. “Efficient navigation of parameter
landscapes,” J. Acoust. Soc. Am. 98, 1637–1644.

Desharnais, F. and Ellis, D. D. �1997�. “Data-model comparisons of rever-
beration at three shallow-water sites,” IEEE J. Ocean. Eng. 22, 309–316.

Dosso, S. E. �2002�. “Quantifying uncertainty in geoacoustic inversion. I. A
fast Gibbs sampler approach,” J. Acoust. Soc. Am. 111, 129–142.

Dosso, S. E. and Nielsen, P. L. �2002�. “Quantifying uncertainty in geoa-
coustic inversion. II. Application to broadband, shallow-water data,” J.
Acoust. Soc. Am. 111, 143–159.

Ellis, D. D. �1995�. “A shallow-water normal-mode reverberation model,” J.
Acoust. Soc. Am. 97, 2804–2814.

Ellis, D. D. and Preston, J. R. �1999�. “Extracting sea-bottom information
from reverberation data,” J. Acoust. Soc. Am. 105, 1042.

Ferla, C. M., Porter, M. B., and Jensen, F. B. �1993�. “C-SNAP: Coupled
SACLANTCEN normal mode propagation loss model,” NATO Undersea
Research Centre Memorandum Report No. SM-274, December 1993.

Fulford, J. K., King, D. B., Chin-Bing, S. A., and Chapman, N. R. �2004�.
“Benchmarking geoacoustic inversion methods using range-dependent
field data,” IEEE J. Ocean. Eng. 29, 3–12.

Gerstoft, P. and Ellis, D. D. �1996�. “Application of multifrequency inver-
sion methods to obtain seabed properties from broadband reverberation
data,” J. Acoust. Soc. Am. 100, 2665.

Gerstoft, P., Hodgkiss, W. H., Kuperman, W. A., and Song, H. �2003�. “Phe-
nomenological and global optimization inversion,” IEEE J. Ocean. Eng.

28, 1–10.
Gradshteyn, I. S. and Ryzhik, I. M. �1980�. Table of Integrals, Series, and

Products �Academic, New York�.
Harrison, C. H. �2003a�. “Closed-form solutions for reverberation and

signal-excess with mode-stripping and Lambert’s law,” J. Acoust. Soc.
Am. 114, 2744–2756.

Harrison, C. H. �2003b�. “Signal and reverberation formulae including re-
fraction,” NATO Undersea Research Centre Report No. SR-370, April
2003.

Harrison, C. H. �2005a�. “Experimental determination of seabed scattering
law and environmental parameters from reverberation,” NATO Undersea
Research Centre Report No. SR-403, February 2005.

Harrison, C. H. �2005b�. “Closed form bistatic reverberation and target ech-
oes with variable bathymetry and sound speed,” IEEE J. Ocean. Eng. 30,
660–675.

Harrison, C. H. �2005c�. “Fast bistatic signal-to-reverberation-ratio calcula-
tion,” J. Comput. Acoust. 13, 317–340.

Heaney, K. D. �2003�. “Active rapid geo-acoustic characterization,” J.
Acoust. Soc. Am. 113, 2191.

Holland, C. W. �2005�. “On errors in estimating seabed scattering strength
from long-range reverberation �L�,” J. Acoust. Soc. Am. 118, 2787–2790.

Holland, C. W. �2006�. “Mapping seabed variability: Rapid surveying of
coastal regions,” J. Acoust. Soc. Am. 119, 1373–1387.

Kamminga, S. D., Ellis, D. D., and Gerstoft, P. �1993�. “Extraction of both
bottom backscattering strength and reflection loss by inversion of rever-
beration measurements,” J. Acoust. Soc. Am. 94, 1844.

LePage, K. and Harrison, C. H. �2003�. “Bistatic reverberation benchmark-
ing exercise: BiStaR versus analytic formulas,” J. Acoust. Soc. Am. 113,
2333.

Makris, N. C. �1993�. “Imaging ocean-basin reverberation via inversion,” J.
Acoust. Soc. Am. 94, 983–993.

Muller, S. H. E., Ainslie, M. A., Boek, W., and Simons, D. G. �2002�.
“Inversion for bottom parameters using low frequency reverberation data,”
edited by A. Stepnowski, R. Salamon and A. Partyka, in Proceedings of
the 6th European Conference on Underwater Acoustics (ECUA), Poland,
24–27 June 2002, pp. 147–152.

Nielsen, P. L. �2006�. “Simultaneous geoacoustic inversion of propagation
and reverberation data,” edited by S. M. Jesus and O. C. Rodriguez, in
Proceedings of the 8th European Conference on Underwater Acoustics
(ECUA), Portugal, 12–15 June 2006, pp. 541–546.

Preston, J. R. �2000�. “Inversion of reverberation data for rapid environmen-
tal assessment,” J. Acoust. Soc. Am. 107, 2772.

Prior, M. K. and Harrison, C. H. �2004�. “Estimation of seabed reflection
loss properties from direct blast pulse shape,” J. Acoust. Soc. Am. 116,
1341–1344.

Rogers, A., Muncill, G., and Neumann, P. �1998�. “Inversion of bistatic
reverberation and scattering measurements for seabottom properties,” J.
Acoust. Soc. Am. 103, 3096.

Weston, D. E. �1971�. “Intensity-range relations in oceanographic acous-
tics,” J. Sound Vib. 18, 271–287.

Weston, D. E. �1976�. “Propagation in water with uniform sound velocity
but variable-depth lossy bottom,” J. Sound Vib. 47, 473–483.

Weston, D. E. �1980�. “Acoustic flux formulas for range-dependent ocean
ducts,” J. Acoust. Soc. Am. 68, 269–281.

Zhou, J., Guan, D., Shang, E., and Luo, E. �1982�. “Long-range reverbera-
tion and bottom scattering strength in shallow water,” Chinese J. Acoust.
1, 54–63.

Zhou, J., Zhang, X., Luo, E., and Wang, D. �1993�. “Vertical coherence of
long-range reverberation in a Pekeris shallow-water waveguide,” J.
Acoust. Soc. Am. 93, 2286.

Zhou, J. and Zhang, X. �2003�. “Seabottom geoacoustic inversion from re-
verberation vertical coherence in shallow water,” J. Acoust. Soc. Am. 113,
2204.

J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 Harrison and Nielsen: Reverberation inversion: reflection, scattering separability 119
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Ocean measurements of the scintillation index �SI� of surface forward-scattered signals made in
August 2002 are presented and compared with a model developed by Yang and McDaniel �Waves
in Random Media 1, 419–439 �1991��. The acoustic measurements employed continuous wave
�CW� pulses and linear frequency modulated �LFM� sweeps with center frequencies of 20 and
40 kHz. Simultaneously, measurements of wind speed, directional surface wave height spectrum,
and ocean sound speed profile were made. The sea state was between 0 and 1 during the four days
of the experiment, in part because the location is very much in the lee of San Clemente Island. The
measured values of SI are found to agree with Yang and McDaniel model predictions, except for
measurements with the largest signal bandwidth and/or the narrowest beamwidths, which violate
model assumptions of continuous signals and omnidirectional projectors and hydrophones. In
addition, the data show that SI decreases with increasing signal bandwidth �or decreasing temporal
extent�. An extension to the Yang and McDaniel model is developed that accounts for a reduction
in signal temporal extent or ocean surface ensonification. The extended model is in qualitative
agreement with the measurements, in that SI is predicted to decrease with increasing signal
bandwidth. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2382457�

PACS number�s�: 43.30.Re, 43.30.Hw �SLB� Pages: 120–131

I. INTRODUCTION

The intensity of a received signal can display temporal
variations due to phenomenon such as relative motion be-
tween a source and a receiver, fluctuations in the index of
refraction along the propagation path, or motion of the ocean
medium. The intensity variance divided by the square of the
mean intensity, referred to as the scintillation index �SI�, is
widely used in underwater acoustics to quantify signal level
variation.

SI =
�I2�
�I�2 . �1�

This paper presents measurements and theory for the SI of
acoustic signals that have been forward scattered by the
ocean surface. This work represents the first measurement-
model comparison for the SI ocean surface forward-scattered
signals.

From a theoretical point of view, there are several mod-
els for the SI of surface forward-scattered signals �Macaskill
and Kachoyan, 1988; Frankenthal, 1990; Yang and
McDaniel, 1991�. The Yang and McDaniel �henceforth re-
ferred to as YMcD� model is the focus of this paper. It in-
volves a scattering strength or roughness parameter that is
proportional to the ratio of root mean square �rms� ocean
surface wave height to acoustic wavelength. When the
strength/roughness parameter is small, scattering is weak and
the SI is close to 0; this is called unsaturated scattering by

Flatté �1983� in the context of scattering by ocean volume
inhomogeneities. When the strength/roughness parameter is
large, scattering is strong and the SI approaches 1; this is
called saturated scattering. The SI can follow two behaviors
in the transition region, as shown in Fig. 1 �Colosi and Bag-
geroer, 2004�, which was developed from ocean volume
scattering considerations but is �shown to be, in Sec. II� ap-
plicable to scattering by the ocean surface. In the diffractive
path to saturation, the SI increases monotonically from 0 to 1
in transitioning from unsaturated to saturated scattering. In
the geometric path to saturation, the SI reaches a maximum
and decreases to 1. In this case, SI values greater than 1 can
occur due to constructive and destructive interference be-
tween a few, discrete acoustic paths �Flatté, 1983; Colosi and
Baggeroer, 2004�; this phenomenon is referred to as partially
saturated scattering. The behavior in the partially saturated
region is controlled by scatterer size or �for the purposes of
this work� a diffraction parameter related to the size of the
first Fresnel zone relative to the correlation length of surface
height fluctuations. Both the strength/roughness and size/
diffraction parameters will be discussed in detail below.

From an experimental point of view, there are few pub-
lished measurements of SI for ocean surface forward-
scattered signals. Several papers published in the 1960s and
1970s dealt with second order moments of the scattered pres-
sure �Scrimger, 1961; Melton and Horton, 1970; Nichols and
Senko, 1974�. More recently, Stroud, Marston, and Williams
�1997� published theoretical predictions and experimental
data for fourth order �and higher� moments of the scattered
pressure. The measurements were conducted in a tank using
a rigid one-dimensional surface with a Gaussian roughness
spectrum. Their experiment showed that SI falls off as pulse

a�Present address: Ecole Centrale de Lyon, Laboratoire de Mécanique des
Fluides et d’Acoustique, UMR CNRS 5509, BP 163, 69131 Ecully Cedex,
France. Electronic address: benjamin.cotte@ec-lyon.fr
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length is reduced in the saturated region, which is consistent
with the measurements presented in this report.

This paper presents measurements of the SI of surface
forward-scattered signals made in August 2002 near the east-
ern shore of San Clemente Island, California, and compares
them with theory developed by Yang and McDaniel �1991�
�YMcD�. The acoustic measurements employed 1.0 and 0
.14 ms continuous wave �CW� pulses and 8 ms linear fre-
quency modulated �LFM� sweeps with center frequencies of
20 and 40 kHz; LFM signal bandwidths range from 1 to
22 kHz. Source-receiver separation was approximately
700 m. In most cases, source and receiver depths were such
that the direct and surface forward-reflected arrivals were
separated in time. Environmental measurements of the wind
speed, the directional surface wave height spectrum, and the
ocean sound speed profile accompanied the acoustic mea-
surements. The sea state was between 0 and 1 during the
experiment, in part because the location is very much in the
lee of San Clemente Island.

As will be discussed in Sec. II, the YMcD model is
based upon the Kirchhoff approximation for scattering from
the rough surface. Thus the issue of the validity of the Kirch-
hoff approximation for the experimental conditions associ-
ated with the measurements presented in this paper has to be
considered. Thorsos �1988; 1990� has investigated the con-
ditions under which the Kirchhoff approximation is valid and
found it accurate near the specular direction, even for quite
small incident angles �as low as 10 deg�. Both single spatial
scale Gaussian and multiscale Pierson-Moskowitz surface
wave height distributions were considered. Away from
specular, but still far from very shallow grazing angles where
shadowing or multiple scatter can occur, the validity of the
Kirchhoff approximation was found to depend upon the ratio
of the surface correlation length l to the acoustic wavelength
�. This is the range of angles which dominate the scintilla-
tion of forward-scattered signals, and here the Kirchhoff ap-
proximation is found to be valid as long as l

� �1. For the
data presented here, the grazing angles are 10 to 20 deg;
values of l range from 0.6 to 4.9 m and � is 0.0325 or

0.075 m �see Sec. IV�, so that l
� is clearly much greater than

1. The validity of the Kirchhoff approximation is therefore
valid and it is appropriate to compare the YMcD model with
the measurements.

The experimental conditions did not satisfy two impor-
tant assumptions of the YMcD model, namely, that the signal
was continuous and the projector and hydrophones were om-
nidirectional. The measurements were made with pulses with
finite bandwidth �larger than 1 kHz�, and half of the acoustic
projectors and all of the receive hydrophones were direc-
tional. Not withstanding these shortcomings, many SI mea-
surements agree well with the YMcD model. The SI mea-
surements that did not agree with the model were made using
signals with the largest bandwidth and/or projectors/
hydrophones that ensonified a significantly reduced area of
the ocean surface, thus violating model assumptions to the
greatest degree. Increasing signal bandwidth results in in-
creased temporal resolution at the output of the matched fil-
ter, and equivalently in reduced signal temporal extent. The
YMcD development has been modified to handle pulses with
finite bandwidth and directional beams by limiting the en-
sonified area of the ocean surface, hereafter referred to as the
XYMcD model. The XYMcD model predicts a reduction in
SI when the signal temporal extent is shortened, which is in
agreement with the measurements.

The Yang and McDaniel �YMcD� model and its exten-
sion for limited ensonification of the ocean surface
�XYMcD� are described in Secs. II and III, respectively. In
Sec. IV acoustic and environmental measurements are pre-
sented, and the method of estimating the surface wave height
spectrum and the correlation function of surface wave height
fluctuations is detailed. SI measurements are compared to
YMcD and XYMcD model predictions in Secs. V and VI,
and a summary is given in Sec. VII.

II. THE YANG AND MCDANIEL „YMcD… MODEL FOR
SCINTILLATION INDEX „SI…

The Yang and McDaniel �YMcD� model �Yang and
McDaniel, 1991� utilizes the two-dimensional geometry
shown in Fig. 2 and assumes an omnidirectional source and
receiver, a CW signal, and validity of the Kirchhoff approxi-
mation. Derivation of the scattered pressure for the Kirchhoff
approximation is taken from Clay and Medwin �1977�. Using
the geometry and notation of Fig. 2 and the assumptions
discussed above, the scattered pressure ps can be written

FIG. 1. Sketch of SI vs strength parameter illustrating the two possible paths
to saturation. After Colosi and Baggeroer �2004, Fig. 1�.

FIG. 2. Geometry for the YMcD model for scintillation index �SI�.
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ps = �
−�

�

exp�− i	 x2

xf
2 + 2���x�
�dx , �2�

where

xf
2 �

2

k
	 sin2�i

Ri
+

sin2�s

Rs

−1

, �3�

� � −
k

2
�sin �i + sin �s� . �4�

In writing Eq. �2�, the terms describing time and range de-
pendence have been omitted because they are not important
to this derivation. Note that ��x� denotes surface elevation.
The parameter xf can be interpreted as 1

�
times the radius of

the first Fresnel zone �Clay and Medwin, 1977, p. 50�, pro-
jected onto the x axis. The exp �−i x2

xf
2 � term thus provides

sinusoidal dependence upon x as x moves through the
Fresnel zones. Also, k is the wave number and � is the mean
vertical component of the wave number of the incident and
scattered waves, so that the term 2���x� parametrizes the
effect of the rough surface to alter the phase of the received
signal �Clay and Medwin, 1977, p. 340�. Equation �2� is the
starting point for calculating the mean intensity �I�= ��ps�2�
and the mean squared intensity �I2�= ��ps�4�. After some ma-
nipulations, Yang and McDaniel obtain the following expres-
sion for SI:

SI =
�I2�
�I�2 − 1

=
4

�
Re��

0

� 	�
0

P

exp�− iPS�exp�− �2H�P,S��dS
dP�
− 1, �5�

where Re means “real part of,” and P and S are functions of
position on the surface defined for convenience. Equation �5�
is the same as Eq. �32� of YMcD. It is similar to Eq. �9� of
Yang, Fennemore, and McDaniel �1992�, in which the
YMcD theory is applied to a two-dimensional �2D� ocean
surface; note that for consistency the factor in front of the
integral should be 4

� in the latter paper. The factor H depends
on the correlation function of a nondimensional parameter
C�X�=C�� Xxf

2
�=C��Xl	�

H�P,S� = 2 − 2C�P� − 2C�S� + C�P + S� + C�P − S� . �6�

� and 	 are the strength/roughness and size/diffraction pa-
rameters that control SI behavior. They are defined as fol-
lows:

�2 � 4h2�2, �7�

	 �
xf

2

2l2 , �8�

where h= ��2�1/2 is the rms ocean surface wave height and l is
the scale size for the ocean surface correlation function.

To understand what � and 	 physically mean, consider
the case of specular reflection ��i=�s=� in Fig. 2�. Then Eq.

�7� becomes the Rayleigh roughness parameter �
=4�h sin � /�, where � is the acoustic wavelength, as de-
fined, for instance, by Melton and Horton �1970� and Dahl
�1999�.1 When � is large ���1�, the surface appears very
rough and there are many acoustic paths to the receiver that
are, on average, uncorrelated. SI approaches 1, and the scat-
tering is referred to as saturated. When � is small ���1�,
the surface appears smooth and approaches only one acoustic
path. SI approaches 0, and the scattering is referred to as
unsaturated. This behavior can be seen on the 	-� diagram
shown in Fig. 3 �Flatté, 1983�. The axes in Fig. 3 are
�Flatte=k0�
2�1/2RLP and 	Flatte=R /6L2k0, where �
2�1/2 is
the rms sound speed fluctuation, R is source-receiver separa-
tion, L and LP are the sound speed inhomogeneity correlation
lengths in the vertical direction and along the path, respec-
tively, and k0 is the mean acoustic wave number �Flatté et al.
1979�. There is strong physical correspondence between
�Flatte and 	Flatte, which were derived for ocean volume scat-
tering, and � and 	 defined in Eqs. �7� and �8� for surface-
forward scattering. The rms wave height and correlation
length of the ocean surface in the YMcD theory correspond
to rms sound speed fluctuation and the correlation length of
the sound speed fluctuations, respectively, in Flatté’s theory.
In both theories, the diffraction parameter 	 is proportional
to the square of the Fresnel radius divided by the square of a
correlation length. Both definitions of the strength parameter
include the product of a wave number and rms fluctuation,
but in Flatté’s theory an additional range times along-path
correlation length term is present. Scattering in the ocean
volume occurs along the path, and RLP is a Fresnel term
with LP replacing �.

	 plays an important role in the transition region be-
tween the unsaturated and saturated regions in both volume
and surface scattering. As stated above, xf can be interpreted
as 1

�
times the radius of the first Fresnel zone projected onto

the x axis. A spherical wave front can be divided into half-
wavelength annular zones called Fresnel zones; these zones

FIG. 3. 	-� diagram representing the different scattering regimes with
respect to the size/diffraction parameter 	Flatte and the strength/roughness
parameter �Flatte. After Flatté �1983, Fig. 12�.
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define phase relationships, since points from adjacent zones
are out-of-phase from each other. The parameter l is a mea-
sure of the area over which the surface elevation is corre-
lated. Thus for surface scattering, 	 compares the size of the
first Fresnel zone to the size of the correlated region of the
ocean surface, and is therefore called size parameter. 	 pro-
vides a similar comparison for volume scattering, although it
is called a diffraction parameter by Flatté �1983� since for
small values of 	 �roughly 	�1�, the geometric approxima-
tion is valid, while for large values of 	 �roughly 	�1�,
diffraction occurs. The corresponding geometric and diffrac-
tive paths to saturation are represented by two block arrows
in Fig. 3, which are related to the SI behavior shown in Fig.
1. For surface scattering, in the geometric path to saturation
�xf � l�, the surface elevation is correlated over several
Fresnel zones. This leads to constructive and destructive in-
terference between acoustic arrivals �also referred to as mul-
tipath correlation by Colosi and Baggeroer �2004�� for a
range of � values that cause large variations and SI values
greater than 1. In the diffractive path to saturation �xf � l�,
acoustic arrivals from Fresnel zones other than the first zone
are uncorrelated and SI transitions directly from unsaturated
scattering to fully saturated scattering.

YMcD predictions for dependence of SI on 	 for vari-
ous values of � using a Gaussian surface correlation spec-
trum are shown in Fig. 4. Note that this representation is
different from the one used in Fig. 1. Curves in Fig. 1 are
equivalent to vertical paths in the 	-� diagram �see Fig. 3�,
while curves in Fig. 4 are equivalent to horizontal paths in
the 	-� diagram. As will be discussed in Sec. V, the range of
	 values over which measured SI can be compared with the

YMcD model is 0.3 to 1.9, and this range is indicated in the
figure. Two other models are compared in Fig. 4 using Yang
and McDaniel 	 and � parameters. The predictions by Ma-
caskill and Kachoyan �1988� are obtained by numerical
simulation based upon inversion of the full integral equation
describing surface scattering, for which the Kirchhoff ap-
proximation corresponds to the first iteration. As shown there
and by Thorsos �1988�, the Kirchhoff approximation com-
pares well with the full integral equation for scattered angles
near the specular, for small to moderate rms surface wave-
height, and for a Gaussian surface waveheight spectrum. Re-
flection coefficients are found for different realizations of a
random sea surface, and the SI is calculated by ensemble
averaging over the reflection coefficients. No size parameter
is explicitly defined. The model by Frankenthal �1990� uses a
phase screen model for the surface interaction that can be
applied to a refracting as well as a reflecting scattering sur-
face. Numerical results are presented for large scattering
strength parameters and for normal incidence. Frankenthal’s
definition of 	 is the same as Yang and McDaniel’s for nor-
mal incidence ��i=�s= �

2
�. It can be seen that his model fits

Yang and McDaniel’s very well. To calculate 	 using Ma-
caskill and Kachoyan parameters, a rms wave height h �or
equivalently a correlation length l� needs to be chosen. h is
assumed to be 0.01 m to obtain the best fit with the other two
models for log10���=1.0. Doing so this model fits the Yang
and McDaniel predictions relatively well. Note that all three
models predict unsaturated scattering for the smallest values
of �. They also predict that the peak value of SI above 1,

FIG. 4. �Color online� Comparison of three models for SI of ocean forward-scattered signals. A Gaussian surface correlation spectrum is used, and results are
plotted and scaled with respect to the Yang and McDaniel 	 and � parameters. The Yang and McDaniel predictions are given for log10���=0.2, 0.6, 1.0, 1.3,
1.6, 2.0, 2.5, and 3.0 �solid lines�, as given in the text boxes. Macaskill and Kachoyan predictions are given for log10���=0.70, 0.85, and 1.0 �open circles�,
and Frankenthal predictions are given for log10���=1.0 and 3.0 �dashed lines�.
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characteristic of the partially saturated region, increases and
shifts to lower 	 as � increases. This behavior is consistent
with Fig. 3.

III. YMcD MODEL EXTENSION FOR FINITE SIGNAL
BANDWIDTH AND LIMITED ENSONIFICATION
OF THE OCEAN SURFACE „XYMcD…

The conditions of the SI measurements reported in this
paper violate the assumptions of the YMcD model in two
respects. First, pulses with finite bandwidth were transmitted
rather than continuous signals, and second, directional acous-
tic projectors and hydrophones were used. A continuous sig-
nal has broad temporal extent or equivalently, very small
effective bandwidth. The signals used in the 2002 field ex-
periment have small temporal extent or non-zero effective
bandwidth, which means that at any given time only a small
part of the ocean surface will contribute to the received sig-
nal. The size of the area of the ocean surface that contributes
to the received signal is limited by the signal characteristics
because matched-filtering provides temporal extent equal to
the inverse signal bandwidth. For instance, the extent of the
ocean surface contributing to the received signal for a 1 ms
pure tone pulse and an 8 ms, 1 kHz LFM is approximately
c
� =1.5 m, where c=1500 m/s is the speed of sound in the
water and � is the effective bandwidth. Similarly, hydro-
phone directionality resulted in incomplete illumination of
the surface for some projector-receiver pairs. In some cases
the specular point was not strongly illuminated. Many mea-
sured SI values agreed with the YMcD model in spite of
these differences, but the SI measurements with the shortest
signal temporal extent �or largest bandwidth� and narrowest
beams did not agree. Therefore, the YMcD model has been
modified to account for finite signal bandwidth and hydro-
phone beam width by introducing an illumination factor I�x�
�Clay and Medwin, 1977�. The illumination factor I�x� is
limited to values between 0 and 1 and indicates the com-
bined projector-hydrophone pattern response for the point x
on the surface �x=0 is the specular point, as may be seen in
Fig. 2�. I�x�=1 corresponds to a completely ensonified sur-
face �omnidirectional projectors and hydrophones� and I�x�
=0 corresponds to no ensonification of the surface.

Introducing the illumination factor into the equation for
the scattered pressure, Eq. �2� becomes

ps = �
−�

�

I�x�exp�− i	 x2

xf
2 + 2���x�
�dx . �9�

Equation �9� has been evaluated by Clay and Medwin �1977�
for the case of a Gaussian beam. The mean intensity is given
by

�I� = xf
2�

0

� ��
−�

�

IL��,��cos���d�
�exp�− �2�1 − C�����d� , �10�
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IL��,�� = I	 xf

2
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xf

22
�
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2
 −

xf

22
�
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A quadruple integral must be evaluated in order to calculate
the mean squared intensity

�I2� =
xf

4
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�

IL�t,P,S,q�

�exp�− itq�exp��2H1�P,S,q��dtdq�
�exp�− iPS�exp�− �2H2�P,S��dSdP , �12�

where t and q are temporary variables of integration with no
physical significance
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The effect of the illumination factor on SI has been
evaluated using the XYMcD model and an illumination fac-
tor defined by

Ix0
�� 1 + cos	 �x

2x0



2

for x � 2x0,

0 elsewhere,
� �15�

where x0 parametrizes the width of the ensonified area. In
Fig. 5, SI is plotted versus x0 for different values of log10���.
It can be seen that SI decreases as the size of the ensoni-
fied area decreases. As mentioned earlier, the range of 	
values used for comparison with measured SI is 0.3 to 1.9.
Results are shown for 	 equal to 0.5 only in Fig. 5 since
extended model predictions depend very little on the size
parameter 	 for 	 between 0.3 and 1.9.

IV. OCEAN MEASUREMENTS

Acoustic and environmental measurements were made
over a four-day period during August 2002 about 2.5 km east
of San Clemente Island, California �32° 38.2� N, 117° 57.4�
W�. Water depth was approximately 500 m. The acoustic
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measurement system and the signals used to measure SI are
described in Sec. IV A. Environmental measurements are
identified in Sec. IV B. The surface waveheight spectrum,
the correlation function of surface height fluctuations, the
rms waveheight, and the correlation length are estimated in
Sec. IV C.

A. Acoustic measurements

The acoustic measurement system consists of four pro-
jectors deployed from a moored buoy and a set of six receive
hydrophones deployed from the Motor Vessel �M/V� Acous-
tic Explorer as shown in Fig. 6. Projectors P1 and P3 are ITC
6084 hydrophones, with vertical half-beam widths of 13.3°
at 20 kHz and 6.4° at 40 kHz. Projectors P2 and P4 are ITC
1001 projectors, which are basically omnidirectional. All re-
ceive hydrophones are ITC 6080C, which have vertical half-
beamwidths of 42.0° at 20 kHz and 20.6° at 40 kHz. Hydro-
phone H3 malfunctioned during the experiment and recorded
no data. Seven acoustic data sets were recorded during the
experiment. Data for projector P4 were only available for

two of the seven measurement periods and are not used in
this paper. Also, direct and surface bounce paths could not be
separated for the shallowest projectors and receivers and
those data are not used in this paper.

For each data set, the 12 signals identified in Table I
were transmitted by each projector. Center frequencies are 20
and 40 kHz. CW signals with duration 0.14 and 1 ms are
referred to as “short” and “long” pulses, respectively. LFM
signals have bandwidths ranging from 1 to 22 kHz. For each
signal and each projector, 300 pings were transmitted using a
0.1 s repetition rate. Received signals from all hydrophones
were digitized and recorded simultaneously using a sample
rate of 312.5 kHz. Subsequently, received signals were
matched filtered and the peak of the filter output located. The
SI was calculated over the 300 peak values of the surface
scattered path in the match-filtered output.

B. Environmental measurements

Sound speed in the water column, wind speed, and di-
rectional surface waveheight spectrum were measured during
the four-day period of the experiment. The sound speed pro-
file was estimated approximately once a day using a cast
conductivity-temperature-depth �CTD� profiler dropped
down to a depth of approximately 300 m. As shown in Fig.
7, a downward refracting profile is found; it is very similar
from day to day. Ray tracing is used to determine whether
the specular point is strongly illuminated for each projector-
receiver pair. The time-averaged directional wave height
spectrum was measured every 30 min using a Triaxys Direc-
tional wave rider buoy. However, sea surface waveheight
during the experiment was too small to be measured accu-
rately by the wave rider buoy2 and those data are not used in
this paper. Wind speed was measured using a Handar ultra-
sonic anemometer every 10 s, except that there are no wind
speed data for one of the four days of the experiment. Mea-
sured wind speed ranges from 6 to 12 m/s. Because of the
relatively steady conditions, the wind speed is taken to be
8±2 m/s during the experiment. The rms waveheight is very
low considering the wind speed measured during the experi-

FIG. 5. XYMcD model predictions calculated using the illumination factor
Ix0

and the swell enhanced Plant spectrum described in Sec. IV C. 	=0.5
for all curves and log10���=0.4, 0.6, 0.8, and 1.0 from the lowest to the
highest curve.

FIG. 6. Acoustic measurement system configuration. The specular ray for
P2-H2 �projector 2 - hydrophone 2� is shown.

TABLE I. Acoustic signal characteristics.

Name Type
Center

frequency �kHz�
Bandwidth

�kHz�
Duration

�ms�

Short CW 20 CW 20 7 0.14
Long CW 20 CW 20 1 1
Short CW 40 CW 40 7 0.14
Long CW 40 CW 40 1 1
LFM 20-1 LFM 20 1 8
LFM 20-7 LFM 20 7 8
LFM 20-13 LFM 20 13 8
LFM 20-22 LFM 20 22 8
LFM 40-1 LFM 40 1 8
LFM 40-7 LFM 40 7 8
LFM 40-13 LFM 40 13 8
LFM 40-22 LFM 40 22 8

LFM signal duration is 10 ms for projector P3 only.
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ment; this is because of the close proximity of the experi-
ment to San Clemente Island and the attendant reduced fetch
�McDaniel and McCammon, 1987�.

C. The surface waveheight spectrum and correlation
function

As stated above, surface conditions during the experi-
ment were too benign to be measured by the Triaxys wave
rider buoy. However, the correlation function of surface
height fluctuations is an important input parameter to the
models described in Secs. II and III. Accordingly, a model
was employed to estimate the surface waveheight spectrum,
the correlation function and the correlation length. Following
Dahl �1999�, the isotropic correlation function C���� can be
computed via the Bessel transform relation

C���� =

�
0

�

KJ0�K��F�K�dK

�
0

�

KF�K�dK

, �16�

where K is the magnitude of the ocean surface wave number,
F�K� is the directionally averaged surface height wave-
number spectrum, and � is the horizontal distance between
two points on the surface. Dahl showed that at high acoustic
frequencies �approximately 10 kHz and more�, directional-
ity of the surface waveheight spectrum does not play an
important role since scattering is dominated by capillary
waves �Dahl, 1999; Dahl, 2004�.

The surface waveheight spectrum has been modelled us-
ing Plant’s D spectrum �Plant, 2002�. The model input pa-
rameters are wind speed and fetch. Because the experiment
location was about 2500 m east of San Clemente Island, and
the wind was out of the west northwest, the fetch is limited
to approximately 2500 m. Diffraction around the north-east
tip of the island could cause the effective fetch to be higher.
On the other hand, because of shadowing by hills on the
island, the effective fetch could be lower than 2500 m. For
this analysis, the fetch is taken to be 2500±1500 m.

Use of Plant’s model with a wind speed of 8 m/s and a
fetch of 2500 m produces the waveheight spectrum shown in
Fig. 8. The spectra of acoustic intensity fluctuations of se-
lected measurements are also shown in Fig. 8 for compari-
son. They correspond to Rayleigh roughness parameter R
=2kh sin��� �see Eq. �7� in the case of specular reflection
��i=�s=��� of 1.5 to 4.3, all normalized to the same maxi-
mum value. �The variation in R is due to change in grazing
angle and acoustic frequency.� A swell enhanced Plant spec-
trum �explained below� is also plotted in Fig. 8.

It can be observed in Fig. 8 that the acoustic spectrum
for the smallest roughness parameter follows Plant’s model
well above 0.5 Hz. However, as the roughness parameter in-
creases, higher frequency energy increases and a flattening of
the acoustic spectrum is observed. As a result, the fit with
Plant’s model degrades. The spectral broadening is related to
the change in the probability density function �pdf� of the
peak pressure at the receiver, as described by Clay and Med-
win �1977�. For small roughness parameter, the scattered
pressure follows a Gaussian distribution, and the field is
dominated by the coherent contribution corresponding to
specular reflection. For the large roughness parameter, the
scattered pressure follows a Rayleigh distribution; there are a
large number of randomly phased contributions �contribu-

FIG. 7. �Color online� Sound speed profiles measured between 15 and 18
August 2002 at the experiment site �thin lines�. The thick line is the aver-
aged sound speed profile over the four days.

FIG. 8. �Color online� Spectra of peak long pulse acoustic intensity values
�solid lines� for different values of the Rayleigh roughness parameter R �as
labeled�. Each spectrum is an average over three measurement periods. The
dotted line corresponds to Plant’s model calculated using a wind speed of
8 m/s and a fetch of 2500 m. The dashed line is Plant’s model extended to
include a swell component at 0.23 Hz. All of the acoustic spectra have been
scaled so that their maxima equal the swell enhanced Plant spectrum maxi-
mum.
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tions from many random facets of the ocean surface�, and the
incoherent component of the field dominates. This broaden-
ing of the acoustic spectra for large roughness parameter was
observed experimentally by Scrimger �1961� and Brown
�1969�. The result is that the spectrum of the acoustic pres-
sure �or intensity� fluctuations closely follows the ocean sur-
face fluctuation spectrum for the small roughness parameter,
while for larger roughness parameter, the acoustic fluctuation
spectra contain high frequency energy that is not present in
the surface wave height spectrum.

In general, the peaks of the acoustic spectra in Fig. 8
occur at frequencies below the 0.6 Hz peak of the Plant
model spectrum. The acoustic spectrum with the smallest
roughness parameter has a peak at 0.23 Hz �with a frequency
resolution of 0.04 Hz�. This peak could be due to swell from
distant storms, which is not predicted by Plant’s model, but
which could have been diffracted around the northeast tip of
San Clemente Island. The peak is modeled as a Gaussian
spectrum centered at 0.23 Hz. Taking into account the peak
in the acoustic spectra, a new wave-number spectrum is con-
structed by combining the Gaussian spectrum and Plant’s D
spectrum extrapolated down to 0.23 Hz. Figure 9�a� illus-
trates the construction of the swell enhanced Plant spectrum.

Surface waveheight frequency spectra are used to calcu-
late the wave-number spectra, using the dispersion relation

�2�f�2 = gK , �17�

where f is the surface wave frequency and g=9.8 m/s2 is the
gravitational constant. A correlation function calculated
using Eq. �16� and the extended waveheight spectrum is
plotted in Fig. 9�b�. The rms wave height is obtained from
the wave spectrum F�K� using

h = ��2� = 	�
0

�

KF�K�dK
1/2

. �18�

Yang, Fennemore, and McDaniel �1992� define the correla-
tion length as the normalized first moment of the correlation
function

l =

�
0

�

�C����d�

�
0

�

C����d�

. �19�

Equation �19� is used in this paper for comparison with the
YMcD model. The lag at which the correlation function
crosses zero is used as the upper limit for the integrals in Eq.
�19� because the most significant part of the correlation func-
tion is the region of small lags, and integrating to infinity can
yield small or even negative correlation lengths, which does
not make sense physically. The rms waveheight h and the
correlation length l for Plant’s D spectrum and the extended
spectrum are given in Table II. The low-frequency extension
is seen to have a small effect on h but a large effect on l,
which is about five times larger.

To understand the effect of uncertainties in wind speed,
fetch, and peak frequency, h and l are also calculated for two
extreme cases. A “lowest-energy” spectrum is calculated us-
ing a wind speed of 6 m/s, a fetch of 1000 m, and a peak
frequency of 0.27 Hz. Similarly a “highest-energy” spectrum
is calculated using a wind speed of 10 m/s, a fetch of
4000 m, and a peak frequency of 0.19 Hz. As shown in Table
II, using the highest and lowest energy spectra changes the
rms waveheight by about a factor of 2 and the correlation
length by about a factor of 1.5.

V. MODEL-DATA COMPARISON

In this section, the YMcD and XYMcD predictions are
compared to measured SI for similar strength/rouhgness �
and size/diffraction 	 parameters. For the measurements, �
and 	 are calculated using the values of h and l shown in
Table II, together with the source-receiver geometry. Model
parameter values are given in Table III for the 13 SI mea-
surements that are used in the paper. Data omitted because of

FIG. 9. �a� Directionally averaged wave-number spectra for Plant’s model
with a wind speed of 8 m/s and a fetch of 2500 m �dotted line�, for the
Gaussian contribution due to swell centered at 0.23 Hz �dash-dotted line�,
and for the swell enhanced Plant spectrum �solid line�. �b� Correlation func-
tion of surface height fluctuations calculated using the swell enhanced Plant
spectrum.

TABLE II. Rms wave height h and correlation length l for Plant’s D spec-
trum, for the swell enhanced Plant spectrum shown in Fig. 9�a�, and for two
extended spectra illustrating the effect of uncertainties on wind speed, fetch
and swell peak frequency.

Type of
spectrum

Wind
speed
�m/s�

Fetch
�m�

Peak
frequency

�Hz�
h

�cm�
l

�m�

Plant’s D
spectrum

8 2500 N/A 4.0 0.6

Swell enhanced
Plant spectrum

8 2500 0.23 4.4 3.2

“Lowest-energy”
spectrum

6 1000 0.27 2.1 2.2

“Highest-energy”
spectrum

10 4000 0.19 7.1 4.9
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projector and/or hydrophone directionality are P1−H5 at
40 kHz, P1−H6 at 40 kHz, P3−H4 at 40 kHz, P3−H5 at
40 kHz, and P3−H6 at 40 kHz. It can be seen in Table III
that 	 ranges from 0.3 to 1.9 and log10��� ranges from 0.16
to 0.62 for this set of measurements.

Measurements of SI from different measurement periods
are “noisy.” That is, large variations are observed from day
to day, but no measurement period has a consistently higher
or lower SI �regardless of source/receiver geometry or signal
type�. This is consistent with the environment remaining
relatively constant throughout the experiment. In order to
reduce noise in the SI measurements, results from the seven
measurements are averaged.

A. Comparison of long pulse SI with YMcD model

Figure 10 shows SI measurements made using the long
pulse and projector-hydrophone pairs for which the omnidi-
rectional assumption is not seriously violated. The mean and
mean ±1 standard deviation calculated over all seven mea-
surement periods are shown. Data are grouped by size/
diffraction parameter 	 equal to 1.9 �measurement numbers
5 and 11�, 1.0 �measurement numbers 1, 6, 7, 12, and 13�,
0.5 �measurement numbers 2, 3, 4, 8, and 9� and 0.3 �mea-
surement number 10�. Three YMcD model curves are plotted
in Fig. 10. The solid curve corresponds to the extended spec-
trum with a wind speed of 8 m/s, a fetch of 2500 m, and a
peak frequency of 0.23 Hz. These are the best estimates of
the environmental conditions at the time of the experiment.
The dashed curves give an idea of the variation in SI predic-
tion due to environmental uncertainties. The upper curves are
calculated using the “lowest-energy” spectrum �l=2.2 m�,
and the lower curves are calculated using the “highest-
energy” spectrum �l=4.9 m�. Parameters for these two spec-
tra are shown in Table II. It can be seen in Fig. 10 that SI
measured using the long pulse and omni directional
projector-hydrophones generally follows the YMcD model
predictions over the limited range of strength/roughness pa-
rameter � for which data are available.

B. Effect of signal bandwidth on SI

Dependence of SI on signal bandwidth �or temporal ex-
tent� is now discussed. Figure 11 shows mean measured SI
for the long �1 ms� CW and 1 kHz LFM pulses, both of
which possess a 1 kHz bandwidth, plotted using solid dots.
Mean SI is shown for short �0.14 ms� CW and 7 kHz LFM
pulses, both of which possess a 7 kHz bandwidth, plotted
using open circles. CW and LFM data having the same ef-
fective bandwidth, or equivalently, temporal extent, are seen
to have about the same SI values. Note that LFM signals are
much longer �8 or 10 ms� than the CW signals, indicating
that SI does not depend on the signal duration in a simple

TABLE III. Parameters associated with the SI measurements presented
here. See Fig. 6 for definition of paths. Also, � is incident angle, fc is center
frequency, and � and 	 were defined in Eqs. �7� and �8�. The model pa-
rameter values are calculated with h=4.4 cm and l=3.2 m �parameters of
the swell enhanced Plant spectrum given in Table II�.

Path � �deg� fc �kHz� log10��� 	 Measurement number

P1-H4 12.6 20 0.16 1.1 1
40 0.47 0.5 2

P1-H5 15.0 20 0.24 0.6 3
P1-H6 17.6 20 0.31 0.4 4
P2-H4 13.2 20 0.18 1.6 5

40 0.49 0.8 6
P2-H5 15.6 20 0.26 1.0 7

40 0.56 0.5 8
P2-H6 18.1 20 0.32 0.6 9

40 0.62 0.3 10
P3-H4 13.7 20 0.20 1.9 11
P3-H5 16.1 20 0.27 1.2 12
P3-H6 18.7 20 0.33 0.8 13 FIG. 10. Mean of SI measured over the seven measurement periods for the

long pulse compared with model predictions for three environment condi-
tions. Error bars denote the mean ±1 standard deviation. Parameters for the
model predictions are given in Table II. The solid lines utilize the swell
enhanced Plant spectrum with a wind speed of 8 m/s, a fetch of 2500 m,
and a peak frequency of 0.23 Hz. The upper and lower dashed lines are
calculated using the “lowest-energy” and “highest-energy” spectra, respec-
tively.

FIG. 11. Comparison of measured SI with the YMcD model for 1 kHz LFM
and 1 ms CW signals �solid dots� and 7 kHz LFM and 0.14 ms CW signals
�open circles�.
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way. Figure 11 shows that measured SI is generally lower for
signals with greater bandwidth �or smaller temporal extent�,
although for small values of log10��� the trend is not as
clear. Also the 1 kHz bandwidth �1 ms temporal extent� sig-
nals are in better agreement with the YMcD model predic-
tions than the 7 kHz bandwidth �0.14 ms temporal extent�
signals, which is consistent with the former being closer to
the CW signal that is assumed by the YMcD model.

C. Comparison with the XYMcD model

Measured dependence of SI on signal bandwidth is now
compared to the XYMcD model, which accounts for finite
signal bandwidth and hydrophone beam width. Only the ef-
fect of signal bandwidth has been studied in the present pa-
per. Figure 12 shows measured SI for both LFM and CW
signals as a function of inverse signal bandwidth 1

� , which
�after match filtering� is equal to signal temporal extent. SI
appears to increase approximately linearly with log inverse
bandwidth. For comparison, Fig. 12 also shows SI computed
using the XYMcD model and the illumination factor in Eq.
�15� versus

x0

10c , where c is the speed of sound in water, and
1

10 is chosen to fit SI measurements around the 1 ms temporal
extent. The parameter x0 is a measure of the width of the
ensonified area, thus it is proportional to c

� . Strictly speaking
the width of the ensonified area is given by c

� cos � , but cos �
is larger than 0.95 for all projector-receiver paths used in this
paper so the angular dependence is neglected.

In Fig. 12, the SI measurements are partitioned into four
groups according to �. XYMcD predictions are calculated
for the value of log10��� closest to the experimental values,
except that computational difficulties limited model predic-
tions to log10����0.4. As mentioned in Sec. III, XYMcD

model predictions depend very little on 	 for 	 between 0.3
and 1.9, and XYMcD predictions are given for 	=0.5 only.
The model predictions in the two upper panels of Fig. 12 are
for log10���=0.4, which is higher than that of the measure-
ments. The model-data comparison is not particularly good,
although the measured SI does increase with inverse band-
width and the model prediction does increase with the en-
sonified area. The model predictions in the lower left panel
of Fig. 12 are for log10���=0.4 and log10���=0.6. The
log10���=0.6 model prediction matches the data reasonably
well for the lower bandwidth data. The model prediction in
the lower right panel is for log10���=0.6, and it also matches
the lower bandwidth SI measurements reasonably well. In all
panels the rates of decline do not agree very well, and there
is some indication that some mechanism prevents measured
SI from dropping below a threshold for the largest band-
width. This point is discussed further in Sec. VI.

VI. DISCUSSION

The measurement-model comparison in Fig. 10 indicates
that values of SI measured under conditions that did not
seriously violate the continuous signal and omnidirection
transducer assumptions of the YMcD model matched the
trend of the model reasonably well. The range of �-	 rep-
resented by the measurements is modest—certainly it would
be valuable to measure SI under conditions that more fully
explored the �-	 parameter space. Figure 11 characterizes
the clear dependence of measured SI on signal temporal
resolution, or equivalently, inverse bandwidth. Higher band-
width signals resulted in lower SI and poorer agreement with
the YMcD model, which assumes continuous signals with
infinitely narrow bandwidth.

Figure 12 shows that measured SI decreases from about
0.85 to about 0.5 as bandwidth increased from 1 to 22 kHz.
A physical explanation is that smaller temporal extent result-
ing from increased bandwidth corresponds to a smaller en-
sonified surface area, so that fewer surface facets contribute
to the received signal at any point in time; as a result fluc-
tuations due to interference between micropaths are reduced.
Figure 12 also contains SI predictions made using an ex-
tended �XYMcD� model, in which ensonified area is re-
stricted via an illumination factor. The XYMcD model pre-
dicts a decrease in SI with reduced ensonified area consistent
with the measured trend. However, the difference between
the measurements and the XYMcD model predictions be-
comes large for the largest bandwidth measurements. The
main reason for this discrepancy is thought to be the spatial
averaging used in the model to calculate SI. As can be seen
in Eq. �5� for the YMcD model, or in Eqs. �10� and �12� for
the XYMcD model, SI is calculated by integrating contribu-
tions over the ocean surface, which corresponds to a spatial
averaging. On the other hand the measured SI is calculated
by temporal averaging �ping-to-ping averaging�. When a
large area of the ocean surface is ensonified, the two are
equivalent. However, for small ocean surface ensonification,
the number of contributions becomes small and the spatial
averaging yields smaller SI than the temporal averaging
does. To push this analysis to the extreme, when ocean sur-

FIG. 12. Measured SI for LFM �solid dots� and CW data �open triangles� vs
inverse signal bandwidth 1 �� �equal to temporal extent after match filter-
ing�. SI measurements are grouped by values of � as indicated, and 	 is
equal to 0.5 for all plots. For comparison, SI predicted using the XYMcD

model is plotted vs
x0

10c �solid lines�, where x0 is a measure of illumination
factor width defined in Eq. �15�. XYMcD predictions are calculated using
log10���=0.4 for the two first � groups, log10���=0.4 and 0.6 for the third
� group, and log10���=0.6 for the last � group.
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face ensonification is very close to 0 �contributions from
specular only�, the mean intensity �see Eq. �10�� and the
mean squared intensity �see Eqs. �12� and �13�� only depend
on the normalized surface correlation function at zero lag
which is 1; as a result the dependence on the surface statis-
tics is removed and SI is equal to 0. That is why the XYMcD
model predicts that SI tends to 0 when temporal extent tends
to 0, as shown in Fig. 12. In the measurements, there is still
ping-to-ping variations due to ocean “facets” moving with
time, so SI does not decrease below a certain threshold that
depends on the strength/roughness parameter �.

Two other bandwidth effects could be important. First
the transmit voltage response �TVR� of the projectors used in
the experiment is frequency dependent. This causes the ef-
fective bandwidth of the signals in the water to be lower for
the 13 and 22 kHz bandwidth signals, and consequently
moves the corresponding points in Fig. 12 to the right. Sec-
ond, model predictions are performed at the center frequency
�i.e., 20 or 40 kHz�; for the largest bandwidth �and smallest
temporal extent�, many other frequencies are present in the
received signal. This effect is not accounted for in the
XYMcD model.

A caveat to the model-data comparison presented in this
paper is that the YMcD model predicts SI due to interaction
with the rough surface only, while the measured SI may be
caused by other factors as well, such as inhomogeneities in
the volume or near-surface bubbles. Thus generally speaking,
for the measured SI

�SI�total = �SI�surf + �SI�other � �SI�surf, �20�

where �SI�total is the measurement result, �SI�surf is that due
to the interaction with the ocean surface, and �SI�other is
scintillation due to other effects. �SI�surf is the quantity
predicted by YMcD and XYMcD. Romond �2004� looked
at the SI of the direct path for the same data set considered
in the present study. The objective of that study was to
investigate the effect of an intermittent current jet �local-
ized in depth� on SI. Looking at four of the seven mea-
surement periods only, Romond observed that SI was less
than 0.1 for all projector-hydrophone pairs during three of
the periods when the magnitude of the current jet was very
low. However, during a measurement period when the
current was higher, and for shallow projector-hydrophone
pairs for which the direct path propagated through the
current jet in a largely horizontal direction, the SI was
found to be as high as 0.4 �the maximum value of 0.4
corresponded to P3−H1�. Thus SI values greater than 0.1
were attributed to interaction of the acoustic waves with
the current jet.

In the present study of SI for surface forward-reflected
signals, shallow projectors and receivers could not be used.
Surface-reflected rays connecting the deeper projector-
hydrophone pairs propagate at much higher angles than the
direct path rays and thus spend comparatively less time in
the depth stratum where the current jet was observed. There-
fore, since �SI�total is always greater than 0.4 for surface
forward-scattered signals, and surface bounce rays are
steeper than direct path rays, �SI�other should not significantly
contribute to �SI�total and �SI�total��SI�surf.

VII. SUMMARY

Ocean measurements of scintillation index �SI� for
acoustic signals forward scattered by the ocean surface have
been presented and compared with a model by Yang and
McDaniel �1991�. To our knowledge, this is the first such
comparison for ocean surface forward-scattered signals. The
model uses the Kirchhoff approximation and assumes two-
dimensional scattering geometry, CW signal, and omnidirec-
tional projectors and hydrophones. The model utilizes two
parameters: � which is proportional to surface roughness
�strength or roughness parameter� and 	 which is a function
of geometry and the surface waveheight correlation length
�size or diffraction parameter�. The experiment employed a
range of geometries and signal frequencies, which in turn
provided measurements over a range of values of � and 	.
The measurement took place close to, and on the leeward
side of, San Clemente Island, with the result that the sea
surface was quite benign and basically constant throughout
the experiment. Measurements of SI reported here were av-
eraged over the seven measurement periods. In general, mea-
sured SI was found to compare favorably with the Yang and
McDaniel’s model as long as the model assumptions �con-
tinuous signals and omnidirectional acoustic transducers�
were not seriously violated. However, SI measured using sig-
nals with large bandwidth or directional transducers was
lower than that predicted by the model. Approximately the
same SI was measured using LFM signals and CW pulses
having the same effective bandwidth, or equivalently, the
same temporal extent, although the LFM signals were 8 to 70
times longer, indicating no simple dependence upon signal
duration.

In order to investigate how increasing signal bandwidth
�shorter temporal extent� reduces SI, the Yang and McDaniel
model was extended to include an ocean surface illumination
factor that controls the extent of the ocean surface that con-
tributes to the scattered signal. SI predicted using the ex-
tended �XYMcD� model is found to decrease with decreasing
ensonified surface area, but the relationship between ensoni-
fied area and signal temporal extent has not been quantified.
Also, since spatial averaging is used in the model to calculate
SI, XYMcD model predictions underestimate SI when the
ensonified area is very small, which explains the discrepancy
between model predictions and measured SI for the largest
bandwidth signals. Although transducer directionality was
not considered in the paper, it can be studied using the
XYMcD model with an illumination factor corresponding to
the projector/hydrophone directionality.

The YMcD and XYMcD models can be used to design
future experiments. For instance, it is quite challenging to
obtain SI measurements in the partially saturated region,
where SI is above 1. However it can be done using short
ranges and a range of acoustic frequencies, as long as the
surface wave height elevation is not too small.
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The air-filled swimbladders of fish resonate like damped air bubbles, and are very efficient acoustic
scatterers at low to mid frequencies �typically �20 kHz�. Scattering experiments were performed on
an artificial “fish school” constructed from polyethylene bubbles. A mathematical model, developed
to describe near-resonance backscattering from schooling fish �J. Acoust. Soc. Am. 99, 196–208
�1996��, was used to analyze the physical behavior for three different arrays of these bubbles. The
measurements gave excellent agreement with the model, showing that coupled-resonance and
interference effects cause the frequency response of tightly packed arrays, with spacing
corresponding to the order of a body length for fish, to differ significantly from those of more
dispersed arrays. As the array spacing is increased to the equivalent of several body lengths, these
effects rapidly diminish. The results of this comparison demonstrate that, at low to mid frequencies,
coupled resonance and interference effects are likely in schooling fish, and need to be considered in
applications of underwater acoustic methods to the study of fish populations. © 2007 Acoustical
Society of America. �DOI: 10.1121/1.2382277�

PACS number�s�: 43.30.Sf, 43.30.Ft, 43.30.Gv �KGF� Pages: 132–143

I. INTRODUCTION

Low to mid frequency ��20 kHz� acoustic backscatter-
ing within the ocean volume is usually dominated by scatter-
ing from fish swimbladders.1 Analytical models of low fre-
quency scattering from individual swimbladders2,3 have been
used successfully to explain experimentally measured rever-
beration levels from layers containing many dispersed �i.e.,
widely spaced� fish in a number of oceanic regions.4–11 In
each of these experiments, it was shown that scattering
strengths over broad frequency bands could be directly at-
tributed to swimbladder resonance scattering from fish popu-
lations.

Schooling fish generally space themselves from one to
several body lengths apart.12 Low to mid frequency back-
scattering measurements on fish schools have shown that
scattering models for individual fish swimbladders are not
applicable to fish ensembles in which the fish are swimming
so closely together.13–15 The results of these measurements
indicate that acoustic interactions between the schooling fish
modify the character of the backscatter from an individual
fish embedded in the ensemble. A semiempirical model of
scattering from schools of fish, that includes multiple scatter-
ing and attenuation effects, exists for frequencies well above
swimbladder resonance.16 However, since earlier scattering
models2,3,16 are not applicable to schooling swimbladder-
bearing fish in the frequency range of the swimbladder reso-
nance, an analytical model of scattering from small schools
of swimbladder fish in this regime has been developed.17

This model uses scattering from an individual fish swimblad-
der as its kernel,5 and incorporates coupled-resonance and
coherent interaction effects, but not absorption. Predictions
made using the model indicate that fish in tightly packed
schools scatter sound differently from an individual fish in
two ways. First, coupled-resonance interactions between
swimbladders �i.e., where the resonance motion of an indi-
vidual swimbladder is modified by acoustic interactions with
its similarly resonating neighbors� will typically cause the
frequency and level of the resonance peak to be shifted
downward. Second, destructive and constructive interference
effects �i.e., coherent interactions between the acoustic fields
scattered back to the receiver by different swimbladders� will
cause additional peaks and troughs to appear in the scattering
levels at frequencies near resonance and above. Both of these
effects are strongly dependent on the size of the swimblad-
ders, their depths, and the distance and regularity of the spac-
ings among fish in the school.

Verification of this school scattering model using avail-
able acoustic backscatter data from oceanic fish schools is
difficult, because most of the biological parameters the
model requires as inputs are typically not obtained. In two
reported cases, fish schools were encountered during the
course of other acoustic experiments, and no biological in-
formation was recorded.13,14 In a third case, the measurement
of scattering from fish schools was the objective, and each
target school was sampled to determine fish species and
sizes, and estimates of school depth were also made.15 How-
ever, spacings among the fish could not be determined. Re-
cently, a transmission loss experiment detected a decrease in
the resonance frequency for schooling fish,18 but again exact
school parameters were uncertain.

a�Present address: National Marine Fisheries Service, Stennis Space Center,
Mississippi, 39529-0001.
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Because fish spacings are critical to the school scattering
model, and simultaneous measurement of school backscatter
and fish sizes and spacings within the school targets are dif-
ficult to obtain, the Naval Research Laboratory �NRL� de-
cided to conduct low to mid frequency backscatter measure-
ments on several arrays of artificial swimbladders �referred
to in this present work as “bubble schools”�. The assumption
was made that many of the parameters, such as scatterer
number, size, depth, and spacing, that are typically undeter-
mined in field measurements made on oceanic fish schools,
could be controlled and known using artificial bubble
schools. Analysis of the scattering properties of these known
bubble school targets could be used to verify the school scat-
tering model and, subsequently, facilitate the interpretation
of scattering measurements from oceanic schools.

This paper briefly reviews the small school model, de-
scribes the experimental measurements made using the
bubble schools, presents the results of those measurements,
details the model-data comparison, and discusses the validity
and limitations of the model.

II. SCHOOL SCATTERING MODEL

Only a brief summary of the small school scattering
model used in this work is provided here. A detailed expla-
nation is available in Ref. 17.

The level of resonant acoustic scattering from an indi-
vidual gas filled swimbladder, which is assumed to be spheri-
cal, is modeled on the closely related work of Devin �who
considered scattering from air bubbles in water�19 by solving
the equation of motion

mv̈ + bv̇ + �v = − Pei�t, �1�

where v is the differential volume �i.e., the difference be-
tween the instantaneous and equilibrium swimbladder vol-
umes�. The coefficient m�=� /4�a� is termed the inertial
“mass,” where a is the swimbladder radius, � the water den-
sity; and ��=3�PA /4�a3� is the “adiabatic stiffness,” where
� is the ratio of gas specific heats and PA is the ambient
pressure. The coefficient b describes the damping of the
swimbladder motion, while P and � represent the amplitude
and frequency, respectively, of the periodic external pressure
field applied to the swimbladder �P is the difference between
the total instantaneous pressure field at the swimbladder and
PA�. If a harmonic steady state solution of Eq. �1� of the form
v= v̄ei�t is assumed, substitution gives the resonance re-
sponse

v̄ =
− P

� − �2m + i�b
=

− �P/m�2�

��0
2

�2 − 1� + i
b

m�

, �2�

where �0=�� /m= ��3�PA /�� /a is the resonance fre-
quency. The factor �b /m�� in the denominator can be
identified with a damping constant � for the swimbladder,
consisting of radiative, viscous and thermal terms, i.e.,

b

m�
= � = �r + �v + �t. �3�

In the theory of resonant acoustic scattering by fish swim-
bladders developed in Ref. 3, the quantity � is replaced by a
factor ��0 /�H�. The frequency dependent parameter H,
which is analogous to the “quality factor” Q for the mono-
pole resonance of an air bubble in water,20 also consists of
three components, which are combined as follows:

1

H
=

1

Hr
+

1

Hv
+

1

Ht
. �4�

In the case of fish, the damping due to thermal conductivity
effects is generally negligible compared to radiative and vis-
cous damping. The values of Hr and Hv are given by

Hr =
�0c

�2a
; Hv =

�0�a2

2�
, �5�

where c is the speed of sound in water and � is the viscosity
of fish flesh surrounding the swimbladder. The differences
between the densities and sound speeds of water and fish
flesh is typically very small and may be neglected.

The steady state level of acoustic scattering from a
swimbladder embedded within a fish school, when ensoni-
fied by an external field and also radiatively coupled with the
other swimbladders in the school, is determined by solving
the matrix equation Mv=p; where v= �v̄1 , . . . , v̄n , . . . , v̄N	
and p= �−P1ei	1 , . . . ,−Pnei	n , . . . ,−PNei	N	 are column vec-
tors containing the steady state volume oscillation ampli-
tudes and external fields, respectively, for the N swimblad-
ders in the school, and M is an N
N matrix with elements:

Mnn = �n − �2mn + i�bn,

�6�

Mnj =
− �2�e−ikrnj

4�rnj
�n � j� .

Each diagonal term �e.g., Mnn� describes the resonance be-
havior of an individual swimbladder, as if it were uncoupled
from all the others. Variations in size, damping, depth, etc.,
are incorporated into these diagonal elements. Every off-
diagonal element �e.g., Mnj� describes the radiative coupling
between two of the swimbladders, which is expected to be
particularly important for ensonification frequencies close to
the resonance frequencies of the individual swimbladders.
The solution of the matrix equation �i.e., v=M−1p� enables
the description of steady state scattering from the whole en-
semble of swimbladders as a function of the external field
amplitude and frequency. Once the solutions v̄n are found,
the scattered pressure field �and hence target strength� for the
whole school is obtained using coherent summation, which
incorporates interference effects.

The school scattering model is intended to apply to
small schools of fish, where it may be reasonably assumed
that absorption of sound within the school is negligible, and
therefore that all the fish experience the same incident field
amplitude �although not the same phase� such that P1= ¯

= Pn= ¯ = PN= P. Absorption of sound within the school is
not considered in the model. The school target strength for
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one configuration �i.e., one specific geometrical arrangement
of fish locations� of fish in a school is given by

TS = 10 log10
 �s

4�
� = 10 log10��4�2�

n=1

N

v̄nei	n2

�4��2P2 � ,

�7�

where �s is the back scattering cross-section for the school,
and the factors ei	n appearing in the numerator of the right-
hand side �rhs� take into account the different phases of the
external field incident on the various swimbladders, accord-
ing to their locations within the school configuration.

When Eq. �7� is used to simulate scattering from an
ensemble of swimbladders, several assumptions and steps
can be taken to provide as realistic a simulation as possible.
The off-diagonal elements of matrix M incorporate swim-
bladder positions relative to each other, and the column vec-
tor p includes the phases of the external acoustic field.
Hence, the simulations can include exact descriptions of
variations in swimbladder position within the ensemble, and
the position of the ensemble relative to the source and re-
ceiver. Therefore, parameters of variable nature, such as
swimbladder position and target orientation, can be random-
ized about their expected values for a number of simulations,
producing a realistic average target strength for the en-
semble.

Figure 1 illustrates examples of using the small school
model to calculate scattering from groups of N=27 fish at
different body length spacings. In each case the fish are as-
sumed to be 10 cm long with spherical swimbladders 1 cm
in diameter. They are placed at a depth of 100 m. Two values
of viscosity, one realistic �20 Pa s�, and the other unrealisti-
cally high �2000 Pa s�, were selected to illustrate different
features of the scattering. �N.B. The range of viscosity values
typically used for analyzing volume scattering data for fish is
�10–50 Pa s. The high value of 2000 Pa s is used in Fig. 1
to emphasize the scattering phenomena predicted by the
model when the individual fish resonance is suppressed by
heavy damping.� As described previously in Ref. 17, the
curves shown in Fig. 1 were produced by simulating fish
schools constructed from a cubic-lattice, in a manner which
is intended to approximate the formations fish adopt when
swimming closely together. The positions of the fish are al-
lowed to vary slightly, so that the structure is not completely
uniform.

In Fig. 1�a� it is assumed that there are no acoustic �i.e.,
radiative� interactions between the fish �i.e., the off-diagonal
elements Mnj =0, for all n, j�, which is equivalent to assum-
ing that the fish are spaced an “infinite” number of fish
lengths apart. For this case also, as described in Ref. 17, the
target strength of the group is given by incoherently sum-
ming the target strengths of the 27 fish. This is calculated as
the target strength of a single fish �obtained using the indi-
vidual swimbladder scattering model3� plus 10 log�N�
=10 log�27�. For the case where fish flesh viscosity is
20 Pa s, a strong swimbladder resonance peak is seen at

about 2100 Hz. However, when the viscosity is increased to
2000 Pa s, the swimbladder is heavily damped and the reso-
nance peak is eliminated.

Figures 1�b�–1�d�, illustrate how the scattering behavior
is modified as the fish in the school are spaced progressively
closer together. Ten simulations with randomly selected po-
sitions were run, and an average calculated, for each school
spacing. The two curves for the “infinitely” spaced fish �Fig.
1�a�� are also included in each of these figures.

In each of Figs. 1�b�–1�d� for the 2000 Pa s viscosity
case, a series of peaks and troughs is seen to replace the
smooth curve in Fig. 1�a�. These peaks and troughs are in-
dicative of frequency dependent coherent interactions �i.e.,
constructive and destructive interference� of the acoustic
fields scattered from the different fish in the school. The
variations allowed in the positioning of the fish within the
lattice structure tend to broaden the peaks slightly, and also
remove the unnaturally deep troughs that have been observed
to occur if a strictly uniform configuration is assumed. As the
fish are brought closer together, from four to two body
lengths apart, and then from two to one body length�s� apart,
the interference peaks and troughs are seen to broaden and
spread apart. For example, analysis shows that the peak seen

FIG. 1. Small school model simulations of scattering from groups of 27 fish
at different body length spacings. �a� No acoustic �radiative coupling� inter-
actions between swimbladders �i.e., the fish are spaced “infinitely” far apart
from each other�. Upper thin line: viscosity is 20 Pa s. The swimbladder
resonance is clearly seen. Lower thin line: Viscosity is 2000 Pa s. The reso-
nance is eliminated by heavy damping. These two thin lines are also super-
imposed on panels �b�–�d� for comparison. �b� Average fish spacing of four
body lengths. Upper thick line: With resonance. Lower thick line: Reso-
nance damped. �c� Average fish spacing of two body lengths. Upper thick
line: With resonance. Lower thick line: Resonance damped. �d� Average fish
spacing of one body length. Upper thick line: With resonance. Lower thick
line: Resonance damped.
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at around 2000 Hz at four body length spacing �Fig. 1�b��
shifts upwards in frequency as the fish spacing is reduced,
and is identified with the peak seen at about 4000 Hz at two
body lengths �Fig. 1�c��, and with that seen at about 8000 Hz
at one body length �Fig. 1�d��. Model results at intermediate
spacings �not presented here� show that the peaks do undergo
a shift in frequency, as opposed to various stationary peaks
being enhanced or decreased by interference effects.

In the lower viscosity �i.e., 20 Pa s� case, the effect of
the swimbladder resonance on scattering is clearly seen. At
the four body length spacing �Fig. 1�b��, the swimbladder
resonance peak, and a strong interference peak, coincide, re-
sulting in an apparently very high resonance peak level for
the school target strength at this frequency. At the two body
length spacing �Fig. 1�c��, the swimbladder resonance peak
coincides with a weak interference peak, and the resonance
peak of the school differs only slightly from seen in Fig.
1�a�. At one body length spacing �Fig. 1�d��, the swimblad-
der resonance peak coincides with an interference trough
and, in addition, the resonance peak of the school decreases
in amplitude and frequency due to coupled-resonance effects.
The combination of these two effects causes the resonance
peak to be lowered in frequency and target strength, and also
broadened. In the low viscosity cases, the individual swim-
bladder resonance plays a major role in scattering only in the
vicinity of resonance peak. An octave above or below the
resonance frequency, the scattering level is increased by only
2–4 dB compared to the high viscosity case. Another remark
that may be made about Figs. 1�b� and 1�c� is that towards
the high end of the frequency range the target strength of the
school tends to approach that of a comparable number of
nonacoustically interacting fish. As we shall see, this feature
is also discernible in the experimental data, and in other
simulations using the small school model.

The purpose of the bubble school measurements de-
scribed here was to determine whether the scattering behav-
ior predicted by the small school scattering model, as exem-
plified in Fig. 1, could be confirmed by a controlled
experiment.

III. MEASUREMENTS

During November 1997, NRL conducted a low to mid
frequency volume scattering experiment in the northern Gulf
of Mexico aboard the R/V GYRE. In conjunction with vol-
ume scattering measurements on actual fish, target strength
measurements of bubble schools were made during the after-
noon of 9 November 1997. Measurements were made in the
vicinity of 29.0 °N, 87.4 °W, in water depths of about
1600 m. Weather conditions during the measurements were
benign: Winds blew at 2–4 m/s; waves were 0–0.3 m; and
swell was 0.5–1 m. During the course of the 6 h measure-
ment sequence, the ship drifted about 2.5 nmi in a southeast-
erly direction.

A temperature-salinity profile obtained at the end of the
measurement sequence was used to determine the sound
speed profile. From the sea surface to about 50 m depth the
water column was well mixed with a water temperature of
23.5 °C and a sound speed of 1534 m/s. From the bottom of

the mixed layer to 100 m the temperature and sound speed
linearly decreased to 18.5 °C and 1520 m/s, respectively.

Three bubble schools were deployed, and experimental
data recorded: A “full” school; a “medium” school; and a
“sparse” school. The full school was constructed with indi-
vidual bubbles cut from a sheet of polyethylene closed cell
packaging film �commonly known by the trade name
“Bubble Wrap®”� glued to the interstices of 9 cm nylon
multifilament-gill netting to form a 9
9
9 cube of 729
bubbles �Fig. 2�. The spatial separation between bubbles
was, therefore, 9 cm for the full school. The netting was
attached to a 1 m cubic frame constructed of PVC pipes �Fig.
3�. The medium school was a 5
5
5 cube of 125 bubbles
formed by removing every other plane of bubbles from the
full school. The spatial separation between bubbles was

FIG. 2. �Color online� Detail of the bubble school, showing supporting
multifilament netting and bubbles glued into position.

FIG. 3. �Color online� Dense bubble school being retrieved at sea. The 9

9
9 array of bubbles, and the PVC frame, are clearly displayed.
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18 cm for the medium school. The sparse school was a 3

3
3 cube of 27 bubbles formed by removing every other
plane of bubbles from the medium school. The spatial sepa-
ration between bubbles was 36 cm for the sparse school. All
three schools were 72 cm on a side. Two weeks prior to
going to sea, measurements on a sample of bubbles using
their displacement in water gave an average volume of
8.6 ml �equivalent spherical radius�1.27 cm�. The bubbles
were very uniform in size, with a coefficient of variation
�standard deviation/mean� of the bubble radius of only
0.0064. During deployment, water motion displaced small
unwanted air bubbles from the surfaces of the Bubble
Wrap® material, and from the PVC frame.

The acoustic measurement technique employed explo-
sive sources and a downward-looking receiver to measure
target strengths over a wide frequency range. Sources were
0.23 kg blocks of TNT, electrically detonated 0.5 m below
the surface. This shallow detonation depth allowed the gas
bubble created by the explosion to vent, and eliminated the
multiple sound pulses caused by bubble oscillations associ-
ated with detonations at greater depths providing a single
sharp sound pulse free of surface reflections.

The receiver was an NRL USRD Model F78, which con-
sists of a 48-element line hydrophone, 1.4 m long, mounted
along the axis of a 2.7 m diameter 45° conical reflector. By
grouping the upper 8, 16, 32, or all 48 hydrophone elements,
four different apertures can be formed, and the 3 dB beam-
width can be maintained between 10° and 20°, between 1.7
and 20 kHz. The beamwidth obtained using all 48 elements
increases to about 40° at 1 kHz, and to 50° at 500 Hz.

The F78 was deployed from a stern U-frame to a depth
of 7 m, just below the ship’s hull. The bubble schools were
also deployed from the stern U-frame, about 2 m to port of
the F78. A dacron line was used to lower the bubble schools
to a nominal depth of 96.6 m. A 27 kg lead ball was sus-
pended about 5.5 m below the bubble frame, to keep the
bubble schools near the axis of the F78 beam. The TNT
blocks were deployed from the starboard side of the stern
and allowed to drift aft and starboard away from the ship
before being detonated. The horizontal distances between the
detonations and the F78 were estimated at 20–30 m. Indi-
vidual shots in a sequence were typically 6–9 min apart.

Mounted on the outside of the base of the F78 was a
200 kHz transducer that was connected to an echo sounder
with a color monitor. This system was used to monitor the
position of the bubble schools in the F78 beam. A spectrum
of colors, from white to yellow to red to dark red, corre-
sponded in a qualitative way to increasing echo strengths.
During the target strength measurements, variations seen in
the colors indicated that the bubble school was swinging
slowly in the echo sounder beam and, therefore, in the F78
beam. Thus, the weight of the lead ball was not sufficient to
overcome drag on the school. The drag was, of course, great-
est on the full school, and the echo colors seen varied from
yellow to red. The drag was less for the medium and sparse
schools, when the echo colors observed varied from red to
dark red. The TNT blocks were detonated at the instant when
the echo colors observed were darkest.

Volume scattering measurements conducted earlier in
the experiment showed that biological scatterers near the
bubble school measurement site were well below 100 m dur-
ing the daytime. At the start of the target strength measure-
ment sequence for the bubble schools, two shots were fired
to confirm that the background scattering at 100 m was neg-
ligible. The full bubble school was then deployed, and target
strength data were obtained from ten shots. The school was
brought back on deck, and bubbles were removed to produce
the medium school. The medium school was deployed, and
data were obtained from eight shots. This school was brought
back on deck and additional bubbles were removed to pro-
duce the sparse school. The sparse school was deployed, and
data were obtained from six shots. This school was brought
back on deck, all remaining bubbles were removed, and then
the frame was re-deployed. Six shots were fired to obtain
scattering data for the frame. The first shot was fired with the
frame at the same depth as the bubble schools. However, the
echo signal was weak, so the frame was raised to about 58 m
for the final five shots. Measurements on the frame were
completed 30 min after sunset, and concurrent observations
with a hull mounted 38 kHz echosounder showed the mea-
surements were complete shortly before the biological scat-
terers rose to their shallow nighttime depths.

The F78 signals received from each shot were amplified,
high- and low-pass filtered at 400 Hz and 12 kHz, digitized
at a 40 kHz sampling rate, and stored. Digitally stored data
were subsequently filtered into 1/6-octave bands, and ampli-
tude versus time envelopes calculated for each band. Data
samples collected just prior to source detonation were used
to calculate average noise levels, which were used for noise
level corrections to the data. Noise level corrected pressure
amplitudes �p� were used to calculate target strengths �TS�
for each band, i.e.,

TS = 10 log��t1

t2

p2�t�dt� − 10 log��cE� + 20 log�ds�

+ 20 log�dr� + ct − 10 log�BW� , �8�

where t is time in seconds after source detonation; t1 and t2

are the times of the beginning and end of the echo, respec-
tively, from the bubble school; � is the density of sea water
in kg/m3; c is the sound speed in m/s; E is the source
energy flux density in joules/m2/Hz in the 1/6-octave
band measured at 100 m and corrected to 1 m; ds and dr

are the distances in m from the explosive source to the
bubble school, and from the bubble school to the F78
receiver, respectively;  is the absorption in dB/m; and
BW is the bandwidth in Hz of each 1/6-octave band.

For the 48-, 32- and 16-element apertures, target
strengths were calculated for 1/6-octave bands centered at
500 Hz to 3.15 kHz, 1–6.3 kHz, and 4–10 kHz, respectively.
Since 10 kHz was chosen as the upper frequency limit for
these measurements, data from the eight-element aperture
were not processed independently.

Equation �8� provides an accurate TS only if the bubble
school was centered on the maximum response axis �MRA�
of the F78. However, the 200 kHz echo sounder indicated
that the school was not always on axis. Therefore, overlap-
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ping frequency bands of the 32- and 16-element apertures �4,
4.5, 5, 5.6, and 6.3 kHz� were used to determine corrected
target strengths. The beam patterns for each aperture were
compared, and a curve showing differences in dB down for
the two apertures, at a given beam angle, was developed for
each frequency. Target strengths were then calculated using
Eq. �8�, assuming that the school was centered on the F78
MRA. Differences between calculated target strengths for the
two apertures were determined for each frequency. These
differences were compared to the dB down difference curve
to estimate the angular position of the school in the beam for
each frequency. The results for the five frequencies were av-
eraged to determine a final adjusted beam angle. Lastly, tar-
get strengths at all apertures and frequencies were corrected
based on the school being positioned at the adjusted beam
angle.

IV. RESULTS

A. Acoustic results

The initial acoustic results were the positions of the
bubble frame relative to the MRA of the F78. Beam angle
calculations show that the dense school was 8° –14° off axis
for individual shots, with a mean of 10.8° for all shots. The
medium school was 2° –5° off axis for all shots but one,
which was 8° off axis, with a mean of 3.5° for all shots. The
sparse school was 2° –4° off axis, with a mean of 2.9°. The
empty bubble frame was 2° –5° off axis, with a mean of
3.0°. The individual angles were used in calculating mea-
sured target strengths, and also in the model simulations.

Figure 4 shows the target strengths obtained for each
individual shot for the dense, medium, and sparse bubble
schools; and also for the empty frame. The target strength of
the empty frame is fairly flat, averaging about −30 dB be-
tween 1400 and 10 000 Hz, except for a noticeable peak of
−24 dB at 4000 Hz. Below 1400 Hz the target strength of
the frame apparently increases rapidly with decreasing fre-
quency. It is highly probable that this is not due to any acous-
tical phenomenon of the frame itself, but is actually caused
by weak scattering from the sea surface, whose effect be-
comes stronger as the F 78 beam becomes broader with de-
creasing frequency. This effect has been observed on many
occasions, by NRL investigators, in data obtained using the
same, or very similar, equipment to perform fish survey ex-
ercises in the ocean. Due to this contamination by surface
scatter, no data below 1400 Hz is used in the analysis pre-
sented in this work.

Interactions between the bubble schools and the PVC
frame used to deploy and support them could systematically
bias the received data and thus affect its subsequent analysis.
There are three ways in which interactions between the
bubble schools and the frame could occur. First, by radiative
coupling, through the water, of the acoustic resonances of the
bubbles in the school and that of the frame itself. Second, by
mechanical coupling via the physical structure of the bubble
school apparatus. Third, coherent interference effects be-
tween the scattered fields of the bubbles, and of the frame.

The only physical action of the frame which is likely to
interact with the acoustical response of the bubbles is the

frame resonance peak at 4000 Hz. As will be shown below,
modeling results presented here for the three different bubble
schools indicate that the resonance frequency of an indi-
vidual noninteracting bubble deployed during the experiment
ranges between about 2000 and 3000 Hz. This suggests only
minimal frequency overlap between the bubble resonances
and the frame resonance at 4000 Hz, such that coupling be-
tween the two phenomena is probably very weak, either
acoustically through the water or mechanically through the
frame. It is almost certainly weaker than that of the bubbles
among themselves �all of which have practically identical
resonance frequencies� which, in the case of the sparse
school represented in Fig. 4�c�, where interaction with the
frame is expected to be most problematic, produces only a
small shift in the bubble resonance frequency. In accordance
with this reasoning, it is assumed here that the effects of
acoustical or mechanical coupling between the bubbles and
the frame on the overall scattering properties of the bubble
schools are negligible.

Coherent interference effects between the scattered
fields of the bubbles, and of the frame, are of much greater
importance. The frame resonance at 4000 Hz is especially
problematic, especially in the case of the sparse school. The
sparse school consists of three layers of bubbles, 36 cm
apart; while the distances from the uppermost and lowest of
these bubble layers, to the upper and lower sections of the

FIG. 4. Measured target strength of the bubble school. In each of the three
panels the lower set of curves represent the measured target strength values
for the empty frame, and are included for reference and comparison pur-
poses. N is the number of bubbles in the school. Heavy lines denote mean
values of the measured target strengths. The two dashed vertical lines indi-
cate the frequency range within which the 12 dB criterion mentioned in the
text is satisfied. �a� The dense bubble school. �b� The medium bubble
school. �c� The sparse bubble school.
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frame, respectively, is about 14 cm. Since the acoustic wave-
length at 4000 Hz is about 37.5 cm, there could potentially
be strong constructive interference between the scattered
fields from the frame and the bubbles, leading to an appar-
ently increased target strengths at this frequency. However,
strong constructive interference is also expected from the
three layers of bubbles themselves �which is an effect which
is incorporated into the modeling using the smallschool scat-
tering model�. The practical effect of these phenomena is
that, at 4000 Hz and above, the target strength of the sparse
bubble school, and of the frame, cannot be readily separated.

In order to account for coherent effects, a criterion was
adopted in order to specify which data could be considered
unaffected by interference from the frame. The criterion was
that there be a minimum 12 dB difference between the mean
target strength level of the bubbles+frame, and of the target
strength for the frame alone. The three panels in Fig. 4 each
show two parallel dashed vertical lines. These indicate the
frequency range within which this criterion is satisfied and
thus where the data may be considered analyzable. Curves
delineating the mean value of the data shots for each school,
found by averaging the pressure field amplitude values, are
included.

The argument for choosing this criterion is that, in the
worst case, if the observed difference between the levels is
12 dB, and the scattered pressure field from the bubbles adds
constructively to �i.e., in perfect phase with� that from the
frame, then that would mean that the actual difference be-
tween the two TS would be about 9.5 dB. Conversely, if the
observed difference between the levels is 12 dB, and the
scattered pressure field from the bubbles adds destructively
to �i.e., in perfect antiphase with� that from the frame, then
that would mean that the actual difference between the two
TS would be about 14 dB. This indicates a possible 4.5 dB
range of systematic error due to coherent interaction effects.
While not insignificant in itself, this range is less than the
observed cumulative scatter of the different data shots for the
bubbles+frame, and frame alone, which is at least about
±2.5 dB, as may be observed from inspection of Fig. 4. This
implies that, even if there should be an error due to interfer-
ence effects, this could not be discerned within the statistical
scatter of the experimental data.

For the sparse school, the analyzable frequency range of
the data is from about 1800 to 3400 Hz. This includes the
two most prominent peaks in the data, which were then used
in the fitting procedure. For the medium school, the fre-
quency range is from about 1600 to 5250 Hz. For the dense
school, the frequency range is from 1400 Hz �set by the
lower limitation due to the surface scattering effect discussed
earlier� to 10 000 Hz.

The target strengths of the dense school were generally
flat between 2000 and 7000 Hz, with evidence of a small
peak at 4000 Hz. The average target strength for all shots
between 2000 and 7000 Hz was −9 dB. Below 2000 Hz, the
target strengths increased somewhat with decreasing fre-
quency. The target strengths for nine of the ten shots were
within a few dB at all frequencies below 7000 Hz. Inaccura-
cies in the calculation of the beam pattern target strength
correction cause the apparent large shot-to-shot variations

above 7000 Hz. At angles of 8° –14° off the MRA, the dense
school was near the edge of the F78 main lobe at the higher
frequencies, so that small errors in the uncorrected target
strengths lead to errors in calculated beam angles, which can
magnify the errors in the beam corrected target strengths.

The target strengths of the medium school had a double
peak between 2800 and 4500 Hz, and also a small shoulder
at around 2000 Hz. The average target strength for all shots
between 2800 and 4500 Hz was −11 dB.

The target strength of the sparse school shows a double
peak between 2000 and 3150 Hz, as mentioned above. The
average target strength for all shots between 2000 and
3150 Hz was −15 dB. Overall, a significant feature to note
when comparing the results for the three schools is that the
relatively flat character of the target strength curve for the
dense school differs from that of the medium and sparse
schools.

B. Physical observations

In an ideal experiment, the bubbles would have been
identical perfect spheres, whose known locations were fixed
in a perfect lattice that was normal to a co-located source and
receiver. None of these ideal conditions was achieved in this
experiment. The actual conditions are described below. How-
ever, much more is known, or can be inferred, about the
physical conditions of the bubble schools than can be known
or inferred about an actual fish school. Thus, although the
conditions of the bubble schools are not fully known, they
are known sufficiently well to provide a reasonable evalua-
tion of the small school scattering model.

Figure 2 shows that the individual bubbles in air are not
spherical. In water, buoyancy causes the bubbles to float
above the netting with the air in the upper portion of the
polyethylene shell. At depth the bubbles were most likely not
spherical, but were probably crescent shaped pockets of air.
This shape could be approximated by �possibly bent� prolate
spheroids, or cylinders with hemispherical end caps. The
monopole scattering from spheroids and cylinders has been
shown to be very similar to that from spheres, the major
difference being that the resonance frequencies increase
slowly as the shape becomes less spherical.21–23 For ex-
ample, given spherical and prolate spheroidal bubbles of the
same volume, the resonance frequencies of spheroidal
bubbles with major-to-minor axis ratios of 5 and 10 are only
12% and 24% higher than that for the spherical bubble.22

Unfortunately the polyethylene bubble wall material was
found to be permeable to gas at depth, so that the bubble
volumes decreased during the course of the experiment. Each
time the bubble school was retrieved, it was observed that
the individual bubbles were smaller and their sizes were less
consistent. At the end of the target strength measurements,
the bubbles were estimated visually to have shrunk to about
1/2 of their initial volume �i.e., from 8.6 to about 4.3 ml�,
and there were noticeable size differences among the 27
bubbles in the sparse school. Exact measurements were not
possible, because the equipment needed to perform a careful
measurement was not available aboard the ship. Accurate
measurements on the 27 bubbles comprising the sparse

138 J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 Nero et al.: Scattering from artificial fish swimbladders



school were conducted back in the laboratory five days after
the target strength measurements were completed. By that
time the bubbles had resorbed air and their average volume
was 7.3 ml, which was 85% of what it had been a month
earlier, before the experiment. The coefficient of variation of
bubble radius was 0.043, about seven times higher than it
had been before the experiment. Interestingly, volume mea-
surements on these bubbles one year later �November 1998�
showed little change; the average bubble volume was then
7.4 ml, and the coefficient of variation of bubble radius was
0.040.

Figure 2 shows that each individual bubble has a tail
about 2 cm long by which it is glued to the netting. Hence,
every bubble is free to sway about its tether, and its position
on the netting could vary by up to 2 cm in all three planes.

The multifilament netting was strung as tightly as pos-
sible, but forces on the frame, and the buoyant force of the
bubbles in the netting, caused the netting to bow, or warp,
over its 72 cm span. Figure 3 shows that the dense bubble
school is bowing downward in air as it is being retrieved. In
water, the bubble buoyancy would cause the netting to bow
upward to a somewhat greater degree. It was estimated from
observations of the bubble schools hanging in the air while
being deployed and retrieved, with the lead ball in the water,
that the center of the dense bubble school would have been
10–15 cm higher than the sides while at depth. The warp for
the sparse school was estimated to be about half that of the
dense school, and the warp for the medium school was be-
tween that for the other two.

The echosounder mounted on the frame of the F78 re-
ceiver indicated that slant ranges from the surface to the
bubble school were about 96 m. Comparison of this range to
the nominal depth of 96.6 m estimated from the length of
line deployed indicates there was virtually no catenary in the
line. Hence the center of the dense bubble school was as-
sumed to be at 95 m depth, and the centers of the medium
and sparse schools were assumed to be at 96 m.

V. SIMULATIONS

For each shot in a sequence, a mathematical description
of the school, including the positions of each bubble in the
target, and the angles to the source and receiver, was set up
and a simulation run to produce a predicted target strength.
The school was placed at the calculated beam angle, and the
declination angle to the source estimated from the deploy-
ment geometry. The source, target, and receiver, were as-
sumed to be in the same plane, and the drift of the ship was
assumed to be in the same direction along this plane. Values
for the bubble shape and viscosity, and school warp and tilt,
were the same during a sequence. Values for the coefficient
of variation of bubble radius and sway were set, but the
volumes and positions of each individual bubble were ran-
domized and differed for each shot. The outputs of a se-
quence of simulations were averaged to produce a single
curve, which was then compared to the measured target
strength curves for the school of interest.

There are eight parameters in Table I whose values had
to be set before results from the small school scattering

model could be compared to measured bubble school target
strengths. These parameters include bubble volume �mean
and coefficient of variation of equivalent spherical radius�;
bubble shape; stiffness of the polyethylene bubble wall; rela-
tive positions of the bubbles in the schools, including sway
and warp; and depth and tilt of the bubble frame.

Each of these eight parameters, except for the stiffness
of the polyethylene bubble wall, has been discussed in the
previous section. The bubble wall actually consists of an
elastic material. However, for both physical and mathemati-
cal reasons that are discussed in Ref. 3, fish flesh, in the
small school model, is approximated as a viscous material.
Therefore, since it is the small school model that is being
evaluated in the present work, the bubble wall has been rep-
resented phenomenologically by a highly viscous material.

Setting the values for most of the eight parameters was a
two-step process. The first step was to set limits or initial
values for each parameter based on the physical observations
and other information �Table I, first column�. The second
step was to run the small school scattering model for the
sparse school of 27 bubbles using values chosen in the first
step. Values for one parameter were varied within the set
limits until the best fit to the measured target strengths of the
sparse school was obtained within the analyzable frequency
range. The parameters were varied in turn, starting with
those in which there was the most confidence. The process
was iterated until the best match to the data was obtained and
a final set of parameter values chosen �Table I, second col-
umn�. These values provided the basis for modeling of the
dense and medium schools.

The sparse school was chosen to set values of the pa-
rameters because it was assumed that interactions between
the bubbles would be least for this school. Interactions be-
tween the bubbles would have been even less if the target
strengths of an eight �i.e., 2
2
2 cube� bubble school, or
even a single bubble, could have been measured. Time con-
straints did not allow such measurements but, more signifi-
cantly, scattering from the bubble frame would probably
have rendered such measurements invalid.

The values of two of the eight parameters were fixed
prior to running the model. The bubble school depth was set
based on beam angle and echosounder slant range calcula-

TABLE I. Model parameters requiring iterative selection to obtain best fits
to the bubble school measurements.

Variable
Sparse
�initial�

Sparse
�final� Medium Dense

Bubble
Radius �ml�

0.48 0.48 0.60 0.77

C.V. of
Radius

0.043 0.086 0.067 0.052

Shape 1/1 16/1 14/1 12/1
Stiffness
�Pa s�

20 200 200 200

Sway �cm� 2 2 2 2
Warp �cm� 6 6 9 12
Depth �m� 96 96 96 95
Tilt �deg� 2.9 2.9 3.5 10.8
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tions. The average bubble volumes for each school were de-
termined by assuming that the volumes at the completion of
the measurements were half of their original value, and that
the gas in the bubbles was lost uniformly with time while the
schools were at the measurement depth. The resulting aver-
age bubble volumes at depth were estimated as 0.77, 0.60,
and 0.48 ml, for the 729, 125, and 27, bubble cases, respec-
tively. Although the bubble volumes changed during a mea-
surement sequence, resulting changes in the resonance fre-
quency of an individual bubble from the first to last shot in a
sequence were calculated to be significantly less than the
1/6-octave resolution of the data analysis. Therefore, the vol-
ume changes during a sequence had a minimal effect on
measured school target strengths, and the average bubble
volumes were adequate for modeling purposes.

Initial values for the remaining six parameters were cho-
sen as described below. The initial value for the coefficient
of variation of bubble radius was set at 0.043, the value
obtained from the laboratory measurements made right after
the experiment. It was expected that this value would prob-
ably be low. The initial bubble shape at depth was assumed
to be a sphere, which was progressively deformed into a
prolate spheroid of increasing aspect ratio to obtain a final
correction factor for the resonance frequency.22 The initial
choice of viscosity of the bubble wall was 20 Pa s, which
was based on values used for fish, which range from 10 to
20 Pa s for small mid-water fishes, to 50 Pa s for commercial
size fishes.5–11 The initial value chosen for the sway of the
bubbles was 2 cm, the length of the polyethylene tethers.
The initial value chosen for the warp of the horizontal planes
of bubbles was 6 cm, the mid-point of the range estimated by
visual observation. The initial value chosen for the tilt of the
bubble school was 2.9°, equivalent to the average angle the
school was off the MRA of the F78. As stated above, final
values for these parameters in Table I were determined by
iteratively running the model for the sparse school.

The model result using the initial values of the bubble
and school parameters for the sparse school �i.e., the values
shown in the first column of Table I� is shown in Fig. 5. Also
shown is the model result obtained for 27 noninteracting
bubbles using the same set of parameters as the bubble
school. As in Fig. 1, this curve gives the position of the
resonance peak of individual bubbles, and implies that the

other peaks are the result of coherent interference effects.
�Similar curves will be shown in each of the subsequent fig-
ures.� The initial parameter values are seen to give rise to a
peak at the individual bubble resonance frequency which has
a much higher target strength than indicated by the data;
while the peak, at about 3200 Hz, had a lower target strength
than the data. Since the primary resonance peak was too
high, some of the parameter values chosen initially had to be
modified.

The best match obtained of model result to measured
target strengths for the sparse school is shown in Fig. 6. This
match was accomplished by: �a� Changing the shape of the
bubbles from spheres to prolate spheroids with major-to-
minor axis ratios of 16, which shifted the bubble resonance
peak up to about 3000 Hz; �b� increasing the value of the
viscosity of the bubble wall material to 200 Pa s �signifi-
cantly higher than values typically used for fish�, which low-
ered the target strength of the bubble resonance; and, �c�
approximately doubling the value of the coefficient of varia-
tion of bubble radius to 0.086, which broadened and lowered
all the peaks slightly. The final values for sway, warp, and tilt
were kept the same as the initial values. Thus, it was found
necessary to modify only the bubble parameters, the position
parameters did not need to be changed.

The conditions for the sparse school were similar to
those used in the initial example shown in Fig. 1�b�. The
bubble/swimbladder size and depth were about the same,
while the ratio of individual scatterer spacing distance �D� to
scatterer radius �a� was 80 for the example in Fig. 1�b�, and
74 for the sparse school. This implies that the peak near
3000 Hz in the target strength curve for the sparse school can
be attributed to the resonance effect of the individual
bubbles. The other peaks are due to interference effects. The
bubble parameters affect the bubble resonance peak, while
the bubble position parameters affect the interference peaks
and troughs.

After satisfactorily modeling the scattering from the
sparse bubble school, the scattering results for the medium
and dense schools were modeled. In these more densely
populated schools, the target strengths, in the region of pri-
mary interest, were much greater than those of the frame,
which could therefore safely be neglected. Of the six param-
eters that were varied to find the best fit of model to data for
the sparse school, only two, the viscosity of the bubble wall,
and the sway of the bubbles, were kept exactly the same for
the medium and dense schools. For two other parameters,

FIG. 5. Comparison of target strength data and model simulation. The initial
values of the bubble and school parameters for the sparse school �first col-
umn of Table I� are used. Data curves, individual shots and the average, as
in Fig. 4. Model curves: Thick dotted curve, model prediction assuming 27
noninteracting bubbles; and thick solid curve, model prediction including
radiative coupling interactions.

FIG. 6. Comparison of target strength data and model simulation. The final
values of the bubble and school parameters for the sparse school �second
column of Table I� are used. Curves as in Fig. 5.

140 J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 Nero et al.: Scattering from artificial fish swimbladders



i.e., the tilt of the school and the warp of the horizontal
bubble school planes, the values determined for the sparse
school were applied to the medium and dense schools. The
tilt angle for all three schools was chosen to be equivalent to
the average angle the school was off the MRA of the F78:
3.5° for the medium school; and 10.8° for the dense school.
Visual observations of the schools indicated that the warp of
the dense school was about twice that of the sparse school, so
the warp of the dense school was chosen to be 12 cm. The
warp of the medium school was chosen to be the average of
the other two, i.e., 9 cm. On-deck observations of the bubble
schools showed that the bubbles got progressively smaller
and more variable in size after each deployment. Therefore,
it was assumed that the coefficient of variation of bubble
radius was inversely proportional to bubble size; and was
calculated to be 0.052 for the dense school and 0.067 for the
medium school. Simulations of the sparse school showed
that the coefficient of variation has a minor effect on the
target strength, so that small errors in estimating its value do
not cause noticeable errors in target strength. It was assumed
that the bubbles became thinner as they decreased in volume,
so that the minor axis of the prolate spheroid got smaller
while the major axis remained constant. Calculations for the
dense and medium schools give major-to-minor axis ratios of
12 and 14, respectively, which produce correction factors to
the resonance frequency of 1.28 and 1.32, respectively. Tar-
get strength curves for the medium and dense bubble schools
are shown in Figs. 7 and 8, respectively. Also, because of the
large variation in measured target strengths for the dense
school at high frequencies, an average target strength curve
for the experimental data is shown in Fig. 8.

The simulated target strengths match the data very well
for the medium bubble school. Figure 7 shows that both the
frequencies and levels of the major peaks are in excellent
agreement. The individual bubble resonance peak is near
2600 Hz. The conditions for the medium school were similar
to those used in the example shown in Fig. 1�c�. The bubble/
swimbladder size and depth were about the same; and D /a
was 40 for the example, and 34 for the medium school. It is
evident that the peaks near 2000 Hz �cf. the shoulder in the
data� and 4200 Hz, in the target strength curve for the me-
dium school can be attributed to interference effects.

Figure 8 shows that the simulated target strengths for the
dense bubble school match the data well from 1400 to about
3500 Hz, and are close to the average data curve at 9000–
10 000 Hz. From 4000 to 8000 Hz, the simulated target
strengths are well below the data, being about 10 dB below
the average data curve from 4000 to 5600 Hz, and about
6 dB below from 6300 to 8000 Hz. The conditions for the
dense school were somewhat similar to those used in the
example shown in Fig. 1�d�. The bubble size was slightly
larger than the swimbladder size used in the example, but the
depths were about the same; and D /a was 20 for the ex-
ample, and 16 for the medium school. The difference in D /a
ratios shifts the interference peaks and troughs shown in the
example by a factor of 1.25 for the dense school. For ex-
ample, the peak near 4000 Hz in the example should be near
5000 Hz for the dense school. The individual bubble reso-
nance peak is near 2300 Hz. This peak has been effectively
lowered and shifted to lower frequencies by interference and
coupled-resonance effects. Similar effects are seen in Fig.
1�d�.

VI. DISCUSSION

Examination of the small school model simulations
shown in Figs. 1 and 5–8 shows three distinct frequency
regimes within the analyzable frequency ranges. The first is
the region close to the resonance of an individual swimblad-
der. The second is the regime of strong coherent interference,
which can occur both above and below the resonance of an
individual swimbladder. The third is the high frequency re-
gime, where the target strength of a school approaches that
of a comparable number of widely spaced �non acoustically
interacting� fish.

Varying the parameters of the sparse school within
rather well defined limits, that were generally based on
physical observations of the schools, has been seen to pro-
duce model results in good agreement with the target
strength data for the resonance and strong interference re-
gimes �Fig. 6�.

The parameters used for the medium school were based
on those used for the sparse school. The model results also fit
the school target strength data very well below and above
resonance, and in the regime of strong coherent interference
�Fig. 7�.

The parameters used for the dense school were also
based on those used for the sparse school. The model results
fit the school target strength data very well near, and some-
what above, resonance, up to 3600 Hz �Fig. 8�. The data

FIG. 7. Comparison of target strength data and model simulation. The final
values of the bubble and school parameters for the medium school �third
column of Table I� are used. Curves as in Fig. 5.

FIG. 8. Comparison of target strength data and model simulation. The final
values of the bubble and school parameters for the dense school �fourth
column of Table I� are used. Curves as in Fig. 5.
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above 4000 Hz are quite variable, primarily due to drag on
the school, which had two effects. First, different tilt angles
were encountered from shot to shot. Second, the school was
pushed away from the MRA of the F78 receiver. However, it
would be expected that the average of ten measurements
should provide a reasonably accurate estimate of the school
target strength. The model and the average of the data agree
in the high frequency regime, i.e., 9000–10 000 Hz. Agree-
ment is poor in the vicinity of the first interference peak
above resonance, which should be at about 5000 Hz. Figure
1�d� indicates that this peak should not be very strong, but it
would not be expected to fall below the curve for 729 widely
spaced bubbles. Thus, the combination of parameters used
for modeling the dense school has produced a broad trough
where a broad, albeit weak, peak would be expected. Simu-
lations with other combinations of parameters were tried, and
it was found possible to raise the modeled target strengths to
the level of the data in the 4000–8000 Hz region for some
cases, e.g., by zeroing the tilt angle and removing any varia-
tion in the bubble positions. There is no clear physical justi-
fication for using these combinations, but the drag on the
bubble school possibly gave rise to some effects that can not
be accounted for. For example, drag could have reduced the
sway of the individual bubbles or changed the warp of the
bubble planes, possibly making them asymmetrically con-
cave, rather than symmetrically convex, as has been as-
sumed. Such hypothetical combinations were not explored
further. However, the fact that some combinations of param-
eters could raise the modeled school target strength in the
4000–8000 Hz range indicates that the differences between
model simulation and measurement in this frequency range
may not be caused by inherent faults in the model but rather,
by the inability to accurately determine the exact parameters
of the dense school.

Target strength measurements from the three bubble
schools demonstrate that using a scattering model which as-
sumes incoherent addition of the pressure fields from indi-
vidual bubbles �or swimbladders� is inadequate to estimate
target strengths of small closely spaced schools in frequency
regimes near the individual bubble �or swimbladder� reso-
nance frequency, and when strong interference effects occur.
Model simulations show that the small school model pro-
vides reasonable approximations of small school target
strengths in these regimes, as long as good values for the
school parameters can be determined. Since the small school
model incorporates the individual swimbladder model, it is
applicable at high frequencies and large scatterer spacings.
However, this present work indicates that scattering levels of
closely spaced schooling fish in the mid-frequency range
�5–10 kHz� are likely to be complicated by coherent inter-
action effects. Future modeling efforts aimed at addressing
the problem of acoustic identification of fish in situ will need
to consider these effects. In addition, scattering models
which incorporate both fish swimbladders and fish bodies as
complex objects,24,25 when they are applied in this mid-
frequency regime, will need to consider the complications
introduced by coherent interactions.

The model-data comparisons analyzed in this work cor-
roborate previous experimental observations of acoustic scat-

tering from oceanic schooling fish.13–15 In particular, the
fluctuations seen in the scattering levels as a function of fre-
quency appear to be real phenomena which result from
mechanisms that are reproducible using physical modeling,
i.e., coupled resonance and coherent interaction effects.

Although the present measurements on small bubble
schools could not address the issue, previous experience in
the analysis of scattering measurements from large oceanic
schools of fish13–15 leads us to expect that, where attenuation
of sound through the school is significant, the small school
model should accurately predict the variability of the scatter-
ing, but likely overestimate the overall level.

VII. SUMMARY

Broad band target strength measurements on three
“schools” of polyethylene bubbles were made at sea to test
the validity of a theoretical model of scattering from small
schools of swimbladder-bearing fish.17 A “dense” school was
constructed using 729 bubbles spaced approximately 9 cm
apart in a cubic lattice. A “medium” school was constructed
of 125 bubbles approximately 18 cm apart, and a “sparse”
school was constructed of 27 bubbles approximately 36 cm
apart. Bubbles in the schools were cut from sheets of “bubble
wrap.” At the measurement depth of about 96 m, the bubbles
had an equivalent spherical diameter of approximately 1 cm.
Measurements were made using explosive sources detonated
just below the sea surface, and a downward looking direc-
tional receiver.

The small school model predicts that scattering from
individual or widely spaced fish, which is typically domi-
nated by resonance scattering from the swimbladder, will be
modified by both interference and coupled-resonance effects,
as the fish swim closely together. Spacings between fish in a
school are generally one to several body lengths apart. Spac-
ings in the bubble schools were equivalent to fish spacings of
about 0.8–4 body lengths.

Theoretically, the ideal bubble school would contain
spherical bubbles, all the same size, in a rigid geometrically
uniform lattice, placed normal to a co-located source and
receiver. Practically, in the at-sea measurements, the bubbles
had a range of sizes, and were not spherical. Their positions
varied from a rigid uniform lattice, and the source and re-
ceiver were not co-located. The effects of variable size and
position are not all negative, e.g., they cause the bubble
schools to more closely resemble real schools of fish. Be-
cause of the variability, several parameters of the individual
bubbles and their positions had to be determined. Limits
were placed on these parameters, usually based on physical
observations, and iterative model simulations were run on
the sparse school to obtain the set of parameters which gave
the best fit of model to target strength data. These parameters
were then used as a basis for the model simulations of the
medium and dense schools.

Comparisons of model simulations to target strength
data show that, if the proper school parameters can be deter-
mined, the small school scattering model appropriately ac-
counts for the resonance action of the individual swimblad-
ders, coupled-resonance interactions between the scatterers,

142 J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 Nero et al.: Scattering from artificial fish swimbladders



and the coherent interactions of the scattered fields. The
model is also applicable at high frequencies, and for widely
dispersed fish ensembles.
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Acoustic communications and positioning are vital aspects of unmanned underwater vehicle
operations. The usage of separate units on each vehicle has become an issue in terms of frequency
bandwidth, space, power, and cost. Most vehicles rely on acoustic modems transmitting
frequency-hopped multiple frequency-shift keyed sequences for command-and-control operations,
which can be used to locate the vehicle with a good level of accuracy without requiring extra signal
transmission. In this paper, an ultrashort baseline acoustic positioning technique has been designed,
simulated, and tested to locate an acoustic modem source in three dimensions using a tetrahedral,
half-wavelength acoustic antenna. The position estimation is performed using the detection
sequence contained in each message, which is a series of frequency-hopped pulses. Maximum
likelihood estimation of azimuth and elevation estimation is performed using a varying number of
pulse and various signal-to-noise ratios. Simulated and measured position estimation error match
closely, and indicate that the accuracy of this system improves dramatically as the number of pulses
processed increases, given a fixed signal-to-noise ratio. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2400616�
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I. INTRODUCTION

Ultrashort baseline �USBL� acoustic positioning systems
�APSs� are well-suited for unmanned underwater vehicle
�UUV� operations because of their small space requirement
and ease of deployment. This type of positioning system is
based on the estimation of the relative phases between sig-
nals measured by a set of transducers, each a half-
wavelength from the others. The accuracy in estimating these
relative phases is a function of several limiting factors. Re-
verberation may cause major signal distortion in the acoustic
signals received by the array and limit the accuracy of time
delay estimation during position estimation.1 Another limit-
ing factor is the ambient noise present in shallow and deep
waters generated by waves, rain, boat traffic, and biological
life.2

Although USBL APS technology is a relatively mature
field,3,4 new challenges have appeared due to the limitation
of frequency bandwidth available during a typical mission.
Indeed, most APSs operate between 5 and 50 kHz, a fre-
quency band also used by subbottom profilers and most
acoustic modems. Also, acoustic communication systems
�ACOMSs� tend to use an ever increasing frequency band-
width, as the need for data transfer and networking keeps
growing.5,6 Finally, UUV technology includes an increasing

number of small vehicles with limited energy capacity,
which can accommodate only a very limited number of sen-
sors. Since positioning and communications are vital aspects
of underwater robotics, technology capable of combining
acoustic communications and positioning is of tremendous
interest.7

An essential aspect of combining ACOMSs and APSs is
in understanding how an acoustic modem typically operates.
Ideally, the APS should remain transparent to the ACOMS: it
should operate with little or no modification to the acoustic
communication protocol and the modulation, and should not
impair the performance of the ACOMS. The USBL-APS ap-
proach is well suited as it relies solely on the estimation of
the time of travel between source and receiver, and the esti-
mation of the azimuth and elevation of the source with re-
spect to the receiver. ACOMS technology provides features
to measure the time of travel between the source and the
receiver. The challenging task of accurately estimating the
azimuth and elevation angles can be completed using a mul-
tiple channel array and processing a known portion of the
incoming signal.

Although many signaling techniques are used in
ACOMSs, the most commonly encountered are known as
frequency-hopped multiple frequency shift keying8,9 �FH-
MFSK� and direct-sequence spread spectrum10,11 �DSSS�.
FH-MFSK has by far proven to be the most robust technique,
although it does not allow fast data transmissions, and is
commonly used in ACOMSs to monitor and control under-
water vehicles. A very specific aspect of a FH-MFSK modu-
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lated signal is that it uses relatively narrow band tones trans-
mitted sequentially and usually includes a known detection
sequence at the beginning of each message.8,9 This detection
sequence can be used to estimate the location of the source
with a USBL-APS, given the proper receiver array and sig-
nal processing technique. This paper introduces a technique
to estimate the location of an acoustic modem transmitting
FH-MFSK sequences, and is focused primarily on an ap-
proach of estimating the azimuth and elevation angles.

The method is based on the maximum-likelihood
estimation12,13 and uses some relationships developed by
Quazi and Lerro.14 Although previous work has been pub-
lished on maximum likelihood estimation of source
location,15–17 no attempt has been made to estimate the loca-
tion of a source from FH-MFSK sequences using a three-
dimensional, half-wavelength USBL array. Synchronous
GPS-based time-of-travel estimation is used to estimate the
range from the source to the array.9 Alternately, the position-
ing unit can interrogate each modem, in which case the range
is estimated using the two-way travel time. A USBL-APS
compatible with dual purpose acoustic modem �FAU-
DPAM� operations9 is introduced, along with a detailed
analysis of experimental data.

II. OVERVIEW OF THE USBL APS

A. System description

Figure 1 shows an overview of the USBL-APS opera-

tion to estimate the position of a modem source. The source
transmits Nf =8 pulses at the beginning of each message, at
13.54 ms intervals. These pulses last 620 �s each and use
different frequency bands staggered between 16.2 and
27 kHz. The time-varying spectrum of the transmitted se-
quence is shown in Fig. 2. The pulses are transmitted sequen-
tially at 24.6, 21, 17.4, 27, 23.4, 19.8, 16.2, and 25.8 kHz.

The choice of the USBL array is driven by frequency
and equipment constraints: The system must process pulses
centered between 16.2 and 27 kHz, while the acquisition sys-
tem of the APS unit can only accommodate up to four chan-
nels. According to Ray and Mahajan,18 when four hydro-
phones are used, a tetrahedral configuration is optimal for
three-dimensional positioning so long as all four receivers do
not to lie on a sphere. For this reason, the acoustic antenna is
composed of four transducers �A–D� arranged as a tetrahe-
dron �Fig. 1�.

Three of the four transducers form three coplanar base-
lines �labeled nb� of 0.025 m spacing �nb=1, 2, 3� and three
noncoplanar baselines �nb=4, 5, 6� of 0.024 m spacing. The
spacing is the center-to-center distance between two receiv-
ers. To prevent ambiguity in resolving the direction of arrival
of an incoming signal, the length L0,nb

of each baseline is
slightly less than half the shortest wavelength �min contained
in the detection sequence,

L0,nb
�

�min

2
, �1�

�min = c/fmax = 1500/27 000. �2�

The variable c represents the speed of sound in the water in
meters per second.

B. Bearing angle estimation

The real-time process used to estimate the bearing
angles for each baseline and pulse is given in Fig. 3. An
essential portion of the USBL-APS algorithm is the detection
of the transmitted signal over noise and interferences. Con-
sider the transmitted signal snf

�t� of duration T,

snf
�t� = w�t�cos�2�fnf

t� , �3�

where w�t� is a Tukey time window function,

FIG. 1. Overview of the USBL-APS system.

FIG. 2. Time-frequency plot of the transmitted se-
quence.
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w�t� = �
1

2
�1 + cos����t −

T

2
� −

�TT

2
�� ��1 − �T�T��� for 0 � t � �1 − �T�

T

2
and �1 + �T�

T

2
� t � T

1 for
�TT

2
� t � T −

�TT

2
. 	 �4�

The Tukey coefficient �T is set to 0.25. The transmitted
signal can also be expressed in analytical form using a Hil-
bert transform operation19 H
 �,

s̃nf
�t� = snf

�t� + iH
snf
�t�� = w�t�ei2�fnf

t. �5�

The acoustic modem transmits a detection sequence
comprising a series of signals snf

�t�, 1�nf �Nf. The re-
ceived signals are subject to noise and interferences. We as-
sume that the impulse response of the acoustic channel is
stationary, and that the source is located far enough from the
receiver so that the acoustic waves are plane. Let j1 and j2 be
the index of two hydrophones forming the nbth baseline. For
example, if nb=1, j1 and j2 correspond to hydrophones A and
B, respectively. The received signals at two hydrophones j1

and j2 of a baseline are

rnf,j1
�t� = snf

�t� � hj1
�t� + nj1

�t� ,

rnf,j2
�t� = snf

�t� � hj2
�t� + nj2

�t� , �6�

where hj1
�t� and hj2

�t� represent the impulse response of the
acoustic channel measured at hydrophones j1 and j2, respec-
tively. nj1

�t� and nj2
�t� represent the additive Gaussian noise

measured at each hydrophone, of variance �noise,j1
2 and

�noise,j2
2 respectively. We assume that the additive noise is

isotropic. These signals are matched-filtered with s̃nf
�t�,

r̃nf,j1
�t� = rnf,j1

�t� � s̃nf
�T − t� ,

r̃nf,j2
�t� = rnf,j2

�t� � s̃nf
�T − t� . �7�

If we assume that a direct path exists between the source
and each receiver, and that the time difference between the
direct path arrival and the next most immediate path is Tr,
cTr represents the difference in path length between the di-
rect path �assumed to be the shortest� and the shortest inter-
fering path. Over a short time duration, hj1

�t� and hj2
�t� be-

come

hj1
�t� = aj1

��t − Tj1
�, t � Tj1

+ Tr,

hj2
�t� = aj2

��t − Tj2
�, t � Tj2

+ Tr. �8�

Tj1
and Tj2

represent the time of travel from the source to
receivers j1 and j2, respectively. The variables aj1

and aj2
represent the signal attenuation at receiver j1 and j2, respec-
tively. Therefore, if a time window of duration Tr is applied
to the received signal at time Tj1

, assuming that Tj1
�Tj2

and
that Tj2

−Tj1
�Tr, the time-gated signals received at j1 and j2

become

x̃nf,j1
�t� = aj1

s̃nf
�t − Tj1

� + ñnf,j1
�t� ,

x̃nf,j2
�t� = aj2

s̃nf
�t − Tj2

� + ñnf,j2
�t�,Tj1

� t � Tj1
+ Tr. �9�

ñnf,j1
�t� and ñnf,j2

�t� represent the in-band complex additive
white Gaussian noise at the output of the matched filter. In
the experimental results section, Tr=T=620 �s, which cor-
responds to a traveled distance of 0.93 m if the sound speed
c is equal to 1500 m/s. If the record does not contain any
signal, as is assumed in the initial stage of the detection
process, the in-band noise is estimated within the band used
by the first pulse. The in-band noise variances �noise,nf,j1

2 and
�noise,nf,j2

2 at hydrophones j1 and j2 are

�noise,nf,j1
2 =

1

Tn
�

0

Tn

ñnf,j1
�t�2dt ,

�noise,nf,j2
2 =

1

Tn
�

0

Tn

ñnf,j2
�t�2dt . �10�

Tn represents the time duration over which the in-band
noise variance is estimated. In practice, the calculation is
performed using a time-moving average of sequential noise
variance estimates measured over a fixed duration. At a mini-
mum, Tn is equal to 0.1 s. Once Tn seconds have passed, the
APS units starts searching for an incoming signal on each
receiver. The signal-to-noise ratio �SNR� measured at each
hydrophone j1 and j2 is

SNRnf,j1
=

1

Tr
�

0

Tn

x̃nf,j1
�t�2dt

�noise,nf,j1
2 ,

SNRnf,j2
=

1

Tr
�

0

Tn

x̃nf,j2
�t�2dt

�noise,nf,j2
2 . �11�

Signal detection occurs if the SNR, measured within the fre-
quency band of the first pulse, exceeds a predefined thresh-
old TSNR at every receiver A, B, C, and D. The phase differ-
ence 	nb,nf

between the signals measured at receiver j1 and j2

is

	nb,nf
= arctan� I��

0

Tt

x̃nf,j1
�t�x̃nf,j2

* �t�dt�
R��

0

Tt

x̃nf,j1
�t�x̃nf,j2

* �t�dt�	 . �12�
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The same procedure is used to estimate the phase differ-
ence 	nb,nf

between the signals recorded at each receiver of
baseline nb. If the incoming acoustic waves are assumed to

be plane, the bearing angle 
̂nb,nf
measured at the nbth base-

line for the nfth pulse is obtained from 	nb,nf
,


̂nb,nf
= arccos� c	nb,nf

2�fnf
L0nb

� . �13�

c represents the speed of sound and fnf
is the central fre-

quency of the pulse. With Nb=6 baselines for the tetrahedral
USBL array and Nf =8 pulses, a total of 48 distinct bearing
angles can be calculated. The next step is to determine the
azimuth �0 and elevation �0 of the source with respect to
the USBL array given the 48 bearing angles.

C. Range estimation

The time of transmission of the pulse is assumed to be
known, as both source and receiver operates with low-drift
clocks, initially synchronized using a 1 �s GPS pulse.9

Therefore, the time of transmission is known and the time of
reception must be accurately estimated. The transmitted
pulse is assumed to be of sufficient bandwidth W so that the
direct path between source and receiver is only distorted by

ambient noise. A classic maximum likelihood estimation
technique is used to estimate the time of arrival on channel j1

from the first pulse,20

R��
0

T

�x̃1,j1
�t� − s̃1,j1

�t − ̃��
� s̃1,j1

* �t − ̃�

� ̃
dt�

̃=est

= 0.

�14�

At present, a single hydrophone and pulse are used,
however the estimation from multiple hydrophones and
pulses could be used in the future to obtain a more accurate
time estimate. The range estimate rest is obtained directly
from est,

rest = cest. �15�

III. POSITION ESTIMATION

A. Variance of the bearing estimate

Azimuth and elevation of the transmitter with respect to
the USBL are estimated based on the maximization of the
log-likelihood function of estimating the proper source direc-
tions. We first assume that the 48 bearing angles estimates
are biased Gaussian random variables,


̂nb,nf
= G�
nb,t,�
nb,nf

� + 
biasnb,nf
+ 
curvenb

. �16�


nb,t is the true bearing angle for each baseline, and does not
depend on frequency. The length of each baseline is a Gauss-
ian random variable of mean value L0,nb

and variance �L
2.


biasnb,nf
is a bias in the estimate resulting from the nonlin-

ear relationship between L0,nb
and 
̂nb,nf

. 
curve,nb
is a small

error associated with the curvature of the wave front, as
the bearing is computed under plane wave assumption. If
we assume that the estimation error is solely due to signal
noise and positional uncertainty of the sensors, the vari-
ance of the bearing angle estimates is given by,14

�
nb,nf

2 = �cot2�
nb,t�
�L

2

Lo,nb

2 �
+� c2�1 + SNRj1,nf

+ SNRj2,nf

SNRj1,nf
SNRj2,nf

�
8�2Lo,nb

2 �TW�� fnf

2 +
W2

12
�sin2�
nb,t�	 . �17�

The bias 
biasnb,nf
is given by14


biasnb,nf
= − ��2 cot�
nb,t� + cot3�
nb,t��

�L
2

2Lo,nb

2 �
−� c2�1 + SNRj1,nf

+ SNRj2,nf

SNRj1,nf
SNRj2,nf

�cos�
nb,t�

16�2Lo,nb

2 �TW�� fnf

2 +
W2

12
�sin3�
nb,t� 	 .

�18�

FIG. 3. Flow-chart of the bearing estimation process.
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Equations �17� and �18� assume that the true length L0,nb
of each baseline is known. For each pulse, W is the band-
width and T is the pulse duration. SNRj1,nf

and SNRj2,nf
are

measured at each hydrophone j1 and j2 of baseline nb for the
nfth incoming pulse. It is assumed that, for all nf,

L0,nb
�

c

2fnf

. �19�

The positional uncertainty of the sensors is by no means
trivial to estimate, as it is a function of two error compo-
nents, represented as Gaussian random variables of zero
mean: �a� the distance inaccuracy between sensor centroids
of variance �pos

2 , and �b� the dimension and shape of each
sensor of variance �geom

2 . Under the assumption that a
large number of trials are completed, �L

2 can be rewritten
using the central limit theorem as

�L
2 = �pos

2 + �geom
2 . �20�

�pos
2 and �geom

2 are constants determined by the quality of
the assembly and the shape of the sensor. Figures 4 and 5
show the variance of the bearing estimate, assuming that
each sensor is a point of perfectly known location, �L

2

=0 m2, for a SNR of 8 and 40 dB, respectively. The variance
is plotted as a function of the true bearing angle 
nb,t and the
center frequency fnf

. At a given frequency, the variance in-
creases sharply as 
nb,t nears 0 and �. The variance of the
bearing estimate also increases noticeably as frequency de-
creases, and as SNR decreases. Overall, given a fixed SNR,
the best bearing estimates are obtained near normal incidence
and at higher frequencies.

Figures 6 and 7 show the variance of the bearing esti-
mate, taking into account the uncertainty for the sensors lo-
cation and geometry, �L

2 =6.25e−6 m2, for a SNR of 8 and
40 dB, respectively. The comparison between Figs. 4 and 6
indicates that the impact of the sensor uncertainty is not sig-

FIG. 4. Variance of the bearing estimate, for �L
2 =0 m2

and SNR=8 dB.

FIG. 5. Variance of the bearing estimate, for �L
2 =0 m2

and SNR=40 dB.
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nificant when the SNR is moderate �8 dB�. However, Figs. 5
and 7 show that, at high SNR �40 dB�, the geometrical un-
certainty is a dominant factor.

Figures 8 and 9 show the bias of the bearing estimate,
with �L

2 =6.25e−6 m2, for a SNR of 8 and 40 dB, respec-
tively. With the exception of normal incidence, the bias on
the estimate is significant when compared with the standard
deviation of the bearing estimate, for any value of the bear-
ing angle.

The curvature error 
curvenb
can be estimated geometri-

cally. Under the assumption that a point source is used and
that L0,nb

�r0, 
curvenb
becomes


curvenb
= − 
nb,t

+ arccos� sin�
nb,t�

sin�arctan� L0,nb
sin�
nb,t�

r0 + L0,nb
cos�
nb,t�

�� −
r

L0,nb	 .

�21�

Figure 10 shows the error in bearing estimate due to the
curvature of the wave front, assuming that the source is lo-
cated at r0=0.62 m, which is the distance from the source to
the center of the array in the calibration tank presented in
Sec. IV. As expected, the largest discrepancy occurs near
normal incidence. The error remains within 0.02 rad, which
indicates that plane wave approximation is a reasonable as-
sumption under the experimental conditions.

B. Variance of the range estimate

The range is estimated from the sensor labeled A�j1

=A�, as shown in Fig. 1. The accuracy of the time of travel
estimate from the source to the sensor is a function of the
SNR and pulse characteristics. Since the APS is a passive
system, and since the SNR is assumed to be larger than unity,
the range estimate r̂nf

for pulse nf can be approximated as a
Gaussian random variable of true mean r0 and variance21

FIG. 6. Variance of the bearing estimate, for �L
2

=6.25e−6 m2 and SNR=8 dB.

FIG. 7. Variance of the bearing estimate, for �L
2

=6.25e−6 m2 and SNR=40 dB.
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�rnf

2 =
c2

8�2�TW�SNRj1=A,nf
� fnf

2 +
W2

12
� . �22�

Equation �22� assumes that the range is obtained from
maximum likelihood estimation �Eqs. �14� and �15��. The
variance of the estimate given in Eq. �22� is the Cramer-Rao
bound.22 In practice, the first pulse �nf =1� is used for range
estimation, noted rest= r̂nf=1. Figure 11 shows the fluctuation
of �rest

2 as a function of the SNR. The Cramer-Rao bound is
only true under ideal circumstances, so that �rest

2 is likely to
be larger in practice. Nevertheless, Fig. 11 indicates that the
range estimation error is most likely to be negligible as com-
pared with the bearing estimation error.

C. Variance threshold of the bearing estimate

Given Nf pulses and Nb baselines, a total of Nf Nb bear-
ings are measured. However, only a limited number of bear-

ings are retained to determine the source location, based on a
series of decision rules. For each pulse, a subset of bearing
estimates is retained from all Nb bearings measured. The Nf

resulting subsets are combined to estimate the azimuth and
elevation of the source by maximizing a log-likelihood func-
tion, as described in Sec. III D. The following procedure ex-
plains how each subset is created, and is repeated for each
individual pulse.

First, the bearing 
̂nbmin,nf
with the lowest variance is

retained. Next, the algorithm compares the variance of the
bearing estimate measured at each baseline coplanar with
baseline nbmin, and the estimate with the lowest variance is
also retained. Finally, the algorithm compares the variance of
the bearing estimate measured at each baseline noncoplanar
with baseline nbmin, and the estimate with the lowest variance
is also retained. This operation provides two coplanar and
one noncoplanar bearing estimate, which is theoretically suf-
ficient to obtain an unambiguous estimate of the source lo-

FIG. 8. 
bias for �L
2 =6.25e−6 m2, SNR=8 dB.

FIG. 9. 
bias for �L
2 =6.25e−6 m2, SNR=40 dB.
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cation. Once three bearing estimates have been retained for
each pulse, the mean variance �avg

2 of all NbNf bearing esti-
mates is computed,

�
avg

2 =

�
nb=1

Nb

�
nf=1

Nf

�
nb,nf

2

NbNf
. �23�

Also retained are the bearing estimates whose variance
falls within a threshold �T

2, linearly proportional to the mean
�
avg

2 of the bearing variances. The results presented in this
paper are obtained using �T

2 =�
avg

2 . The bearing angles
whose variance is larger than the mean variance are placed in
the Prej vector and are not included in the log-likelihood
summation presented in the following.

D. Log-likelihood function

If we assume that each selected bearing angle is mostly

Gaussian, 
̂nb,nf
�G�
nb,t ,�
nb,nf

�, the probability that the set

of selected bearing angles �
̂� be representative of the true
azimuth �0 and elevation �0 is12

Pr��
̂���0,�0��

= �
nb=1,nf=1

�nb,nf��Prej

Nb,Nf � exp�−
�
̂nb,nf

− 
nb,t�2

2�
nb,nf

2 �
�
nb,nf

�2�
	 . �24�

The log-likelihood function is the natural logarithm of

Pr��
̂�  ��0 ,�0��,

FIG. 10. Curvature error to true bearing ratio, 
curvenb
for r0=0.62 m.

FIG. 11. Range estimation variance �rest

2 as a function
of the SNR.
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L��
̂���0,�0�� = − �
nf=1,nb=1

�nf,nb��Prej

Nb,Nf �ln��
nb,nf

�2��

+ ��
̂nb,nf
− 
nb,t�2

2�
nb,nf

2 �� . �25�

The estimated azimuth and elevation pair with the high-
est probability of being the true azimuth and true elevation
corresponds to the maximum of the log-likelihood function.
The downhill simplex method is used to find this
maximum.23 However, the log-likelihood function may also
have local maxima. Since the reliability of this search
method is contingent upon the initial starting region for three
search points, it is imperative that these search points be in
the vicinity of the true maximum of the log-likelihood func-
tion. A first estimate of the azimuth and elevation is com-
puted using the three bearing angles with the lowest variance

corresponding to three noncoplanar baselines. Three points
are selected around the rough estimate of the azimuth and
elevation and used in the maximum search.12 The outcome of
this search process is the estimated azimuth �est and the
elevation �est.

E. Position estimation error

The performance evaluation of the APS is better de-
scribed in terms of statistical moments. Nt is the total number
of estimation attempts, and nt is the attempt number. Simi-
larly, Na is the total number of source locations tested, and na

is the location index. The positioning accuracy of USBL sys-
tems is typically given in terms of position estimation error,
which represents the relative error between the estimated
source location and the true source location. In Cartesian
coordinates, the source location for a true azimuth �0, a true
elevation �0, and a true range r0 is given by

FIG. 12. Test setup.

FIG. 13. Time-frequency response of
the calibration tank.
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x0 = r0 cos��0�cos��0� ,

y0 = r0 sin��0�cos��0� ,

z0 = r0 sin��0� . �26�

Similarly, the Cartesian coordinates for the estimated source
position given rest, �est, and �est are

xest = rest cos��est�cos��est� ,

yest = rest sin��est�cos��est� ,

zest = rest sin��est� . �27�

Equation �28� shows the distance between the true and esti-
mated source positions for the ntth test and nath source loca-
tion,

dpos,na,nt
= ��xest − x0�2 + �yest − y0�2 + �zest − z0�2. �28�

The position estimation error is the position error rela-
tive to the range,

Epos,na,nt
= 100

��xest − x0�2 + �yest − y0�2 + �zest − z0�2

r0
.

�29�

Epos,na,nf
represents the position estimation error for a

single trial and for a single source location. The mean
position error for a single source location over the entire
set of Nt trials is given by

Ēpos,na
=

1

Nt
�
nt=1

Nt

Epos,na,nt
. �30�

Finally, the position error averaged over every tested posi-
tion �na=1, . . . ,Na� and trial is given by

FIG. 14. Example of recorded signals.

FIG. 15. Histogram of the position estimation error as a
function of the number Nf of pulses processed, SNR
=40 dB, using experimental data.
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Ēpos =
1

NaNt
�

na=1

nt=1

Na,Nt

Epos,na,nt
. �31�

IV. EXPERIMENTAL PROCEDURE

A. Setup

A tank �Fig. 12� has been designed and built specifically
for the calibration and testing of the USBL APS. The tank is
1.6 m by 1.6 m by 1.8 m tall. These dimensions allow for a
reverberation-free time Tr of 0.62 ms if the USBL array is
placed in the middle of the tank, and if the source is placed
against the middle of a wall slightly below the USBL array.
When the USBL array is vertical �at a pitch of 0 rad�, the
center-to-center distance from the source to the USBL array
is 0.62 m. The time-frequency response of the tank, mea-
sured on hydrophone A of the array in vertical position, is
shown in Fig. 13. The corresponding time signals recorded in
this configuration are shown in Fig. 14.

The signals are acquired and processed using an embed-
ded digital signal processing board, equipped with a
TMS320C54-16 fixed point processor. The signal is transmit-
ted using a second FAU-DPAM board. The control of the
stepper motors and data collection is performed by a stan-
dard PC. The experimental process is fully automated. A
TCM2-50 tilt sensor is also installed in a pressure housing

just above the USBL array to provide redundancy in the
array pitch estimation. The pressure vessel containing the
sensor is oil-filled, and the articulated arms are made of plas-
tic to minimize acoustic reflections. The hydrophones of the
USBL array are cylindrical ceramics of 9.5 mm outer diam-
eter, 9.7 mm height. The cylinder walls are 1.2 mm thick.

Change in the relative position of the source is achieved
by changing the pitch and roll of the receiver array. The
rotation of the array is performed by two stepper motors
equipped with encoder feedback to control accurately the
array orientation. Pitch and yaw are controlled with a reso-
lution of 0.0061 and 0.0022 rad, respectively. Rotating the
array rather than moving the source is advantageous as it
simplifies the design of the calibration tank, but complicates
the estimation of the source position, measured with respect
to the geometrical center of the USBL array. The details of
the operation are beyond the scope of this paper.12

B. Calibration and measurements

The calibration process is a necessary procedure before
studying the fluctuations in positioning accuracy of the APS
unit as a function of SNR and number of processed pulses.
The relative position of the piezo-electric elements within
the USBL array is not perfectly accurate. Calibrating an ar-
ray consists in creating a look-up table containing correction
factors to reduce the impact of the sensor location error.

The array calibration is performed in two steps. First, the
Cartesian coordinates of the source with respect to the center
of the array are estimated acoustically, for each array orien-
tation and under excellent conditions �SNR of 40 dB�. Each
estimate is obtained using the maximum likelihood technique
previously described, using Nf =8 pulses and Nt=5 trials.
The final estimated location is obtained by averaging the
coordinates found for each trial. For each array orientation,
the Cartesian coordinates of the source are also measured
using the stepper motor controllers and the tilt sensor. The
difference between this measurement and the result obtained
acoustically is recorded in a calibration look-up table. Once

TABLE I. Simulation parameters.

c 1500 m/s
r0 0.62 m
L0 �nb=1,2 ,3� 0.025 m
L0 �nb=4,5 ,6� 0.024 m
�L

2 6.25e−6 m2

T 0.00062 s
W 1273 Hz
Na 152 positions
Nt 50 trials per position

FIG. 16. Histogram of the position estimation error as a
function of the number Nf of pulses processed, SNR
=8 dB, using experimental data.
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the array has been calibrated, measurements are performed
as follows: �a� Nt=5 signal transmissions are recorded and
processed for each orientation of the receiver array; �b� the
pitch and roll as estimated by the stepper motors’ controllers
and by the tilt sensor are recorded; �c� a correction factor is
applied to the maximum likelihood estimation using the cali-
bration table; and �d� the position estimation error is deter-
mined from the measurements provided by the stepper motor
controllers and tilt sensor.

The range of tested angles spans from 120° to 300° in
azimuth and 7° to 45° in elevation. At first, the SNR is set to
40 dB by reducing the source level. Although the operation
is automated, an entire set of measurements at a given SNR
takes approximately 48 h. There is also a limitation to the
minimum level of sound generated in the tank, and little
guarantee that the measured noise is isotropic, as it has been

previously assumed. Therefore, noise is artificially added to
the signals measured on each channel to cover a wide range
of SNR.

C. Simulation

An artificial set of data is generated to validate the ex-
perimental results presented in this document. A complete
list of the simulation parameters is given in Table I. The
simulation process uses the algorithm described in Fig. 3,
with the exception that the bearing estimates are obtained
directly from Eq. �16� using a Gaussian random noise gen-
erator. As in the experiment, the angles tested in the simula-
tion vary from 120° to 300° in azimuth and 7° to 45° in
elevation. The true azimuth and elevation are assumed to be
perfectly known.

FIG. 17. Mean position estimation error as a function
of the number Nf of pulses processed and SNR, using
experimental data.

FIG. 18. Measured standard deviation of the position
estimation error as a function of the number Nf of
pulses processed and SNR.
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V. RESULTS

The main objective of this section is to show that, at a
fixed signal-to-noise ratio, the positioning accuracy of the
APS unit improves significantly as the number of processed
pulses increases. This essential result indicates that an
ACOMS source transmitting signals of limited output power
can be located accurately with a small USBL array if a por-
tion of the message is known. The positioning accuracy of
the APS has been tested at SNR of 4, 8, 12, 16, 20, 24 and
40 dB, respectively. The simulation parameters given in
Table I also apply to the experiment, with the exception of
Nt. In the experiment, the number of trials per position is
limited to Nt=5.

Figures 15 and 16 show the histogram of the position
estimation error measured at Na=152 locations, measured
with a SNR of 40 and 8 dB, respectively. The total number
of measurements is NtNa=760 per SNR. The total number of
pulses used to estimate the source location varies from Nf

=1 to Nf =8. Figures 4 and 5 already showed that the bearing
estimate is more accurate as the central frequency of the
pulse increases, due to the element spacing given in Eq. �2�.
As a result, the source position is computed as a function of
an increasing number Nf of pulses, sorted by decreasing cen-
tral frequency: 27, 25.8, 24.6, 23.4, 21, 19.8, 17.4, and
16.2 kHz. If Nf =1, the pulse received at 27 kHz is used. If
Nf =3, the pulses received at 27, 25.8, and 24.6 kHz are used.
If Nf =8, all the received pulses are used. The purpose of
Figs. 15 and 16 is to show that the histograms are compact,
the error remaining below 25% for a SNR of 8 dB, and 10%
for a SNR of a 40 dB.

Figures 17 and 18 show the mean and standard deviation
of the position estimation error measured across all NtNa

=760 points per SNR, as a function of the number of pulses
Nf used to estimate the source location. Figure 19 shows the
mean position estimation error obtained from the simulation
under identical conditions, with the exception of Nt=50.
Given the standard deviation shown in Fig. 18, measured and

simulated data are a close match, which validates the pro-
posed method and the quality of the measurements. The most
noticeable discrepancy between simulated and measured data
occurs when Nf �6. This is easily explained by the fact that
the half-wavelength of the pulses received at 17.4 and
16.2 kHz is significantly larger than the length of each base-
line, and lead to more ambiguous measurements.

Focusing on Nf �6, Figs. 17 and 19 clearly indicate that
combining multiple estimates from the MFSK multitone se-
quence is highly beneficial: for a SNR of 8 dB and Nf =1, the
mean position estimation error is 13%, but drops to 8% when
Nf =3. The same error of 8% is observed for a SNR of 12 dB
and Nf =1. Therefore, combining the three pulses of the mul-
titone is equivalent to a gain in SNR of 4 dB. At a moderate
SNR of 4 dB, the position estimation error drops by 65%
when Nf =6 pulses are used instead of 1, which is almost
equivalent to a gain in SNR of 4 dB. At higher SNR, the
drop in position estimation error as Nf increases is not as
pronounced, due to the error in sensor location which be-
comes a dominant factor. However, the equivalent gain in
SNR is even more significant. Figures 17 and 19 show that
the APS will perform with very similar accuracy when the
SNR exceeds 24 dB. Overall, the APS can achieve a position
estimation estimation error of 3% using six pulses given a
SNR of 24 dB. Obviously, other environmental factors can
severely impact the performance of the system and in par-
ticular sound speed variations. This specific issue is consid-
ered as future work.

VI. CONCLUSION

Experimental and simulated results indicate there is a
significant advantage in using a known portion of a MFSK
multitone sequence to estimate the location of a modem
source, especially at moderate SNR. Therefore, a USBL APS
can be used to accurately locate acoustic transmissions of a
MFSK modem during the transmission of a message without
impacting the modem operation. The accuracy improves with

FIG. 19. Mean position estimation error as a function
of the number Nf of pulses processed and SNR, using
simulated data.
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the number of pulses and the SNR, and a positioning accu-
racy of 3% can be achieved for a SNR of 24 dB. Sensor
positioning and proper array calibration are essential factors
in the performance of the APS, especially at high SNR.
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The Florida manatee �Trichechus manatus latirostris� is an endangered sirenian. At present, its adult
population ��2200� seems stable, but tenuous. Manatee-boat collisions are a significant proportion
��25% � of mortalities. Here, the potential use of active sonar for detecting manatees by quantifying
sonic reflectivity is explored. In order to estimate reflectivity two methods were used. One method
measured live reflections from captive animals using a carefully calibrated acoustic and
co-registered optical system. The other method consisted of the analysis of animal tissue in order to
obtain estimates of the sound speed and density and to predict reflectivity. The impedance
measurement predicts that for a lateral view, the tissue reflectivity is close to 0.13, with a critical
grazing angle of 28°. Data measured from live animals indicate that substantial reflections can be
recorded, however in many instances observed “empirical target strengths” were less than an
experimentally dependent −48-dB threshold. Conclusions favor the hypothesis that the animals
reflect substantial amounts of sound; however, the reflections can often be specular, and therefore
impractical for observation by a manatee detection sonar operating at 171 kHz. © 2007 Acoustical
Society of America. �DOI: 10.1121/1.2384845�

PACS number�s�: 43.30.Vh, 43.58.Bh, 43.80.Ev �WWA� Pages: 158–165

I. INTRODUCTION

The Florida manatee �Trichechus manatus latirostris� is
an endangered sirenian inhabiting the shallow coastal waters
of Florida �USA�. At present, its adult population ��2200�
appears to be stable or increasing �Craig and Reynolds,
2004; Langtimm et al., 2004; Florida Manatee Biological
Review Panel, 2005�, but natality and mortality have been
nearly equal in recent years, suggesting that the population
has limited potential for growth. Human-caused mortalities
account for a significant proportion of the mortalities, ap-
proximately 25%. Collisions with watercraft are the major
cause �on average 24% of losses over the last five years; in
2005 80 manatees died in collisions �Florida Fish and Wild-
life Conservation Commission, unpublished; Marine Mam-
mal Pathobiology Lab, 2005��. Furthermore, this is the only
cause of mortalities that can be managed directly. Therefore,
Florida management agencies are actively supporting re-
search to find ways of reducing collisions, particularly if they
can be used to reduce mortalities while maintaining recre-
ational opportunities for millions of registered boaters. Sonar
techniques certainly have this potential.

One strategy for reducing manatee-boat collisions con-
sists of alerting the boater to the presence of the animals.
Given suitable time to respond, the boater can take action to
minimize the chance of collision. Active sonar systems have

the potential to fulfill the role of detecting animals at suitable
ranges provided they can function in the manatee habitat and
the animals are sufficiently reflective.

Although the intent of the article is not to summarize in
detail the various strategies that might be used to detect the
presence of manatees, we do remark that various researchers
have been concerned with this problem over the years. Work
�Gerstein, 2002� suggested that the animals cannot hear an
oncoming craft because of the Lloyd’s mirror effect. Cer-
tainly this makes the animal’s job of evading boats more
difficult. In order to ameliorate the situation, it has been sug-
gested that motor craft in areas frequented by manatees carry
an acoustic transmitter so that the animals will be alerted to
the presence of boats. To our knowledge, the success of this
strategy has not been tested under field conditions. In the
laboratory, manatees respond to audible tone pips by ap-
proaching and manipulating sound sources �Bowles et al.,
2001; Bowles, 2002�. They have also been shown to respond
in unpredictable and potentially inappropriate ways to boat
noise �Nowacek et al., 2004�. An alternative that has been
tested is passive detection using vocalizations. Manatees pro-
duce short chirps in the range from 500 Hz to 6 kHz, with
most energy at 2–3 kHz �Schevill and Watkins, 1965; Ger-
stein et al., 1999; Niezrecki et al., 2003�. However, estimated
source level for the vocalizations is very low �maximum
110 dB re :1 �Pa @ 1 m� and the manatees only vocalize
intermittently. In addition, the sounds are sometimes difficult
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to distinguish from other short transients in the manatee
habitat, especially at low signal-to-noise ratios. Therefore,
the method is likely to be most effective when used concur-
rently with other techniques.

Although the active acoustic detection of manatees theo-
retically is an option, there has been little work in estimating
sonar reflectivity of large marine animals. Probably the clos-
est underwater acoustic models of the manatee that have
been subjects of target strength measurements are cetaceans.
Au �1996� measured target strengths of bottlenose dolphins
of −11 to−23 dB as a function of frequency between 23 and
79 kHz. Measurements showed a strong dependence on dol-
phin orientation. However, the available evidence indicates
that dolphin blubber and skin differ from those of the mana-
tee �Kipps et al., 2002�, suggesting that the sonic properties
of manatees are quite different as well. Such differences may
explain why previous attempts to detect manatees using
sonar have not been particularly successful �e.g., Dickerson
et al., 1996�.

With respect to larger animals, Miller and Potter �2001�
formulated a three-layer model in conjunction with density
and sound speed estimates of right whale skin and blubber in
order to predict target strengths. These were then compared
with field data and good agreement was found. Based on skin
measurements �density, sound speed� of 1700 m/s and
1200 kg/m3 and blubber �density, sound speed� estimates of
1600 m/s and 900 kg/m3, they predicted target strengths at
86 kHz to be between 0 and −5 dB depending on blubber
thickness �0–30 cm�. Measured target strengths of two adult
right whales were consistent with these estimates.

Based on lack of data on manatee reflectivity and the
increasing interest in estimating the possible role that active
sonar might play in reducing animal-boat collisions, a pro-
gram to measure animal sonic reflectivity was undertaken. In
order to measure the sonic reflectivity of the Florida mana-
tee, two measurement techniques were employed. The first
consisted of measuring reflections from captive animals in an
enclosed pool using a calibrated sonar system. Another
method used frozen and subsequently thawed animal tissues
to measure sound speed and density, from which acoustic
impedance could be calculated. These measurements resulted
in an estimate of reflectivity as a function of angle, including
the critical angle at which all sound was reflected.

Since the thick manatee “skin” is mostly composed of
densely woven collagen �Kipps et al., 2002; Sokolov, 1982�,
the acoustic properties of this material are relevant. Collagen
is the most abundant protein in mammals �White et al.,
1968�, contributing 17% of the total body mass and 70% of
the negative buoyant force �Sokolov, 1982�. Density in its
native state can vary from 1160 to 1330 kg/m3 �Hulmes et
al., 1977; Dweltz, 1962�. Such dense protein exhibits re-
markably high ultrasonic attenuation, absorption, and veloc-
ity in tissues. Goss and Dunn �1980� studied the ultrasonic
propagation properties of collagen and estimated a sound
speed of 2094 m/s in a sample with a collagen concentration
of 80%, at 20 °C at 8.97 MHz. More directly applicable to
this study, Kipps et al. �2002� measured the skin density
from 27 male and female manatee carcasses. The average
observed value was 1121 kg/m3.

Goss and Dunn �1980� established an acoustic absorp-
tion coefficient per unit concentration in collagen suspension
at 20 °C as a function of frequency as �C=114f−0.53, where
f is the frequency in MHz and �C is the absorption coeffi-
cient per unit concentration. Attenuation can then be calcu-
lated via the expression ��=�Cf2CS, where CS is concentra-
tion, in dB as ��dB=log10�e���. Agemura et al. �1990�
obtained attenuation results of 80 dB/mm at 100 MHz from
articular cartilage �composed of mostly collagen� of young
steers. This result is slightly lower than that measured by
Goss at 86 dB/mm. Extrapolating these results using Goss’
formula yields an expected value of 2.3 dB/mm at 10 MHz
and 0.6 dB/mm at our working frequency of 171 kHz.

II. METHODS

A. Sound speed and density measurements

Owing to the difficulty of working with live animals,
both the density and sound speed measurements were ob-
tained from a post-mortem subject. Samples were collected
from an adult male that collided with a boat on 22 April
2004. Shortly after the collision, the manatee was eutha-
nized, and samples were collected within 1 h of death and
then frozen. Three 8�8 cm2 samples were extracted from
the dorsal, lateral, and ventral aspects of the manatee at the
umbilicus that included skin and the full depth of blubber.
Before the tests were performed, the samples were thawed,
divided into smaller pieces, and then refrozen for storage.

1. Dissection

Figure 1 shows the dorsal, lateral, and ventral samples.
All three skin samples were composed of a thin epidermis
�2 mm� over a thick dermis, which was attached to blubber
and muscle. The three samples had different skin thick-
nesses, 1 cm on the ventral, 1.7 cm on the dorsal, and 2.4 cm
on the lateral aspect. The dorsal sample had �1 cm of blub-
ber followed by muscle, the lateral sample had a thicker
layer of blubber ��2 cm� and then muscle. The ventral
sample had skin attached to a �1-cm layer of blubber fol-
lowed by muscle ��2 cm�, then more blubber ��1 cm� and
another muscle layer.

2. Sound speed and attenuation

Sound speed was measured using a Krautkramer Bran-
son USD10 Ultrasonic Digital Flaw Detector with two Krau-
tkramer Branson transducers �Alpha series, 10 MHz,
0.25 mm� mounted onto a Mitutoyo digital caliper �Model
CD-8”CS� �Fig. 2�. The Krautkramer equipment was used to
measure the delay time of the transmitted pulse from the top
to bottom transducer. Prior to use, the instrument was cali-
brated by measuring the travel time for a 10-MHz pulse to
propagate through a manufacturer-supplied copper strip
�with known sound speed� and also distilled water at 19.5 °C
whose sound speed is known to be 1490 m/s. Calipers were
used to measure the sample thickness before the sound speed
measurement. The sound speed was then computed as the
ratio of the thickness to the time interval between transmit
and receive pulse. Attenuation was computed as
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10 log10�Irec / Iinc� /�x, where Irec is the intensity of the re-
ceived waveform, Iinc is the intensity of the transmitted
waveform, and �x is the sample thickness. Results �in dB/
mm� were observed at 10 MHz.

Since the sound speed and attenuation measurements

were performed at 10 MHz �high frequencies are needed to
keep samples down to a workable size�, some extrapolation
to the frequency employed at 171 kHz was necessary. As-
suming that the medium is nondispersive implies that the
sound speed will be the same at 171 kHz as it is at 10 MHz.
Unfortunately, the attenuation results cannot be treated in a
similar manner because absorption and scattering change sig-
nificantly as a function of frequency.

3. Density

In order to compute sample density, samples were sub-
merged in a graduated cylinder in distilled water and the
resultant increase in volume displacement and sample weight
was measured using a Sartorius Handy H51 scale �0.0001 g
accuracy�. Density was calculated as mass/volume.

4. Acoustic impedance

Acoustic impedance determines how much sound is
transmitted and reflected at any given boundary. Using the
familiar Fresnel law of reflection, the reflection coefficient at
the manatee-water interface can be calculated as

RW−M =
�McM − �WcW

�McM + �WcW
, �1�

where �M and cM are the density and the sound speed of the
manatee skin and �W and cW are the density and the sound
velocity in the fresh water pool. Reflectance �R� as a func-
tion of incidence angle � can then be estimated as

R =
cos � − b�sin2 � − sin2 �C

cos � + b�sin2 � − sin2 �C

, �2�

where b=�1 /�2 and the critical grazing angle, where grazing
angle is defined as the angle between a plane parallel to the
surface and an incident ray �C=cos−1 �c1 /c2�.

B. Measurement of the acoustic reflectivity of live
manatees

An estimate of live manatee acoustic reflectivity will be
described in this section. Working at the Manatee Rescue
facility at SeaWorld San Diego, a series of experiments was
performed in order to estimate animal target strength. The
measurements were complicated by the fact that they were
necessarily performed in the near field of the acoustic sys-
tem. In addition, because of the large size of the animal, the
sonar system was in the near field of the energy reflected
from the manatee. As a candidate choice of frequency, based
mainly upon the availability of hardware, a frequency of
171 kHz was used. This frequency was well above the upper
limit of hearing of the manatee �Gerstein et al., 1999� and
bottlenose dolphin �Johnson, 1967�, the two marine mammal
species that could be encountered in areas where an avoid-
ance sonar might be deployed. Additional complications that
arose in the course of performing the experiments were due
to the high level of ambient electrical noise. In addition,
significant reverberation due to the geometry of the pool
made it difficult to interpret data from ranges greater than

FIG. 1. �Color online� �a� Ventral sample. �b� Lateral sample. �c� Dorsal
sample �figure online�.

FIG. 2. �Color online� The experimental configuration used for the sound
speed measurements �figure online�.
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4–5 m. Coupled with the seemingly low reflectivity of the
manatees, the use of simple techniques for measuring target
strengths was precluded.

1. Calibration of the sonar equipment

The permit for the experiments allowed a maximum
source level of 180 dB re :1 �Pa @ 1 m. To calibrate source
level, an E-8 Navy calibrated transducer was used as a hy-
drophone. The hydrophone was positioned at a known dis-
tance from the source and the output of the transducer was
determined for a given input voltage amplitude using the
sonar equation �Urick, 1967�. Input voltages were adjusted
so that the source level was always below 180 dB.

In order to measure animal reflectivity, two transducers
of size 15 mm by 498 mm were employed. The approximate
beam pattern in the far field of the transducers at 171 kHz
�center frequency� was 20° by 1° as measured in the Trans-
ducer Evaluation Center �TRANSDEC�, Naval Ocean Sys-
tems Center, San Diego. The sonars were mounted at right
angles to each other as shown in Fig. 3, with one used in
transmit mode while the other was used to receive. The re-
sultant composite beam did not spread very much as the far
field pattern is approximately 1° �1°. This helped to reject
the reverberation from the pools walls and air-water inter-
face, providing a practical solution to the reverberation prob-
lem at modest ranges �1–4 m�.

In fisheries acoustics, a standard technique for calibrat-
ing a sonar system involves the use of calibrated spheres
�Vagle et al., 1996�. In a typical application, a sphere of
known reflectivity and size and therefore measurable target
strength is positioned at various three-dimensional locations
in the field of view of the sonar transducer�s�. The system
response �output voltage of the system from the echo relative
to input voltage� is then measured for each location. These
values are then used to calibrate the system by noting the
relationship between output levels as a function of target
position. Given a measurement of target position, input, and
output level, the target strength from a target at a measured
position can then be estimated via extrapolation of these re-

sults when combined with an understanding of the three-
dimensional energy density incident on targets with spread-
ing loss via use of the sonar equation �Urick, 1967�.

The procedure for the manatee experiments was based
on this protocol. However, the exact reflectivity of a manatee
in the sonar’s field of view was more difficult to judge be-
cause, even at the furthest range of 5 m, the animal was in
the near field of the sonar. So, for example, given a trans-
ducer of dimensions 15 mm by 498 mm, and using the for-
mula for the start of the far field as D2 /� �Kino, 1987�, the
start of the far field for the larger dimension was estimated to
be 35 m. Although smaller transducers could be used and,
hence, decrease the distance to the far field, a larger incident
sound field pattern would result, perhaps complicating the
measurements even more. In consideration of this, it was
decided to use our existing transducers.

Since the goal of the experiment was to explore the po-
tential use of an active sonar system to detect acoustic reflec-
tions from manatees, it was decided that some quantitatively
determined proxy of animal reflectivity would suffice. Al-
though the results are not entirely general in that they cannot
be expressed as being the true target strength of the animal, a
quantity that is independent of the exact geometry of the
measuring apparatus, our system was calibrated and the re-
sults can be communicated to other researchers using a pro-
tocol that can be readily duplicated.

The experiments proceeded by characterizing the reflec-
tivity of the manatee at a known set of three-dimensional
locations relative to a small, exactly calibrated, and precisely
positioned target. Given a voltage from the test target, Vtarget

�−39 dB�, and the voltage output from the manatee, Vmanatee

�at the same position�, the estimated, empirically observed,
“relative target strength” was defined as

TSrel = 20 log10�Vmanatee

Vtarget
� − 39. �3�

In order to judge both animal and test target position in
three dimensions during the experiments a video camera was
placed in a waterproof housing and mounted so that its field
of view was oriented almost exactly along the axis of the
combined transducer transmitting and receiving beam. The
video allowed judgment of the bearing angle, while the re-
flected acoustic pulse permitted an estimate of range. Hence,
the three-dimensional position of the animal could be mea-
sured. Past experiences with combining optics and acoustics
resulted in enhanced characterization of targets �Jaffe et al.,
1998� and their precise three-dimensional locations �Schell
and Jaffe, 2004�.

The video camera and sonar transducers were calibrated
together by translating a 38-mm tungsten carbide sphere
�Foote, 1990�, of target strength �TS�=−39 dB @ 171 kHz,
in the test tank. The sphere was translated in two dimensions
at several ranges while both video images and sonar reflec-
tions were recorded. Thus, effective beam patterns of the
sonar were recorded for this omni-directional reflector, as
measured at approximately 100 points in the field of view of
the system over several ranges �1, 2, and 2.6 m�.

FIG. 3. �Color online� A diagram of the calibration setup consisting of �two�
side scan transducers, a video camera, and a tungsten carbide sphere
mounted inside of a cage.

J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 Jaffe et al.: Manatee reflectivity at 171 kHz 161



Results indicated that at the very shortest ranges, 1 and
2 m, the near-field sound pattern was quite complicated.
However, at 2.6 m, the field became a more interpretable
sound pattern. At this and greater ranges, a “system re-
sponse” could be used to estimate animal reflectivity from
the calibration measurements.

At the completion of the calibration, the voltage ob-
tained via reflection from the sphere could be accurately pre-
dicted as a function of absolute three-dimensional position.
In addition, the calibration curves from data collected with
the sphere at 2.6 m were extrapolated to a slightly greater
range �4 m� for use. Since a range of 4 m was still in the
near field of the system, spherical spreading could not be
used to estimate reflectivity. A computer simulation was writ-
ten to model the two-way spreading that the sound under-
went for an object at 4-m range relative to the farthest cali-
brated sphere measurement at 2.6 m. At this range, simple
1/range �1/R� spreading appeared to model the loss best. A
1/R spreading loss was therefore applied to estimate the sys-
tem’s output voltage from a target positioned at 4 m, ex-
trapolated from the 2.6 m data.

2. Measurement of “relative” target strengths

The sonar setup was mounted in a protected cage to
ensure that the manatees could not harm themselves or the
equipment. The signals were 1-ms frequency swept “chirps”
from 150 to 190 kHz. Output levels were kept within a safe
range for manatee hearing in compliance with a permit that
allowed performance of the experiments. Pressure levels 1 m
from the sonar transducers were smaller than
180 dB re :1 �Pa. Data from approximately 120 reflectivity
measurements were used in the following analysis.

The processing method consisted of applying a matched
filter detector to the received signals that was exactly the
same as the transmitted wave. The resultant signal was dis-
played in “real time” so that the observer could monitor the
results of the experiments. As an added calibration check, the
spherical test target was also deployed in the field of view of
the coincident optical-acoustic system during the experi-
ments. This added measure insured that the reported values
were truly related to the calibrated target.

The analysis took place in several stages. First, the ca-
pability of the system to detect targets in a reliable manner
was tested by establishing a threshold for the sonar reflec-
tions. Based on analysis of the background noise level in the
pool a value of −48 dB re :1 �Pa was established. All reflec-
tions at least 10 dB over this threshold were considered to be
potential returns from manatees. Upon detection of a sonar
reflection that exceeded this value, the concurrent video data
were inspected to see if manatees were present. Results in-
dicated that a manatee was present in the field of view of the
sonar system at the appropriate range in every case. There-
fore, although the noise level in the pool was high, reflectiv-
ity from the manatees at ranges to 4 m were adequate to
obtain unambiguous identification.

After acoustic detection, the video images were in-
spected to determine the section of the field of view of the
sonar that the manatee was subtending. The chosen dataset
included returns ranging from partial to total coverage of the

field of view. Calibration data were then used to identify the
most sonically reflective region within the field. The output
voltage of the system was then used to compute the relative
target strength via Eq. �3�. This value constituted an estimate
of target strength in dB. Taking the point inside the field of
view with the largest Vtarget resulted in a conservative esti-
mate of the animal’s target strength. Other, less reflective
areas would have yielded a higher ratio and therefore a larger
inferred target strength for the manatee. However, the latter
procedure was found to be numerically unstable in that the
smaller values had more variability and were noisier. More-
over, the approach taken yielded an estimate of what might
be expected from such a system in a practical sense.

III. RESULTS

A. Tissue measurements

In order to obtain an estimate of inherent variability in
the tissue estimates of acoustic impedance the measurements
were performed on many subsamples �connective tissue,
blubber and muscle� that were extracted from ventral, dorsal,
and lateral samples from approximately the midpoint of the
body �at the umbilicus�. Measurements were done at 21 °C
�see Table I for results�.

B. Acoustic reflectivity measurements

Figure 4 is a histogram of the observed relative target
strengths for the more than 120 cases where the reflected
signal was adequately above the noise level in the pool to be
clearly detected. We note that in almost all cases, the re-
flected energy was substantially greater than that of the cali-
brated sphere. Although we know of no comparable values
for other marine mammals at this frequency, the values seem
reasonable especially when compared to the work of Au
�1996� on bottlenose dolphins.

IV. DISCUSSION AND CONCLUSIONS

A. Tissue samples

Results for the connective tissue samples indicated an
average sound velocity, density, and attenuation of
1708 m/s, 1149 kg/m3, and 3.4 dB/mm �at 10 MHz�, re-
spectively. Table II contains a summary of the estimated re-
flection coefficients for the different regions. Reflection co-
efficient calculation under the Connective Tissue �CT�
column is the reflection from the water-CT interface, under
the Outer Blubber �OB� column is from the CT-OB interface,
under the Outer Muscle �OM� column is from the OB-OM
interface, under the IB column is from the OM-IB interface
and, lastly, under the IM column is from the IB-IM interface.

To show the relationship of reflectivity to the angle be-
tween the incident sound wave and a plane parallel to the
surface, a graph of reflectivity versus angle was then plotted
using the data from the lateral umbilicus �1708 m/s and
1149 kg/m3, from Table I� and the sound speed and density
measurements in the manatee pool �1510 m/s and
1000 kg/m3, respectively�. Figure 5 shows the graph.
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B. Acoustic reflectivity measurements

As one aspect of this work, it is of interest to reconcile
the “relative target strength” measurements with the reflec-
tivity estimates in order to predict observed target strengths
from the reflectivity data. To this end, an approximate target
strength can be estimated as follows: Assuming the area sub-
tended by the sonar at the target due to the composite beam
pattern of 1° �1° is equal to Ainc, the power integrated over
this area can be computed as IincAinc, where Iinc is the inten-
sity of the incident field. Next, the reflected power can be
computed via multiplication by the reflectivity of the target �

to yield �IincAinc. The acoustic intensity measured at a 1-m
range in the backscatter direction can them be computed by
dividing this quantity by the area subtended by the backscat-
tered hemisphere: 2�. Taking the logarithm of the ratio of
this quantity to the incident acoustic intensity yields an esti-
mate of target strength:

TSrel = 10 log10
Iref

Iinc
= �10 log10

IincAinc�

2�
�	 Iinc

= 10 log10
Ainc�

2�
. �4�

This equation yields a TSrel of −41 dB for the lateral aspect,
the most common orientation for our studies. However,
since this expression assumes that the reflected energy is
uniformly scattered into the backward hemisphere, the es-
timate is probably low. The other extreme, that is total
specular reflection, neglects the factor of 2� and yields a
TSrel of −30 dB, a value more consistent with those ob-
served.

One surprising result of the experiments was that in a
large number of cases the reflected energy was unobservable,
even though a manatee was clearly in the sonar beam. Since
the large air-breathing animals were assumed to reflect a
large fraction of the sound, initial impressions of this lack of
reflected energy were puzzling. In addition, based on the
absorption estimates, as described above, it seemed unlikely
that the animal was acting as a sound sink. In lieu of the
above tissue measurements, the most likely reason for the

TABLE I. Sound velocity, attenuation, and density measurements of mana-
tee tissue samples. CT=connective tissue, OB=outer blubber, OM=outer
muscle, IB=inner blubber, IM=inner muscle, and n=number of samples.

Lateral
CT

�n=7�
OB

�n=7� OM IB IM

Sound velocity �m/s�
Mean 1707.82 1529.30 n/a n/a n/a
Standard deviation 5.75 8.34 n/a n/a n/a
10 MHz attenuation
�db/mm�
Mean 3.43 5.57 n/a n/a n/a
Standard deviation 0.20 1.66 n/a n/a n/a
Density �kg/m3�
Mean 1148.80 965.12 n/a n/a n/a
Standard deviation 70.53 63.78 n/a n/a n/a

Dorsal �n=9� �n=2�

Sound velocity �m/s�
Mean 1704.20 n/a 1601.77 n/a n/a
Standard deviation 6.23 n/a 19.47 n/a n/a
10 MHz attenuation
�db/mm�
Mean 4.18 n/a 3.39 n/a n/a
Standard deviation 0.43 n/a 1.29 n/a n/a
Density �kg/m3�
Mean 1113.60 n/a 1018.61 n/a n/a
Standard deviation 40.58 n/a 2.94 n/a n/a

Ventral �n=6� �n=6� �n=6� �n=6� �n=6�

Sound velocity �m/s�
Mean 1679.81 1525.42 1621.10 1519.01 1626.87
Standard deviation 13.16 17.58 10.05 21.91 10.65
10 MHz attenuation
�db/mm�
Mean 5.64 5.02 3.71 7.80 4.87
Standard deviation 0.88 0.64 0.81 1.48 1.06
Density �kg/m3�
Mean 1029.92 1064.42 1067.85 1023.21 1072.60
Standard deviation 63.78 106.66 42.64 108.53 82.01

FIG. 4. �Color online� A histogram of “relative target strengths” for the
approximate 120 reflections recorded from the animals.

TABLE II. A summary of the reflection coefficients for the various regions.

Reflection coefficient
Lateral CT OB OM IB IM

Mean 0.129 −0.141 n/a n/a n/a
Standard deviation 0.029 0.054 n/a n/a n/a
No. of samples �n� 7 7 n/a n/a n/a
Dorsal
Mean 0.113 n/a −0.072 n/a n/a
Standard deviation 0.019 n/a 0.006 n/a n/a
No. of samples �n� 9 n/a 2 n/a n/a
Ventral
Mean 0.067 −0.005 0.024 −0.007 0.059
Standard deviation 0.028 0.078 0.053 0.094 0.076
No. of samples �n� 6 6 6 6 6
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discrepancy is that the animal acts as a specular reflector at
the frequency tested. This implies that the sound was re-
flected, but at an unobservable angle between source and
receiver. Future work to confirm this hypothesis would re-
quire three-dimensional characterization of the animal’s re-
flectivity. In the context of the observations reported here it
is also interesting to note that a report by Dickerson et al.
�1996� describes the difficulty of obtaining adequate acoustic
reflections from the animals. That study was initiated in or-
der to create a manatee detection system in order to prevent
deaths in canal locks. The innovative solution considered
there was to devise a system that detected the interruption of
the acoustic signal, much the same as an electro-optic door
opener, in order to detect the presence of the animal and,
hence, prevent the locks from closing.

Based on results discussed in this article, a detection
frequency of 171 kHz does not appear to be reliable enough
to use for detection. Reconciliation of the tissue samples
with the observations strongly suggests that the animals’ skin
acts as a specular reflector, resulting in the reflection of a
large part of the signal, but not necessarily back at the ob-
server. Clearly what is needed is a more omni-directional
scatter pattern. It is possible that other frequencies might
offer a substantial advantage in this regard as the surface of
the animal will appear to have different roughness depending
on undulations relative to the frequency of incident sound.

Lastly, any true program to detect manatees acoustically
should take into consideration the propagation of sound in
their native habitat. Shallow water channels with either
muddy or smooth rock bottoms present challenging environ-
ments in which to work. In this regard, higher frequency
systems with narrow beam patterns can be used to minimize
interactions with the animals’ environment. However, only a
truly systematic study of animal reflectivity versus frequency
can determine whether active acoustic systems can help to
preserve these dwindling marine animals.
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A line-integral approximation to the acoustic path integral has been used to generate predictions for
the characteristic length scale of horizontal, cross-range coherence in long-range ocean-acoustic
propagation. These estimates utilize a single range-independent sound-speed profile and the mean
variance, as a function of depth, of fractional sound-speed perturbations due to internal waves. The
length scales predicted by the integral approximation have been compared to the values generated
by parabolic-equation simulations through multiple realizations of Garrett-Munk internal waves.
One of the simulation environments approximates the Slice89 experiment; transmissions from a
250-Hz source were simulated in a deep-water transect to a maximum range of 1000 km. The
second environment corresponds to one of the propagation paths in the North Pacific Acoustic
Laboratory �NPAL� experiment. The source in this experiment was bottom-mounted near Kauai,
Hawaii and the relevant receiver consisted of five vertical line arrays oriented transverse to the
propagation path with cross-range separations ranging from approximately 500 to 3500 m. The
receiver was at a range of 3889.8 km from the source. The predicted length scales are consistently
shorter than the parabolic-equation results by 30%–80%, depending on the range and environment
examined. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2382345�

PACS number�s�: 43.30.Zk, 43.30.Pc, 43.30.Qd, 43.30.Re �AIT� Pages: 166–174

I. INTRODUCTION

A series of ocean-acoustic experiments with ranges of a
megameter and beyond has demonstrated that acoustic arriv-
als can be detected, identified, and inverted for ocean prop-
erties at basin-scale ranges. These include the Slice89
experiment,1 the Acoustic Thermometry of Ocean Climate
�ATOC� project and its associated Acoustic Engineering Test
�AET�,2 and the North Pacific Acoustic Laboratory �NPAL�
experiment.3 Internal waves can often be regarded as the
dominant contributor to small-scale acoustic fluctuations in
these experiments.4–6 A model spectrum for internal waves,
vertical oscillations of water about equilibrium density, was
developed by Garrett and Munk.7,8 This spectrum has been
used to examine the effect of internal waves on acoustic
signal characteristics such as travel-time variability and ver-
tical coherence.4,9

Predictions from two different numerical approaches for
the horizontal, cross-range coherence of acoustic arrivals are
presented here: approximations to the acoustic path integral
and simulations using a parabolic equation. Both of these
methods yield estimates of horizontal coherence based on the
effects of a stochastic field of internal waves conforming to
the Garrett-Munk spectrum. Neither method accounts for the
role played by other features, such as mesoscale, in the final
coherence. Each numerical method is applied to two differ-
ent acoustic propagation environments corresponding to ex-
perimental geometries. The first model environment is based
upon the Slice89 experiment. This model corresponds to the

one used in previous tests of the performance of path-integral
approximations.9 The second simulation environment corre-
sponds to one of the transects in the North Pacific Acoustic
Laboratory �NPAL� experiment. A two-dimensional receiver
array was deployed near the coast of California as part of the
NPAL project. This 2D array consists of five vertical line
arrays �VLA� of receivers at a range of 3889.8 km oriented
transverse to the propagation path from the source near
Kauai, Hawaii. The design of this receiver was motivated by
a desire to investigate the coherence of acoustic arrivals
separated in the horizontal, cross-range direction. The com-
ponents of this receiver allow for an examination of horizon-
tal coherence at ten cross-range separations ranging from ap-
proximately 500 to 3500 m. Aspects of the experimental
horizontal coherence behavior at this receiver have been
investigated.10,11 A detailed comparison between individual
arrivals in the experimental data and the numerical models
presented here remains an area for future research.

Propagation of sound in the ocean interior can be effec-
tively modeled using a parabolic approximation to the full
acoustic wave equation. Hardin and Tappert first applied a
parabolic wave equation to the problems of ocean acoustics
and presented an efficient split-step Fourier algorithm for its
solution.12,13 Simulation of acoustic propagation through
ocean internal waves using a parabolic equation was first
described by Flatté and Tappert; they examined a 100-Hz
signal at a range of 250 km.14 Important advances in the
parabolic-equation method were made by Collins;15 he de-
veloped an improved method based upon Padé expansions of
an operator in the wave equation.a�Electronic mail: michael.vera@usm.edu
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The parabolic equation, in the “standard” form presented
by Hardin and Tappert, is mathematically related to the
Schrödinger equation,16 so it can be formally solved using
the method of path integrals. Approximations to the path
integral based upon line integrals along deterministic ray
paths were developed for the problems of ocean
acoustics.17–19 The accuracy of these estimates for acoustic
fluctuations can be determined by a comparison to parabolic-
equation simulations through multiple realizations of internal
waves conforming to the Garrett-Munk spectrum. A prior
investigation examined the predictions for travel-time statis-
tics and vertical coherence.9 The characteristic length scale
of the mutual coherence function for horizontal separations
predicted by the integral approximation is compared here to
simulations of acoustic propagation using a parabolic equa-
tion. Numerical internal-wave fields were generated in three
space dimensions; two-dimensional slices through this field
were used in simulations of acoustic propagation along five
different horizontal azimuths, with specified cross-range
separations at the final range.

II. SLICE89 PROPAGATION MODEL

One of the modeled propagation environments used in
the simulations below corresponds approximately to the
Slice89 experiment performed in the North Pacific. The
source for this experiment had a center frequency of 250 Hz,
and a bandwidth of 100 Hz. The source depth in the simula-
tions was 800 m. A vertical line array �VLA� of receivers
recorded the arrivals at a range of 1000 km. The propagation
occurred entirely in deep water; acoustic interaction with the
bottom did not significantly impact the received field.1,4,20

The environment used in the following calculations is an
idealized version of the Slice89 case. The same parameters
were used as in a prior investigation into the accuracy of
certain path-integral approximations.9 The simulations oc-
curred in a model environment with a constant bottom depth
of 5118.75 m. The single profile of sound speed shown in
Fig. 1 was used. Though only a single receiving array was

involved in the experiment, the field in the simulations was
examined at two different ranges and five discrete cross-
range separations. At the maximum range of 1000 km, the
five simulated transects had cross-range separations between
adjacent receivers ranging from 300 to 1200 m with a maxi-
mum separation between receivers of 3250 m.

III. NORTH PACIFIC ACOUSTIC LABORATORY
EXPERIMENT

A broadband �Q=2� source with a center frequency of
75 Hz located to the north of Kauai, Hawaii was employed
in both the Acoustic Thermometry of Ocean Climate �ATOC�
and NPAL experiments and continues to operate. The source
is bottom-mounted; its acoustic center is approximately 2 m
above the seafloor.21 The water depth at this location is about
800 m. A two-dimensional receiver array located near the
coast of California recorded acoustic arrivals on five vertical
line arrays oriented transverse to the propagation geodesic.
This path is depicted in Fig. 2. The range from the source to
the center VLA was 3889.8 km. Horizontal separations be-
tween adjacent VLAs ranged from approximately 500 m to
nearly 1200 m. The distance between the most widely sepa-
rated VLAs was approximately 3.5 km.3

A series of environmental measurements was performed
in support of the NPAL experiment during the summers of
1998 and 1999. Objective maps of salinity and temperature
were derived from a high-resolution CTD/XBT survey. The
buoyancy frequency profile used to generate internal-wave
fields in the simulations was generated from the 1999 mea-
surements. The sound-speed field used in the calculations
discussed below was derived from the 1999 environmental
measurements using the Del Grosso equation for sound
speed.22 Adjacent profiles of temperature and salinity from
an objective map with a horizontal spacing of 39 km were

FIG. 1. The sound speed used in the Slice89 simulations is shown as a
function of depth. The acoustic source in these simulations is located at
800-m depth, near the sound-speed minimum. FIG. 2. The propagation path from the source near Kauai, Hawaii to the 2D

receiver array near California is shown as a solid line. The total range is
3889.8 km. This transect is included in the NPAL network. The model en-
vironment discussed in the text is based on environmental measurements
along this path.
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averaged in order to suppress small-scale features such as
internal waves. The resulting sound speed is displayed in
Fig. 3.

Along the transect from the Kauai source to the 2D
NPAL receiver array, SEABEAM bathymetry measurements
were performed with a horizontal resolution of approxi-
mately 50 m.3 These bathymetry measurements proved criti-
cal to successfully modeling this portion of the NPAL experi-
ment. The geometry of the seafloor plays a prominent role in
the structure of the far-field acoustic arrival pattern.23 The
most important regions of acoustic interaction with the
bathymetry are depicted in Fig. 4. Reflection from the
downslope near the source generates acoustic arrivals that
evolve differently in range than the refracted portion of the
field. A seamount was detected at approximately half the
range reaching to a depth of approximately 2500 m; this fea-
ture leads to additional complications in the arrival structure.
As the signal approaches the receiver, the water depth again
decreases from abyssal values to about 1800 m. Propagation
along this transect leads to an acoustic arrival structure that is
a complicated mixture of refracted and reflected components
of the field.

IV. SIMULATION TECHNIQUES

Simulated three-dimensional stochastic internal-wave
fields that conform to the Garrett-Munk spectral model were
generated for each environment using a method presented by
Colosi and Brown.24 Two-dimensional slices through these
fields provided the displacements in the range-depth plane
connecting the source to each of the receivers in the simula-

tions. These realizations of the internal-wave spectrum were
used to perturb the “background” sound-speed structure dis-
played in Figs. 1 and 3.

The Garrett-Munk �GM� spectrum of internal-wave ver-
tical displacement as a function of vertical mode number j
and horizontal wave number k is

S��j,k� =
2B2E

�M

N0

N

1

�j2 + j*
2�

kjk
2

�k2 + kj�2 , �1�

where B=1000 m is the thermocline depth scale, E=6.3
�10−5 �for the reference internal-wave energy referred to
as 1 GM�, N0=3 cph and j*=3 are empirical constants, kj

���i j /N0B, �i is the inertial frequency from the Earth’s
rotation at the latitude of the internal waves, and M is the
normalization constant for the sum over mode number,
M =� j=1

� �j2+ j*
2�−1.7,8,25 The latitude �used to define the in-

ertial frequency� for the Slice89 model was 30 deg. For
the NPAL experiment, the latitude was taten as 30.2 deg,
the average value along the path from the Kauai source to
the 2D receiver array. The lowest 50 vertical modes were
used. A single, range-independent buoyancy frequency
profile, N�z�, was used in constructing the internal-wave
fields for each case. A field of 1-GM internal waves has a
root-mean-square vertical displacement of ���2	=7.3 m at
the depth where N�z�=N0; this strength was chosen for the
simulations based upon mooring measurements of the per-
turbations in the actual NPAL experiment.26

FIG. 3. Sound speeds derived from environmental measurements taken dur-
ing the summer of 1999. The left panels contain the range-averaged sound-
speed profile for different intervals of depth. The right panels display the
difference from this average as a function of both range and depth. This
sound-speed field is perturbed in the model by Garrett-Munk internal waves.

FIG. 4. Bathymetry measurements are shown for three regions of range
along the propagation transect. The top panel is the source region. The
source is bottom-mounted at approximately 800-m depth. The middle panel
displays a seamount at roughly half of the total range. The bottom panel
shows the upslope as the receiver is approached; the final depth is about
1800 m. Acoustic interaction with the bathymetry in these regions compli-
cates the simulated arrival structure.
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Numerical internal-wave fields were constructed with an
extent of 204.8 km in each of the horizontal directions using
wavelengths ranging from 1 to 204.8 km in a Fourier
expansion.24 This interval of horizontal scales contains the
dominant contributions in Eq. �1� as well as the effective
internal wave correlation length of O�10 km�. The periodic-
ity of the Fourier technique was exploited in order to use a
�204.8-km�2 horizontal section �as shown in Fig. 5� as a
building block in constructing range-depth slices for the en-
tire range in each of the simulation environments. In order to
avoid the introduction of numerical artifacts, the range direc-
tion was chosen to be as far as possible from the X, Y coor-
dinate axes of the modeled field. As range increases from 0
to about 205 km and then from 205 to 410 km, �X, Y� goes
from �0,0� to �204.8 km, 10 km� and then from �0 km,
10 km� to �204.8 km,20 km�. This mitigates the artificial pe-
riodicity of the numerical internal-wave field; a given
transect between the source and a specific receiver never
samples the numerical field at effective separations of less
than 10 km and this occurs only when 200 km of intervening
range has been traversed.

The total sound speed can be written as

c�r,z� = cbackground + �cIW�r,z� , �2�

where cbackground is either a single, depth-dependent profile
�Slice89 environment� or the smoothed field derived from
the 1999 measurements �NPAL� and �cIW is generated
from the simulated internal waves. The sound-speed per-
turbation is calculated from the vertical displacement ac-
cording to

�c = 
 �c

�z
�

pot
� �

1

2
c0
�

g
�N2� , �3�

where c0=1500 m/s is a reference sound speed, g is gravi-
tational acceleration, and �=24.5.24,26 A portion of a

sample range-depth slice of internal-wave sound-speed
perturbations is displayed in Fig. 6.

A. Path-integral approximations

The integral approximation to the length scale of hori-
zontal coherence requires the mean-square value of the rela-
tive sound-speed perturbations, ��2�z�	= ���cIW/c0�2	, and an
expression for the correlation length of the internal-wave dis-
turbances along a ray with inclination � and depth z, Lp�� ,z�.
The average fractional variance, ��2�z�	, was determined ei-
ther by range-averaging a simulated internal-wave field
�NPAL� or by a WKBJ approximation to internal-wave ver-
tical structure19�Slice89�. The correlation length, Lp�� ,z�, is
determined by the empirical expression,19,27

Lp��,z� = Lp0
�1 − exp�− �	c/	curv�p��q

1 + �
s/
c�qa�	c/	curv�pa
, �4�

where 
c=3.5, 	c=0.0204, p=0.385, pa=0.5, q=1.3, and
qa=2.0 are dimensionless constants, and Lp0=12.7 km.
The quantity 
s is a measure of the anisotropy of the in-
ternal waves given by 
s= �N�z�tan �� /�i. The quantity
	curv a dimensionless measure of the ray curvature, ob-
tained by dividing the real ray radius of curvature by
about 1000 km. Typical internal-wave correlation lengths
are a few kilometers in the horizontal direction and
O�100 m� in the vertical.

These internal-wave parameters were used in an integral
approximation for the horizontal length scale of acoustic co-
herence. The mutual coherence function of the acoustic field
at two horizontally separated points can be expressed as19

Cintegral��y� � ��*��y���0�	 � exp−
1

2

�y

y0
�3/2� , �5�

where � is the complex demodulated acoustic pressure, �y is
the horizontal separation between the points of interest, and
y0 is the length scale of horizontal coherence.

FIG. 5. An overhead plan view of the simulated sound-speed perturbations
due to internal waves at the reference depth where the buoyancy frequency
is equal to 3 cph. This numerical field, with an extent of 204.8 km in both
horizontal directions, is converted into range-depth slices for the path from
the source to each VLA. The conversion preserves correlations among the
slices appropriate to the cross-range separation at each range. The method is
described in the text.

FIG. 6. The sound-speed perturbations caused by a sample range-depth slice
of internal-wave displacements are shown. The final 1000 km of range and
the shallowest 1500 m of the water column are displayed. The addition of
these perturbations to the sound speed depicted in Fig. 3 gives the sound
speed as used in the PE simulation.
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The value of y0 was determined by the following line
integral along a ray path:19

y0
−3/2 = 2q0

2�
0

R

dx��2�z�	Lp x

R
+

�ys

�yr

1 −

x

R
��3/2

yh
−3/2,

�6�

where q0 is the acoustic wave number, R is the total range,
�ys is the separation of ray paths at the source range �set to
0�, �yr is the separation at the receiver, and yh characterizes
the correlation of internal-wave perturbations in the horizon-
tal. Acoustic horizontal coherence can be equivalently ex-
pressed as the root-mean-square fluctuations in the horizon-
tal arrival angle given by �h= ��yrq0

4y0
3�−1/4.

The length scale of horizontal coherence was calculated
using a computer code package referred to as “CAFI” �Com-
putation of Acoustic Fluctuations due to Internal waves� pre-
pared by Flatté and Rovner.19 A single range-independent
profile of sound speed was used, c�z�= �cbackground�r ,z�	. For
the Slice89 environment, 7201 ray paths were calculated.
Only rays determined to be entirely refracted �no reflection
from the surface or the flat bottom� were used. Approxi-
mately 1600 ray paths were calculated for the NPAL case,
with launch angles ranging from −5.5 to 10.4 deg ���launch

=0.01 deg�. This region of launch angle was found to yield
fully refracted rays in a ray simulation that allowed for
specular reflection from the seafloor.23 Ray paths that corre-
sponded to the arrival depths and timefront segments of in-
terest were included. The reasons for selecting specific time-
front segments are discussed in Sec. V. Depth intervals were
chosen to avoid caustics. The predictions for horizontal co-
herence scale from all suitable paths were incorporated into
an average for each range and propagation environment.
Typical values for the calculated length scale of horizontal
coherence, y0, are approximately 300 m for the Slice89 case
at 1000 km, and 600 m for the NPAL case at 3889.8 km.

B. Parabolic-equation simulations

Simulations of acoustic propagation were performed for
each environment using the RAM code developed by
Collins.15 The geoacoustic parameters for the measured
NPAL bathymetry were estimated and incorporated into the
simulation using a complex-density equivalent fluid.23,28 The
modeled parameters for the homogeneous bottom in the
simulations were a compressional speed of 2200 m/s, a
shear speed of 1100 m/s, a compressional attenuation of
0.1 dB/�, and a shear attenuation of 0.2 dB/�. These same
bottom parameters were used for the flat bottom in the
Slice89 simulations, but acoustic interaction with the bottom
was insignificant in this case. The computational grid had a
vertical spacing of 0.25 m and horizontal range steps of
25 m. Four Padé terms were included in the approximation
for the parabolic-equation operator.15,29 This computational
grid was based upon acceptable convergence of the transmis-
sion loss at the central frequency. A set of 401 �Slice89� or
451 �NPAL� discrete frequencies was used to span the fre-
quency range from fc− 1

4 fbw to fc+ 1
4 fbw; this interval is from

225 to 275 Hz for Slice89 transmissions and 56.25 to
93.75 Hz for NPAL transmissions. This accounts for the

most energetic, central half of the total bandwidth. The outer
regions of the full bandwidth were neglected. The sound
speed displayed in Fig. 3 was interpolated onto 300 equally
spaced ranges in the NPAL simulations.

Multiple realizations of the stochastic internal-wave
field were used in simulations to each of the five vertical line
arrays for each environment. Eight realizations were used in
NPAL simulations. The 1-GM internal waves induced sound-
speed perturbations with a root-mean-square value of
0.9 m/s at about 70-m depth �maximum�, and about 0.3 m/s
at 500-m depth. Four realizations of 1-GM internal waves
were used in the Slice89 case. The effect of the sound-speed
perturbations on the timefronts is displayed in Figs. 7 and 8.

V. COMPARISON

The process of comparing the parabolic-equation �PE�
simulations and the integral prediction begins with the selec-

FIG. 7. A sample timefront from a Slice89 simulation at a range of
1000 km. The front shows the expected effects of 1-GM internal waves. A
dynamic range of 30 dB is used.

FIG. 8. Sample timefronts for propagation from the Kauai source to the 2D
NPAL receiver array. A simulation without internal waves yielded the front
in the top panel. The bottom panel shows the effect of 1-GM internal waves.
A dynamic range of 30 dB is used in both cases.
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tion of corresponding arrivals from the simulations. The re-
sults of ray simulations were used as a template in the selec-
tion. Only fully refracted rays were used. This is because
bottom interaction was not treated in the integral calculation.
The simulation fields for the NPAL case also contain acous-
tic energy that has reflected from the seafloor; the compari-
son requires that the relevant refracted energy be extracted
from the field at the range of interest. Turning-point filter
representations30 of the simulations were compared to the
refracted-ray template. Application of the turning-point filter
transforms the acoustic field into a plane with coordinates of
travel time and axial arrival angle, the inclination of the
acoustic energy at the sound-speed minimum. For both sets
of simulations, the maximum in the quality function,

Q = �T2��ax,t��cos
���

�W
�cos
��t

tW
� , �7�

was located for each ray of interest where T��ax , t� is the
complex turning point filter field, �� and �t are the differ-
ences between the point of the field under consideration and
the ray point, tW=0.2 s is the chosen scale for time separa-
tions, and �W=2° is the scale for separations in axial ar-
rival angle. Finally, the turning-point filter transformation
was inverted to generate curves that approximate the ar-
rivals in the �z , t� plane from each of the points in the
��ax , t� plane for depths from 500 to 2500 m �Slice89� or
400 to 1600 m �NPAL�.

The presence of bottom-interacting acoustic energy
complicated the selection of suitable NPAL arrivals in the
simulations. At both of the examined ranges, an interval of

travel time was examined that was late enough that the
acoustic field contains refracted arrivals, but early enough
that individual timefront segments could be extracted. This
travel-time interval is from 2624 to 2626.5 s for a range of
3889.8 km. Earlier arrivals have reflected from the seafloor
near the source.23 Each of the chosen segments can be as-
signed a timefront ID number2 based upon its identification
with a ray path. The 14 refracted ID segments considered in
the NPAL analysis at the maximum range were +158 through
+171. An example of this selection procedure is depicted in
Fig. 9.

The selection of suitable arrivals from the Slice89 re-
sults was straightforward. The ten ID numbers used in the
Slice89 case included both positive and negative values: −39
through −35 and +36 through +40. An alternate selection
procedure was also investigated in the Slice89 case at a range
of 1000 km. Using the curves in the �z , t� plane from turning-
point filter inversion as a template, local maxima in intensity
were selected directly from the timefront according to the
highest value of the quality function,

Q = Icand
1 −�2
�tcand − ttmplt�

tQ
� , �8�

where Icand and tcand are the intensity and travel time of the
candidate peak, ttmplt is the template time for the relevant
ID number and depth value, and tQ=160 ms is a time scale
for the quality function.9 Coherence calculations from this
alternate procedure were within statistical uncertainty of
those using the original method, and calculations of the

FIG. 9. The method for selecting ar-
rivals from a sample 1-GM simulation
is shown. The top panel shows the
turning-point filter representation of
the simulation; the selected peaks are
marked with black circles. The bottom
panel displays the corresponding time-
front; the black curves result from ap-
plying the inverse of the turning-point
filter to the points from the top panel.
The color scale uses a dynamic range
of 30 dB.
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final length scale of horizontal coherence differed by only
about 5%. This agreement supports the validity of the
more flexible turning-point-filter inversion technique.

After selection of the arrival segments at each receiver
from the simulations, the mutual coherence function for hori-
zontal separations was calculated. The value of the complex
acoustic field was determined along the nearly linear seg-
ments generated by the selection procedure for each receiver
and internal-wave realization. These complex numbers were
used to calculate the coherence function,

CPE��y� =
��*�y ;z,ID���y + �y ;z,ID�	

����2�y ;z,ID��	���2�y + �y ;z,ID��	
, �9�

where y is the position of the first VLA under consideration,
�y is the horizontal separation of the second set of receivers
from the first, and � is the value of the complex field along
the curve generated by the selection procedure. The mutual
coherence function from the simulations is an average over
internal-wave realization, the selected depth region, and the
relevant timefront segments. The values for different depths
on a given segment are correlated. The coherence scales
from the different ID segments examined were also similar.
The statistical uncertainty depicted in Figs. 10–13 is due to
the variance across different internal-wave realizations.

The scale of acoustic horizontal coherence from the in-
tegral calculations was averaged similarly. Those ray paths
that arrive at the receiver range at an appropriate depth with
a relevant timefront ID number were incorporated into an
average of y0

−3/2. The integral prediction for the behavior of
the mutual coherence �see Eq. �5�� as a function of cross-
range separation �y can be stated as exp�− 1

2�y3/2�y0
−3/2	�. The

mutual coherence functions from the PE simulations and
from the integral technique are displayed for the Slice89 en-
vironment in Figs. 10 �500-km range� and 11 �1000-km
range�. The NPAL results are also shown for two ranges in
Figs. 12 �1000-km range� and 13 �3889.8-km range�. The
length scale derived from the path-integral approximations is

consistently smaller than the length scale determined from
the PE simulations. A fit of the PE results to the form of Eq.
�5� yields longer characteristic length scales than the predic-
tions; the predictions for y0 underestimate the simulation val-
ues by 30%–80%. The y0 values from the integral predic-
tions and from the simulations are collected in Table I.

VI. CONCLUSION

A previous comparison of the predictions of path-
integral approximations to parabolic-equation simulations
through simulated internal waves resulted in reasonable
agreement for the variance of travel time, and significant
discrepancies for the travel-time bias, the pulse spread, and
the scale of vertical coherence. It was noted that these prob-
lematic predictions all involved geometric expressions for
the vertical separation of nearby rays.9 The necessary ap-
proximations for the statistical properties of the perturbation

FIG. 10. The mutual coherence function with the length scale predicted by
the integral method �see Eqs. �5� and �6�� is shown as a solid line for Slice89
propagation to a range of 500 km. The points with error bars were derived
from PE simulations. The dashed curve is the best fit to the form of Eq. �5�.

FIG. 11. The mutual coherence function with the length scale predicted by
the integral method �see Eqs. �5� and �6�� is shown as a solid line for Slice89
propagation to a range of 1000 km. The points with error bars were derived
from PE simulations. The dashed curve is the best fit to the form of Eq. �5�.

FIG. 12. The mutual coherence function with the length scale predicted by
the integral method �see Eqs. �5� and �6�� is shown as a solid line for NPAL
propagation to a range of 1000 km. The points with error bars were derived
from PE simulations. The dashed curve is the best fit to the form of Eq. �5�.
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field had apparently broken down over the depth intervals
spanned by rays representing sound that could interfere
constructively—the Fresnel zone scale.

The prediction for horizontal coherence examined here
also involves an expression for the separation of nearby rays
�see Eq. �6��. This separation, however, is in the horizontal,
cross-range direction. This expression is simpler �and appar-
ently more tractable mathematically� than one for a vertical
separation since the vertical refraction of the ocean sound
channel does not play a role. The approximation for internal-
wave properties over the separation of interfering rays is also
less restrictive in this case. The internal-wave field is mark-
edly anisotropic, with much shorter vertical than horizontal
scales. Nevertheless, it may be the case that relaxing the
assumption that ray separations are small �used in deriving
Eq. �6�� could improve the accuracy of the technique at the
expense of additional complexity and computational require-
ments.

The agreement between the integral prediction for the
horizontal coherence scale and the simulation results is better
than was found for those expressions involving vertical sepa-
ration functions, even in a much more complicated model
environment �NPAL�. Nevertheless, there are substantial dis-
crepancies in the coherence length estimates generated by the
two approaches. Whether the method of path-integral ap-
proximation for horizontal coherence is a useful approach

depends largely on accuracy requirements and the availabil-
ity of detailed environmental data. For those applications in
which environmental information is largely unknown and
only approximate quantities are desired, the technique could
be a useful initial guide. Such cases could include, perhaps,
the initial stages of experimental design. The computational
demands are far less than those of simulation and the analy-
sis is much more straightforward. If, however, sufficient en-
vironmental information is available to permit the consider-
ation of more stringent accuracy requirements, then
computationally demanding simulations may be the pre-
ferred choice.
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A fundamental understanding of the response of piezoelectric transducer patches to ultrasonic waves
is of increasing interest to the field of structural health monitoring. While analytical solutions exist
on the interaction of a piezoelectric actuator with the generated Lamb waves, the behavior of a
piezoelectric sensor has only been examined for the limited case of a piezo-actuated Lamb wave in
a pitch-catch configuration. This paper focuses on the fundamental response of surface-bonded
piezoelectric sensors to ultrasonic waves. The response to both Rayleigh waves and Lamb waves is
examined, starting with harmonic excitation fields and moving to broadband and narrowband
excitation fields. General oblique incidence of the wave on rectangular sensors is treated first;
parallel incidence is then derived as a particular case. The solutions are developed analytically for
the harmonic and the narrowband excitations, and semianalytically for the broadband excitation.
The results obtained can be used to design ultrasonic sensors that are either particularly sensitive to
a given mode or possess unique directivity behavior which, in turn, can greatly simplify current
algorithms for damage detection and localization. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2400668�
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I. INTRODUCTION

With the advent of on-board structural health monitor-
ing systems based on ultrasonic waves,1–4 piezoelectric
transducer patches are being increasingly used due to their
low-cost, low-profile, and ease of integration within the
structure.5–18

The fundamental electromechanical behavior of piezo-
electric transducers is well understood.18–21 The transducer-
structure interaction has been previously addressed for appli-
cations involving Lamb waves. One of the earliest works
was conducted by Monkhouse et al.1 on piezoelectric poly-
mer films for Lamb wave transduction. The authors extended
to the Lamb wave case the concept of interdigitated elec-
trodes previously exploited for generating narrowband sur-
face acoustic waves. Moulin et al.22 utilized a hybrid method
�finite element and normal mode expansion� to solve for the
Lamb wave response resulting from surface mounted and
embedded piezoelectric actuators in CFRP laminates. Lin
and Yuan23 analytically derived the voltage response of a
piezoceramic sensor attached to a plate and subjected to nar-
rowband �tone burst� excitation originating from a piezocer-
amic actuator. In this study Mindlin plate theory was used to
examine the fundamental antisymmetric A0 mode below the
cut-off frequencies of higher-order modes. Giurgiutiu18 ana-
lytically derived and experimentally validated the Lamb
wave tuning capability of attached piezoceramic actuators
for both the fundamental symmetric, S0, and antisymmetric,
A0, mode. He found that the preferential excitement of spe-
cific mode-frequency combinations occurs according to the

relation between the Lamb wavelength �or wave number�
and the dimension of the actuator �wavelength tuning�.
Giurgiutiu’s closed form solution for the actuator-generated
waves assumes harmonic excitation and was obtained by
coupling a pin-force shear stress at the plate’s surface �two
concentrated in-plane forces in opposite directions at either
end of the transducer� with the theoretical Rayleigh-Lamb
displacement and strain fields.

Building on the above-mentioned work, Raghavan and
Cesnik24 used three-dimensional linear elasticity to obtain
the general solution for S0 and A0 circularly crested waves
excited by a circular piezoceramic actuator. The pin-force
shear stress excitation was, again, assumed to predict dis-
placement and strain fields generated in the plate. The solu-
tion was derived for both harmonic excitation and narrow-
band �tone burst� excitation. This study also examined the
voltage response of piezoceramic sensors subjected to har-
monic Lamb wave fields generated by either rectangular
piezo-actuators �plane wave fields� or circular piezo-
actuators �circularly crested wave fields�. One important con-
clusion was that wavelength tuning conditions do not neces-
sarily govern the response of piezo-sensors. Rather, the
general trend is a monotonic increase in the output voltage
with decreasing sensor dimension as a result of averaging the
wave strain field over the sensor gauge length.

It should be noted that the difference in response be-
tween a piezo-actuator and a piezo-sensor, indeed, does not
contradict elastodynamic reciprocity conditions. The pin-
force applied by a finite-size actuator will generally excite
multiple modes of the structure. Based on reciprocity, the
response of the same finite-size sensor to an excitation con-
sisting of the same, multiple modes would be equivalent to
the response of the actuator. This equivalence has recently
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been used in baseline-free damage detection based on time-
reversal acoustics using pitch-catch actuator-sensor pairs.
However, the response of a sensor to a single incoming mode
cannot be immediately recovered from the pin-force actua-
tion solution on the basis of reciprocity.

Greve et al.25 and Nieuwenhuis et al.26 compared
Giurgiutiu’s theoretical models18 for S0 and A0 harmonic ex-
citation by a piezo-actuator to finite element simulations of
narrowband �tone burst� excitation. Their model showed
slight shifts in the frequencies at which wavelength tuning
occurs compared to the theoretical harmonic case. This work
also examined the response of piezo-sensors to the piezo-
actuated fields under narrowband excitation. It was con-
firmed that the response of the piezo-sensor to Lamb waves
cannot be predicted by the pin-force piezo-actuator model.

The majority of the above-reviewed works has covered
the response of piezoelectric sensors to piezo-generated
wave fields. It is of interest to examine the fundamental re-
sponse of a piezo-sensor to an incoming wave field. This
knowledge is relevant, for example, to passive-only struc-
tural monitoring �e.g., acoustic emission testing� and, also, to
active monitoring when the piezo-actuated wave changes
dispersive properties prior to reaching the piezo-sensor. The
latter case, for example, can occur through mode conversions
caused by scattering at small discontinuities or simply by
changes in the waveguide thickness.

The present paper examines the fundamental response of
surface-mounted, rectangular piezoelectric sensors subjected
to harmonic, broadband, and narrowband wave fields under
plane wave hypotheses. The study first treats the case of
Rayleigh surface waves and subsequently that of Lamb
waves. The sensor voltage response is derived by coupling
the direct piezoelectric effect to the wave strain field that is
averaged over the sensor area. Analytical expressions are ob-
tained for the general case of waves propagating at oblique
incidence relative to the rectangular sensor. The predictions
are compared to experimental data for the broadband excita-
tion cases. The results can help in the design of sensors
which respond favorably to a given mode-frequency combi-
nation while suppressing other mode-frequency combina-
tions. In addition, the directivity in the response of the rect-
angular sensors can be exploited to triangulate the location of
an ultrasound source without prior knowledge of the wave
velocity in the medium.

II. STRAIN SENSITIVITY OF PIEZOELECTRIC
SENSOR PATCHES

The piezoelectric constitutive equations can be written
as27

D = e�E + d� �direct effect� , �1a�

� = − �dCE�TE + CE� �converse effect� , �1b�

where in Eq. �1a�, D is the charge density vector �3�1�, e�

is the dielectric permittivity matrix �3�3� measured at zero
stress, E is the electric field vector �3�1�, d is the piezo-
electric coefficient matrix �3�6�, and � is the stress vector
�6�1�. In Eq. �1b�, CE is the elastic stiffness matrix �6
�6� measured at zero electric field, � is the strain vector

�6�1�, and the superscript T indicates transposed matrix.
Consider a thin, rectangular piezoelectric sensor with

length l, width b, and thickness t along directions 1, 2, and 3,
respectively, Fig. 1�a�. The piezoelectric element can be con-
sidered as transversely isotropic where the plane of isotropy
corresponds to the �1, 2� plane. The electrical poling is as-
sumed to be along the transducer’s thickness direction, 3.
Under plane stress conditions ��33=�23=�13=0� and after
substitution of Eq. �1b� into Eq. �1a�, the direct piezoelectric
effect reduces to28

D3 = �d31 d32 0��Q11 Q12 0

Q12 Q11 0

0 0 Q66
����11

�22

�12
� − E3�d31

d32

0
��

+ e33
� E3, �2�

where d31 and d32 are the piezoelectric constants with units
�m/V�, and �11, �22, �12 are the strain components in the
sensor. In the case of monolithic piezoelectric elements
�d31=d32�, the reduced stiffness matrix, �Q�, can be written
as

�Q� = �
YE

1 − �2

�YE

1 − �2 0

�YE

1 − �2

YE

1 − �2 0

0 0
YE

2�1 + ��
� , �3�

where YE and � are the Young’s modulus and Poisson’s ratio
of the piezoelectric transducer in the �1, 2� plane of isotropy.
Simplifying Eq. �2�, the expression describing the charge
density becomes

D3 = d31�Q11 + Q12���11 + �22�

− �2d31
2 �Q11 + Q12� − e33

� �E3. �4�

Considering the electrical boundary conditions of the piezo-
electric patch to be an open circuit, the total charge over the
electrode area is zero, thus 		D3dxdy=0.29 Under such con-
ditions, the transducer voltage can be calculated as

V = −

 
 
 E3dxdydz

lb
. �5�

Substituting Eq. �4� into Eq. �5�:

FIG. 1. A rectangular piezoelectric sensor and its interaction with �a� Ray-
leigh waves and �b� Lamb waves in general oblique incidence.
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V =

d31�Q11 + Q12�t
 
 ��11 + �22�dxdy

lb�e33
� − 2d31

2 �Q11 + Q12��
, �6�

where the in-plane normal strains are assumed constant
through the transducer’s thickness.

Substituting the reduced stiffness components from Eq.
�3� into Eq. �6�, the following expression is finally obtained
for the voltage generated by the piezoelectric sensor patch as
a function of the in-plane strains:

V =

d31Y
Et
 
 ��11 + �22�dxdy

lb�e33
� �1 − �� − 2d31

2 YE�
. �7�

The sensor response to Rayleigh and Lamb ultrasonic waves
will be examined in the following sections by considering
the appropriate strain fields in Eq. �7�. It is presumed in this
analysis that the presence of the sensor does not significantly
alter the strain field of the incident wave.

III. RESPONSE TO RAYLEIGH WAVES

A. Harmonic Rayleigh excitation

Consider a rectangular piezoelectric sensor bonded to
the surface of an isotropic elastic medium and subjected to a
harmonic surface �Rayleigh� plane wave. In general, the
wave propagates along a direction x� inclined at an angle �
from the sensor’s lengthwise direction x, Fig. 1�a�. In order

to calculate the sensor voltage response from Eq. �7�, the
surface strain components along the wave propagation axes
�x� ,y�� must be rotated to the sensor geometrical axes �x ,y�.
For plane waves ��y�y�=0�, the following strain invariant can
be written:

�xx + �yy = �x�x� + �y�y� = �x�x�, �8�

where the Rayleigh surface strain �x�x� can be written as30

��x�x��z=0 = −
ik2B

2q
�r − 2sq�ei�kx�−�t�. �9�

In Eq. �9�, k is the wave number, B is the arbitrary amplitude
of the wave, and r=2− �c /cT�2 ,q=�1− �c /cL�2 ,s
=�1− �c /cT�2. Ignoring shear lag, and thus assuming a
very thin and stiff adhesive layer,31 the sensor experiences
the same strain as the structure, thus ��11+�22�= ���xx

+�yy��z=0. Substituting Eq. �9� into Eq. �7� yields the fol-
lowing voltage response:

V = −

d31Y
Etik2B�r − 2sq� 
 
 ei�kx�−�t�dxdy

2qlb�e33
� �1 − �� − 2d31

2 YE�
. �10�

Using the variable transformation x�=x cos �+y sin �,
evaluating the integral in y over the sensor width �−b /2 ,
b /2�, and considering the integration limits of x over the
sensor length �−l /2 , l /2�, the previous expression can be
written as

V = −

SkBR

−l/2

l/2

ei�kx cos �−�t�expi
kb sin �

2
� − exp− i

kb sin �

2
��dx

lb sin �
, �11�

where S and R are frequency-independent constants defined
as

S =
d31Y

Et

e33
� �1 − �� − 2d31

2 YE ,

R =
�r − 2sq�

2q
. �12�

Using Euler’s and prosthaphaeresis formulas in Eq. �11�, the
sensor voltage response to a harmonic Rayleigh wave can be
simplified to

V = − iV̄e−i�t, �13�

where the amplitude is

V̄ =
SARayleigh

lb sin � cos �
sin kb sin �

2
�sin kl cos �

2
�

�oblique incidence� . �14�

The term ARayleigh=4BR is related to the Rayleigh wave am-
plitude.

When the wave propagation direction, x�, is parallel to
the sensor’s lengthwise direction, x, the incidence angle, �, is
equal to zero. In this case, since lim�→0�sin �� /�=1, Eq.
�14� simplifies to the following result, expressed in terms of
either the wave number, k, or the wavelength, 	:

�V̄ = V̄��→0 =
SARayleighk

2l
sin kl

2
�

=
SARayleigh


	l
sin
l

	
� �parallel incidence� . �15�

Eqution �15� shows that the response to a given wave num-
ber �or wavelength� will be influenced by the dimension of
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the sensor parallel to the wave propagation direction �wave-
length tuning�. From the sinusoidal term, the response will
be large at 	=2l / �2n−1� for n=1,2 ,3 , . . . corresponding to
sensor lengths equal to an odd multiple of half the wave-
length. Contrary to what was concluded for piezoelectric
actuators,18 these conditions do not necessarily correspond to
local maxima of the response due to the presence of the
factor �SARayleigh
 /	l�. The response will be zero at 	
= l /n for n=1,2 ,3 , . . . corresponding to sensor lengths
equal to an integer multiple of the wavelength. Further-
more, from the term l in the denominator of the multipli-
cation factor, the response will increase with decreasing
sensor length.

Through the factor ARayleigh, Eqs. �14� and �15� contain
the arbitrary amplitude of the wave, B. Therefore, a normal-
ization is required in order to compare the sensor response to
different wavelengths/frequencies of the incoming field. One
approach is normalizing the response by the power flow car-
ried by the wave. The following normalization factor was
considered for the Rayleigh response:

NRayleigh =�

−�

0

Px�dz , �16�

where Px� is the x� component of the wave Poynting vector
which, in turn, is calculated from the relevant stress compo-
nents and particle velocities as

Px� = −
1

2
Re��x�x� �ux�

�t
�*

+ �x�z �uz

�t
�*� , �17�

where Re indicates real part, and the asterisk indicates com-
plex conjugate.

For Rayleigh waves propagating in steel �cL

=5.9 mm/�s, cT=3.2 mm/�s, c=2.99 mm/��, the normal-
ized surface strain ���x�x��z=0 /NRayleigh� is shown in Fig. 2 as a
function of frequency. The resulting nonlinear trend indicates
that, with increasing frequency, the square root of the power
flow increases faster than the surface strain.

The normalized voltage response to harmonic Rayleigh
waves propagating along the lengthwise direction of the sen-

sor, V̄ /NRayleigh calculated from Eqs. �15� and �16�, is plotted
in Fig. 3�a� for the following sensor dimensions: l
=12.7 mm �0.5 in.�, l=6.35 mm �0.25 in.�, and l=3.17 mm
�0.125 in.�. The limit case of l=0 �point sensor� is also
shown. As discussed earlier, the response is large at frequen-
cies where the sensor length is equal to an odd multiple of

half the wavelength; the response is, instead, zero at frequen-
cies where the sensor length is equal to an integer multiple of
the wavelength. This result is further emphasized in Fig. 3�b�
where the nondimensional ratio of the Rayleigh wavelength
to sensor length is plotted for the 6.35-mm-long sensor. No-
tice that the first two local maxima of the response at f
=0.25 and 0.75 MHz, circled in Fig. 3, are slightly shifted
from the conditions 	=2l / �2n−1�. The shift is due to the
factor �SARayleigh
 /	l� in Eq. �15� and to the frequency de-
pendence of NRayleigh. Figure 3�a� shows that the magnitude
of the local response maxima for a given sensor length de-
creases with increasing frequency. Figure 3 also confirms
that the response to a given wave frequency increases with
decreasing sensor length, as a result of the term l in the
denominator of Eq. �15�.

The limit case of the point sensor �l=0� results in a
larger response than any of the finite-length sensors. The
point-sensor response also identically matches the normal-
ized surface strain shown in Fig. 2, confirming the “ideal
strain sensor” behavior where smearing effects due to strain
averaging over the sensor length are not present.

B. Arbitrary excitation

The harmonic Rayleigh wave excitation assumed in Eqs.
�14� and �15� is of theoretical interest. However, harmonic
excitation will seldom occur in a practical structural health
monitoring application where the wave fields will likely be
either broadband �e.g., an acoustic emission detection� or
narrowband �e.g., a pitch-catch testing configuration�.

The amplitude Ū= Ū��� of the frequency-domain re-
sponse of a linear system subjected to an arbitrary excitation
can be calculated from the product of the frequency-domain

FIG. 2. Surface strain of a Rayleigh wave in steel normalized by the wave
power flow through the solid at various frequencies.

FIG. 3. �a� Normalized voltage response of sensor subjected to parallel
incident harmonic Rayleigh wave for varying sensor lengths; and �b� ratio of
Rayleigh wavelength to sensor length of 6.35 mm.
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response of the system to harmonic excitation, V̄= V̄���, and

the amplitude of the Fourier transform of the excitation, P̄

= P̄���:32

Ū = V̄ � P̄ . �18�

In turn, the sensor excitation can be expressed in terms
of the amplitude spectrum of the surface strain induced by
the arbitrary source at the point of entry into the sensor,
��x�x�

a �z=0���, in the following manner:

P̄ =
��x�x�

a �z=0

��x�x��z=0
, �19�

where ��x�x�
�z=0��� is the amplitude spectrum of the surface

strain excited under harmonic conditions, and the depen-
dence of all terms on � is implicit. The sensor response to
arbitrary excitation can be thus calculated as

Ū = V̄ �
��x�x�

a �z=0

��x�x��z=0
. �20�

The following sections address the response to broadband
and narrowband Rayleigh wave fields, respectively.

C. Broadband Rayleigh excitation

1. Semianalytical analysis

The harmonic surface strain field at a point is equivalent
to the sensor response to harmonic excitation from Eq. �14�
when the sensor length l and width b are taken to be 0 �point
sensor�. In order to transform voltage into strain, the point-
wise response must be further divided by the term S, which
contains the piezoelectric constant of the sensor. Thus the
arbitrary excitation spectrum can be written as

P̄ =
��x�x�

a �z=0

��x�x��z=0
=

��x�x�
a �z=0

lim
l,b→0

V̄/S
= ��x�x�

a �z=0
	2

ARayleigh

2 . �21�

Substituting Eqs. �14� and �21� into Eq. �18�, the response of
the sensor to broadband Rayleigh wave excitation is

Ū =
S	2��x�x�

a �z=0


2lb sin � cos �
sin
b sin �

	
�sin
l cos �

	
� . �22�

This expression shows that the response to broadband
waves follows a similar wavelength tuning behavior as the
response to harmonic waves, with appropriate scaling fac-
tors. For example, the response to parallel incidence will be
large for sensor dimensions equal to an odd multiple of half
the wavelength, and it will be zero for sensor dimensions
equal to an integer multiple of the wavelength.

In this study, the surface strain spectrum ��x�x�
a �z=0��� in

Eq. �22� was obtained through a conventional, two-
dimensional finite element analysis �FEA� of a broadband

Rayleigh wave generation. The total sensor response Ū was
thus predicted by a semianalytical analysis.

The FEA used ABAQUS EXPLICIT
33 to discretize a steel

block �cL=5.9 mm/�s, cT=3.2 mm/�s, density 

=7700 kg/m3�, 250 mm �9.8 in.� in length and 50 mm
�1.98 in.� in thickness. The block was assumed infinitely
wide to reflect plain strain conditions. The excitation was a
half-sinusoid forcing function �0.24 �s in duration�, with a
nearly uniform energy spectrum in the DC-2 MHz frequency
range of interest, applied to a surface node and directed
along the thickness direction to simulate an ablative genera-
tion regime. Material damping effects were neglected. The
block’s material, dimensions, and excitation-detection dis-
tance were equivalent to what was used in the experimental
tests to be discussed in the next section. The discretization
used four-node, bilinear plane strain quadrilateral elements
with two degrees of freedom per node. Element sizes are
typically conditioned by the minimum wavelength, 	min, as
determined by the highest frequency of interest.34,35 The
largest element dimension was chosen equal to 	min/10. The
integration time step was set to �t=0.01 �s.

2. Experimental analysis

Experimental tests were conducted on a 250 mm
�250 mm�50 mm �9.8 in.�9.8 in.�1.98 in.� steel block
upon which a rectangular Pb�Zr-Ti�O3-PZT patch of dimen-
sions 6.35 mm�3.17 mm�0.5 mm �0.25 in.�0.125 in.
�0.02 in.� was bonded using a thin layer of instant adhesive.
A 12 ns pulse from an Nd:YAG Q-switched laser was fo-
cused to a line on the block’s surface to generate broadband
Rayleigh waves in the ablative regime. The block’s orienta-
tion was varied such that the waves propagated at various
angles relative to the sensor’s geometrical axes. Signal ac-
quisition was performed by a National Instruments PXI-1010
unit running under LABVIEW software which recorded the
first Rayleigh wave arrivals and subsequently performed the
fast-Fourier transform in the DC-2 MHz range.

The results for wave propagation directions inclined at
�=0°, 30°, 60°, and 90° from the lengthwise direction of the
sensor are shown in Fig. 4. Each response spectrum was

FIG. 4. Experimental and theoretical frequency response of 6.35 mm
�3.17 mm rectangular piezoelectric sensor to broadband Rayleigh waves
propagating at �a� 0°, �b� 30°, �c� 60°, and �d� 90° from the lengthwise
sensor dimension.
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normalized by the peak response of a commercial acoustic
emission transducer bonded next to the PZT so as to elimi-
nate the effects of the laser shot-to-shot variations. The cor-
responding responses calculated theoretically from Eq. �22�
are also shown for comparison. The amplitude of the re-
sponse increases with decreasing sensor dimension along the
wave propagation direction, and it is thus smallest for the 0°
incidence �6.35 mm length� in Fig. 4�a�, and largest for the
90° incidence �3.17 mm length� in Fig. 4�d�. There is a rea-
sonably good agreement between experiment and theory re-
garding the position of the local maxima and minima of the
response according to wavelength tuning. The relative am-
plitude of the response also compares relatively well be-
tween theory and experiment. The strongest discrepancies
are seen above 1 MHz, where the theory overestimates the
experimental response for the 0° and the 90° incidence,
while it underestimates the experimental response for the 60°
incidence. These differences could result from either wave
attenuation losses or shear lag effects, both of which were
neglected in the theory. Another potential source of discrep-
ancy is the finite thickness of the transducer which may
modify the incoming strain field due to local changes in mass
and stiffness of the waveguide.

D. Narrowband Rayleigh excitation

The specific case of narrowband excitation examined is
that of a tone burst wave field that may be excited by an
actuator in a pitch-catch testing configuration. Only parallel
incidence ��=0° � is considered in this analysis. The exten-
sion to oblique incidence is a relatively straightforward mat-
ter. An unmodulated tone burst in the time domain, f�t�, can
be expressed as

f�t� = �D sin �0t for�t� � L

0 for�t� � L ,
� �23�

where �0 is the central frequency and 2L is the time duration
of the wave train.

The Fourier transform amplitude of the fixed time win-
dow toneburst of central frequency �0 can be expressed as36

F̄ = D� sin n
 �

�0
+ 1�

�� + �0�
−

sin n
 �

�0
− 1�

�� − �0�
� , �24�

where n is number of cycles within the time window. As-
suming that this quantity corresponds directly to the surface
strain ��x�x�

a �z=0, the amplitude spectrum of the sensor exci-
tation from Eq. �19� becomes

P̄ =
��x�x�

a �z=0

��x�x��z=0
=

F̄

lim
l,b→0

V̄/S
= F̄

	2

ARayleigh

2 . �25�

Substituting Eqs. �15� and �25� into Eq. �18�, the response
amplitude of the piezoelectric sensor to a tone burst Rayleigh
wave excitation of amplitude D and center frequency �0 is

Ū = D� sin n
2
c

	�0
+ 1�

2
c

	
+ �0� −

sin n
2
c

	�0
− 1�

2
c

	
− �0� �S	


l

�sin
l

	
� , �26�

where the wavelength 	 has been used instead of the fre-
quency � in the square brackets for consistency with the
other terms in the expression.

It is clear from this equation that the response will be
dependent on both the tone burst center frequency, �0, and
the harmonic wavelength tuning term, sin�
l /	�. Results
from Eq. �26� are shown in Figs. 5�a�–5�c� for a sensor
length l=6.35 mm, and assuming steel �c=2.99 mm/�s� as
the test material. Three different center frequencies for the
excitation tone burst were chosen for these plots. Two of
them coincided with a large value �fmax� and the first zero
value �fmin� of the harmonic sensor response �where fmax

corresponds to 	=2l, and fmin corresponds to 	= l from
wavelength tuning�. The third center frequency was chosen
to coincide with an intermediate value �f int� of the harmonic
sensor response. From Fig. 3, these frequency values were:
fmax=0.24 MHz, f int=0.35 MHz and fmin=0.47 MHz for l
=6.35 mm. The expected conclusion from Fig. 5 is that the
response increases when the excitation tone burst frequency
approaches the favorable sensor length-to-wavelength ratio.
Notice also that a non-negligible response is obtained in Fig.
5�c� for tone burst frequencies corresponding to zero har-
monic response as a result of the finite bandwidth and the
sidelobes of the tone burst spectrum. The same results are
plotted for a smaller sensor �l=3.17 mm� in Figs. 5�d�–5�f�,
considering the corresponding fmax=0.48 MHz, f int

=0.72 MHz, and fmin=0.95 MHz as tone burst center fre-
quencies.

IV. RESPONSE TO LAMB WAVES

A. Harmonic Lamb excitation

Consider a rectangular piezoelectric sensor bonded to
the upper surface of an isotropic plate of thickness 2d and
subjected to a harmonic strain field associated to Lamb
waves propagating in the plane �x� ,z� along direction x�, Fig.
1�b�. As for the Rayleigh wave case, the wave propagation
direction x� forms an angle � with the lengthwise direction of
the sensor. The origin of the thickness coordinate, z=0, is at
the midplane of the plate. For plane waves ��y�y�=0� the only
strain relevant to the surface-mounted sensor is the in-plane
component in the wave propagation direction given by37

��x�x��z=d = ik2Etanh rd −
2rs

k2 + s2 · tanh sd�
�exp�ikx� − �t −




2
��

�antisymmetric modes� �27�

and
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��x�x��z=d = ik2Fcoth rd −
2rs

k2 + s2 · coth sd�
�exp�ikx� − �t −




2
��

�symmetric modes� , �28�

where E and F are the two arbitrary wave amplitudes for the
antisymmetric and the symmetric modes, respectively, and
r=�k2− �� /cL�2, s=�k2− �� /cT�2.

The voltage response to harmonic Lamb waves can be
obtained by substituting Eq. �27� or �28� in Eq. �7�. For the
antisymmetric modes, this substitution results in

V =
d31Y

Etik2E

lb�e33
� �1 − �� − 2d31

2 YE�
tanh rd −

2rs

k2 + s2 · tanh sd�
�
 
 exp�ikx� − �t −




2
��dxdy . �29�

Following the same steps of the Rayleigh wave case, Eq.
�29� can be simplified to

V = iV̄ exp�− i�t +



2
�� , �30�

where the amplitude V̄ of the sensor response to harmonic,
antisymmetric, or symmetric Lamb waves is

V̄antisymm,symm =
SAantisymm,symm

lb sin � cos �

�sin kb sin �

2
�sin kl cos �

2
�

�oblique incidence� , �31�

where the terms

Aantisymm = 4Etanh rd −
2rs

k2 + s2 tanh sd�
and

Asymm = 4Fcoth rd −
2rs

k2 + s2 coth sd�
are related to the Lamb wave fields. Comparing Eq. �31�
with Eq. �14�, it can be seen that the Lamb and Rayleigh
wave responses are formally equivalent, with the difference
being contained in the terms ARayleigh, Aantisymm, and Asymm

which define the specific wave fields.
For parallel incidence ��=0�, Eq. �31� simplifies to

�V̄antisymm,symm = V̄��→0 =
SAantisymm,symmk

2l
sin kl

2
�

=
SAantisymm,symm


	l
sin
l

	
�

�parallel incidence� , �32�

where the results are expressed in terms of either wave num-
bers or wavelengths.

The sinusoidal terms in Eq. �32� follow the same wave-
length tuning behavior as for the Rayleigh wave case. The
response will also generally increase with decreasing sensor
length due to the presence of the term l in the denominator of
the expressions.

In order to eliminate the arbitrary terms E and F implic-
itly present in Eqs. �31� and �32�, the response can be nor-
malized by the Lamb wave power flow

NLamb =�

−d

+d

Px�dz . �33�

FIG. 5. Frequency response of piezoelectric sensor to a narrowband �tone burst� Rayleigh wave centered at frequencies corresponding to a large �a�, an
intermediate �b�, and a zero �c� harmonic response for sensor length l=6.35 mm. �d�–�f� The same for sensor length l=3.17 mm. Harmonic responses are in
gray lines.
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Plots of the normalized strain at the top surface of the
plate, ��x�x��z=d /NLamb, are shown in Figs. 6�a� and 6�b� for
the fundamental A0 and S0 modes, respectively. The plate is
assumed 2.38 mm �0.09 in.� thick and made of aluminum
�cL=6.3 mm/�s, cT=3.1 mm/�s, =2700 kg/m3�.

In the case of A0, Fig. 6�a�, the normalized surface strain
rapidly decreases from an asymptotically large value at ex-
tremely low frequencies to a relatively constant value over
the remaining frequency range.

In the case of S0, Fig. 6�b�, two distinct trends exist:
normalized strain values decrease with frequency for the first
half of the frequency range, and increase with frequency for
the second half of the frequency range. Separating these re-
gions, a specific frequency �0.92 MHz� exists at which the
normalized surface strain is zero. The 0.92 MHz value is the
transition point between positive and negative strains at the
plate’s surface. The behavior can be seen in Fig. 6�c� show-
ing the �x�x� cross-sectional mode shapes of S0 as the fre-
quency changes from 0.75 to 0.92 MHz and then 1.25 MHz.
In addition, this pivotal frequency occurs at the point of in-
tersection between S0 and the first-order shear horizontal
mode, SH1, as shown in the phase velocity dispersion curves
of Fig. 6�d�. It can be seen that the pivotal frequency is also
a point of inflection of the S0 dispersion curve. These condi-
tions apply to isotropic plates of any thickness. In practice,
the zero-strain pivotal frequency can be useful, for example,
to exclusively detect �or excite� the A0 mode by eliminating
the influence of the S0 mode.

The normalized voltage response V̄ /NLamb calculated
from Eq. �32� is plotted in Figs. 7�a� and 7�b� for harmonic
A0 and S0 waves, respectively, propagating in the
2.38-mm-thick aluminum plate. The sensor dimensions in
the wave propagation direction are the same as those consid-
ered for the Rayleigh response in Fig. 3: l=12.7, 6.35, and
3.17 mm, in addition to l=0 �point sensor�. It is clear from
Fig. 7 that the sensor response to Lamb waves is consider-
ably different from that to Rayleigh waves.

For the A0 mode, Fig. 7�a�, the response asymptotically

increases at extremely low frequencies. The response is gen-
erally smaller at higher frequencies, where it is primarily
controlled by the wavelength tuning effect depending upon
the ratio of Lamb wavelength to sensor dimension, 	 / l. This
ratio is plotted in Fig. 7�c� for A0 and l=6.35 mm. As for the
Rayleigh wave, the local maxima are slightly shifted from
the 	=2l / �2n−1� conditions due to the terms multiplying
the sinusoidal function in Eq. �32�. Notice that the first local
maximum point �	= l� is overshadowed by the large response
at the low frequencies. Zero response is obtained at sensor
lengths equal to an integer multiple of the wavelength �	
= l /n�. The amplitude of the A0 response generally decreases
with increasing frequency �for a given sensor length� and,
instead, increases with decreasing sensor length �for a given
frequency�. The largest response is always obtained from the
ideal point sensor �l=0�, which also matches identically the
normalized, in-plane strain at the plate’s surface in Fig. 6�a�.
Finally, the responses of the finite-size sensors converge to
that of the point sensor at extremely low frequencies, where
	� l and thus the exact strain solution at a point is retrieved.

The response to the S0 mode is shown in Fig. 7�b�. The
asymptotic behavior at the low frequencies of the A0 re-
sponse is not seen in the S0 response, which is consistent
with the surface strain plot in Fig. 6�b�. The wavelength tun-
ing effect is also apparent in the S0 response as confirmed by
the 	 / l plot in Fig. 7�d� for the 6.35-mm-long sensor. The
zero response seen at f =0.92 MHz, however, is not deter-
mined by wavelength tuning; it is rather the result of the
vanishing surface in-plane strain as discussed in Fig. 6. Con-
sequently, the zero response at the pivotal frequency applies
regardless of the dimensions of the sensor. This behavior will
always occur for any isotropic plate at the point of inflection
of the S0 dispersion curve, as discussed earlier. The response
to frequencies around the pivotal value is also affected by the
phenomenon. For example, notice that above 0.92 MHz the
response does not follow the usual trend of decreasing am-
plitude with increasing frequency �for a given sensor length�.

FIG. 6. In-plane surface strain of �a� A0 Lamb wave and �b� S0 Lamb wave
in 2.38-mm-thick aluminum plate normalized by the wave power flow
through the plate at various frequencies; �c� progression of cross-sectional
mode shapes of in-plane strains for S0 at various frequencies; and �d� phase
velocity dispersion curves for the subject plate.

FIG. 7. Normalized voltage response of sensor subjected to parallel incident
harmonic A0 Lamb wave �a� and S0 Lamb wave �b� for varying sensor
lengths. Ratio of wavelength to sensor length of 6.35 mm for A0 �c� and for
S0 �d�.
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As in the previous cases, the S0 response to a given fre-
quency increases with decreasing sensor length, with the
point sensor �l=0� always yielding the largest response.

B. Arbitrary excitation

Equation �18� can be used to find the sensor response to
an arbitrary, single mode Lamb wave excitation based on the
harmonic response and the frequency content of the excita-
tion. The same two cases examined for the Rayleigh waves,
broadband and narrowband �tone burst� excitation, are con-
sidered for the Lamb waves in the following sections.

C. Broadband Lamb excitation

1. Semianalytical analysis

The term P̄ in Eq. �18� should represent the amplitude
spectrum of the Lamb wave entering the sensor, as generated
by a broadband excitation of the plate. As for the Rayleigh
wave case, the surface strain spectrum ��x�x�

a �z=d in the ex-

pression for P̄ of Eq. �19� was obtained through a FEA analy-
sis of a plate subjected to broadband excitation. The har-

monic response term V̄ in Eq. �18� was, instead, derived

analytically from Eq. �31�. Thus the total sensor response Ū
to broadband Lamb wave excitation was predicted semiana-
lytically.

The plate studied by the FEA ABAQUS EXPLICIT simula-
tions was aluminum �cL=6.3 mm/�s, cT=3.1 mm/�s, 
=2700 kg/m3�, 2.38 mm �0.09 in.� in thickness and 400 mm
�15.7 in.� in length. The discretization used four-node, bilin-
ear plane strain quadrilateral elements with two degrees of
freedom per node. Material damping effects were neglected.
The spatial resolution criterion was 	min/10, and the integra-
tion time step was �t=0.01 �s.

The simulated excitation used the half-sinusoid forcing
function of 0.24 �s in duration. Two distinct analyses were
performed in order to preferably excite the fundamental an-
tisymmetric �A0� or the symmetric �S0� mode. For the A0

excitation, an out-of-plane force was applied to the surface
node in one of the plate’s free ends. For the S0 excitation, an
in-plane force was applied to the mid-thickness node of the
plate’s free end. These conditions replicated the excitation
conditions adopted in the experimental tests that follow.
Consistent with the positions of the PZT sensors used in the
experiment, the detection points were located at 40 mm
�1.57 in.� from the antisymmetric excitation, and at 109 mm
�4.3 in.� from the symmetric excitation. The calculated in-
plane strains at the surface of the plate, ��x�x�

a �z=d, are shown
in Figs. 8�a� and 8�b� for the antisymmetric and the symmet-
ric excitation, respectively. The strain amplitude is normal-
ized to the relative maximum in the plots.

One complication is that multiple Lamb modes are gen-
erated by practical plate excitations including the ones con-
sidered in this study. Single-mode excitation can only be
achieved if pure cross-sectional mode shapes are induced.
This is generally difficult to do, particularly over a wide
frequency range such as the DC-2 MHz range considered
here. Since the harmonic response of the sensor to a single
mode is known, it is important to identify and separate its

contribution from that of the other modes when possible. For
this purpose, continuous wavelet transform �CWT� spectro-
grams, shown in Figs. 8�c� and 8�d�, were calculated from
the strain time histories. A complex Morlet mother wavelet
�center frequency equal to 5, bandwidth parameter equal to
2� was used. The theoretical arrival times of the relevant
modes from Rayleigh-Lamb theory are indicated as solid
lines. It can be seen from the spectrograms that A0 and S0 are
exclusively excited only below the cut-off frequencies of
A1��0.7 MHz� and S1��1.2 MHz�, respectively.

In order to compute the sensor excitation spectrum, P̄,
the fast Fourier transform �FFT� amplitude of the strain sig-
nals was calculated and is shown in Figs. 8�e� and 8�f� for
the antisymmetric and the symmetric cases, respectively.
Based on the CWT scalograms, prior to FFT processing ap-
propriate time gates were applied to the strain time histories
to isolate the contribution of the zero-order modes. For the
antisymmetric excitation, Fig. 8�c�, a time gate of 5–90 �s
was employed to capture the A0 contribution in the frequency
ranges 0–0.65 MHz and 0.75–2 MHz. Between these fre-
quency ranges, from 0.65 to 0.75 MHz, a separate time gate
of 0–20 �s was applied in order to separate A0 from A1. For
the symmetric excitation, Fig. 8�d�, the S0 contribution was
calculated using a time gate of 0–80 �s in the frequency
range 0–1.17 MHz, and a separate gate of 40–70 �s in the
range 1.17–2 MHz. These gates, however, could not fully
isolate the contribution of S0 from that of S1 at around
1.25 MHz due to their equivalent group velocities. As a re-
sult, the spike in the symmetric spectrum of Fig. 8�f� at

FIG. 8. FEA time histories of the in-plane surface strain in a plate generated
by broadband antisymmetric �a� and symmetric �b� excitation. Wavelet
transform spectrograms of antisymmetric �c� and symmetric �d� responses.
Sensor excitation spectra for symmetric �e� and antisymmetric �f� excita-
tions.
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around 1.25 MHz reflects the contribution of S1. Despite this

interference, the sensor response Ū was evaluated by only
considering the harmonic response to S0. Although a more
accurate representation should consider the superimposition
of each modal contribution, this simplification is deemed suf-
ficient given the dominant contribution of the zero order
modes and the time gates applied to limit the role of higher
modes.

2. Experimental analysis

Experimental tests were conducted on a 216 mm
�172 mm�2.38 mm �8.5 in.�6.7 in.�0.09 in.� aluminum
plate upon which a PZT sensor of dimensions 6.35 mm
�3.17 mm�0.5 mm �0.25 in.�0.125 in.�0.02 in.� was
bonded using a thin layer of instant adhesive. The same
Nd:YAG laser used for the Rayleigh wave tests was em-
ployed to generate the broadband Lamb waves in the plate in
the slightly ablative regime. For the antisymmetric excita-
tion, the laser pulse was applied normal to the plate surface
at 40 mm from the sensor. For the symmetric excitation, the
laser pulse was applied at the plate’s free edge at 109 mm
from the sensor. Results were collected for waves propagat-
ing at angles �=0° and �=90° from the lengthwise direction
of the sensor. The sensor readings were processed through
the CWT, gated in time to isolate the fundamental Lamb
modes when possible, and then processed by the FFT.

Figure 9 compares the voltage time histories measured
by the sensor to the ��x�x�

a �z=d surface strain computed by the
FEA simulation and averaged over the sensor area. The two
results should coincide if the simulation represented exactly
the experimental conditions. The wave incidence angle is �
=0°. The plots in Figs. 9�a� and 9�b� correspond to the anti-
symmetric and the symmetric excitations, respectively. In
both cases, the earlier portion ��30 �s� of the measurements
is in good agreement with the averaged strain from the FEA.
Beyond 30 �s, the agreement is poorer primarily due to the

reflections from the plate edges that are not present in the
simulation, and also due to slightly different contributions of
the higher-order modes.

The CWT spectrograms of the experimental results are
shown in Figs. 9�c� and 9�d�, again with the theoretical
Rayleigh-Lamb solutions for the visible modes. It can be
seen that a S0 contribution appears in the antisymmetric ex-
citation, Fig. 9�c�. Similarly, A0 and A1 contributions appear
in the symmetric excitation, Fig. 9�d�. An edge reflection can
also be seen at around 50 �s for the antisymmetric excita-
tion.

The experimental voltage responses of the sensor to
broadband excitation are shown as grey lines in Fig. 10 for
the wave incidence angles �=0° and �=90°. Superimposed

as dark lines are the sensor responses, Ū, calculated from the
semianalytical analysis through Eq. �18�. The response to
antisymmetric excitation, Figs. 10�a� and 10�b�, is dominated
by the asymptotically large amplitude at DC. The wavelength
tuning condition of zero response, 	= l, can be observed in
both the �=0° incidence at f =0.37 MHz, and in the �=90°
incidence at f =0.8 MHz.

As for the response to symmetric excitation, Figs. 10�c�
and 10�d�, local maxima are found at around 0.5 MHz for
both incidence angles. This large response is due to the sub-
stantial S0 contribution seen in Fig. 8�f�, rather than to any
wavelength tuning phenomena. Notice also that the magni-
tude of the response is generally larger for the perpendicular
incidence �where the sensor dimension along the wave
propagation direction, 3.17 mm, is small�, consistent with
the harmonic response of Fig. 7�b�. The zero response seen
in both Figs. 10�c� and 10�d� at 0.9 MHz is the pivotal point
at which the S0 in-plane strain at the surface vanishes �Fig.
6�. Most of the other frequency values with zero response
correspond to the wavelength tuning points 	= l /n. Once
more, the spike at 1.25 MHz is due to the contribution of the
S1 mode.

Because of the difficulty in generating a pure mode in

FIG. 9. Comparison between experiment and FEA of sensor response to
broadband antisymmetric �a� and symmetric �b� excitation of a plate. Wave-
let transform spectrograms of antisymmetric �c� and symmetric �d� re-
sponses.

FIG. 10. Experimental and theoretical frequency response of 6.35 mm
�3.17 mm rectangular piezoelectric sensor to broadband antisymmetric
��a�, �b�� and symmetric ��c�, �d�� Lamb waves propagating at 0° ��a�, �c��
and 90° ��b�, �d�� from the lengthwise sensor dimension.
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practical broadband Lamb wave tests, the exact sensor exci-
tation will depend on the geometrical and the physical prop-
erties of the plate, as well as the distance between the exci-
tation and the detection points. The good agreement between
experiment and theory shown in Fig. 10 suggests that a semi-
analytical approach of the type used in this study could be
used to reasonably predict the sensor response to broadband
Lamb waves in other cases.

A more complete picture of the effect of the wave inci-
dence angle is given in Fig. 11, where the response is calcu-
lated for �=0°, 30°, 60°, and 90° for broadband antisymmet-
ric Lamb excitation, Fig. 11�a�, and symmetric Lamb

excitation, Fig. 11�b�. These results represent Ū in Eq. �18�
calculated from the semianalytical analysis. The plots for �
=0° and 90° coincide with those of Fig. 10. As expected, the
results indicate an increase in response magnitude with de-
creasing sensor dimension along the wave propagation direc-
tion �i.e., increasing ��. Wavelength tuning effects are also

visible. Notice again the pivotal, zero-response frequency of
0.9 MHz in the symmetric responses of Fig. 11�b� that oc-
curs at all incidence angles.

D. Narrowband Lamb excitation

The same tone burst excitation examined for the Ray-
leigh wave is considered for the Lamb wave case. Equation

�18� is, again, used to calculate the sensor response as Ū

= V̄� P̄. For parallel incidence ��=0° �, the harmonic re-

sponse V̄ is given by Eq. �32�. The excitation spectrum P̄ is
given by Eq. �25� with the substitution of ARayleigh with
Aantisymm or Asymm for the antisymmetric and symmetric
cases, respectively. The total sensor response can thus be
written as

Ū = D� sin n
2
cp

	�0
+ 1�

2
cp

	
+ �0� −

sin n
2
cp

	�0
− 1�

2
cp

	
− �0� �S	


l

�sin
l

	
� , �34�

where the wavelength 	 is explicitly indicated, and cp is the
phase velocity of the given Lamb mode. Eqation �34� is for-
mally identical to that obtained for the narrowband Rayleigh
response in Eq. �26�. Also, the expression applies to both
antisymmetric and symmetric Lamb waves. The individual
response spectra, however, will be different because the ve-
locity and the wavelength at each frequency in Eq. �26� or
�34� will depend on the particular wave �Rayleigh, antisym-
metric Lamb, or symmetric Lamb mode�.

Results from Eq. �34� are plotted in Fig. 12 for sensor

FIG. 11. Theoretical frequency response of rectangular sensor to broadband
antisymmetric �a� and symmetric �b� Lamb wave excitation as a function of
the wave incidence angle.

FIG. 12. Frequency response of piezoelectric sensor to narrowband �tone burst� antisymmetric A0 Lamb wave centered at frequencies corresponding to a large
�a�, an intermediate �b�, and a zero �c� harmonic response for sensor length l=6.35 mm. �d�–�f� The same sensor length l=3.17 mm. Harmonic responses in
gray lines.
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lengths l=6.35 and 3.17 mm subjected to a narrowband an-
tisymmetric excitation in the 2.38-mm-thick aluminum plate.
As for the Rayleigh wave case, the three different center
frequencies for the tone bust correspond to a large value
�fmax at 	=2l�, an intermediate value �f int�, and the first zero
value �fmin at 	= l� of the sensor’s response to harmonic A0.
These frequencies are: fmax=0.11 MHz, f int=0.21 MHz,
fmin=0.34 MHz for the 6.35 mm sensor; fmax=0.34 MHz,
f int=0.55 MHz, fmin=0.83 MHz for the 3.17 mm sensor.
Large responses are obtained when the tone burst center fre-
quency corresponds to the favorable wavelength tuning con-
dition. The non-negligible outputs at zero harmonic re-
sponse, fmin, is a consequence of the finite bandwidth of the
tone burst and its associated sidelobes. Similar results, not
shown here, can be found for the symmetric excitation.

V. CONCLUSIONS

This paper addresses the fundamental response of ultra-
sonic piezoelectric sensor patches that are increasingly used
in on-board structural health monitoring applications. The
work complements previous investigations which studied the
transduction efficiency of either piezoelectric actuators
alone, or piezoelectric actuator-sensor pairs in pitch-catch
testing configurations. The problem is studied by coupling
the essential behavior of the sensor as a strain integrator to
the strain field associated to a particular wave type.

Analytical expressions are first derived for the harmonic
response to Rayleigh and Lamb waves impinging on the rect-
angular sensor at a generally oblique incidence. The parallel
incidence �wave propagating along a sensor’s geometrical
axis� is treated as a particular case of the oblique incidence.
The results are normalized by the power flow carried by the
wave so as to compare different frequencies in a consistent
manner. For parallel incidence, the harmonic solutions con-
tain the wavelength tuning term, sin�
l /	�, previously found
in the actuator response models. This term predicts local
maxima in the response for sensor dimensions equal to an
odd multiple of half the wavelength, and zeroes in the re-
sponse for sensor dimensions equal to an integer multiple of
the wavelength. However, the presence of other terms related
to the wave strain field smears the wavelength tuning effect
by shifting the position of the local maxima and controlling
the relative magnitude of these maxima. The additional terms
also produce interesting phenomena not related to wave-
length tuning, such as an asymptotically large response to A0

Lamb modes at low frequencies, and an identically zero re-
sponse to S0 Lamb modes at the point of inflection of their
phase velocity dispersion curve. The responses generally in-
crease with decreasing sensor dimensions. The point sensor
�zero dimension� results in the largest response, identically
matching the wave strain field spectrum and thus confirming
the “ideal sensor” behavior.

Solutions are then calculated for the response of the sen-
sor to both broadband and narrowband Rayleigh and Lamb
wave fields, based on the harmonic responses and on the
frequency spectrum of the particular excitation.

Regarding the broadband response, finite element analy-
ses were performed to determine the wave field spectrum

impinging onto the sensor as a consequence of a broadband
excitation of the structure. The theoretical predictions match
well with experimental tests conducted on instrumented
specimens in which waves were excited by a Q-switched
laser pulse. Although the harmonic wavelength tuning be-
havior is generally seen in the broadband response, some
distinct differences exist. These include changes in the rela-
tive magnitude of the local response maxima in all cases
examined, and a zero response to the S0 excitation at DC.

One important issue when examining the response to
broadband Lamb excitation is the presence of multiple
modes. Although efforts were taken to isolate the contribu-
tion of the fundamental A0 or S0 modes, separating the ef-
fects of other modes was not possible in some limited fre-
quency ranges. While the sensor excitation spectrum
contained multiple modes, the corresponding harmonic re-
sponses were assumed to be those to the fundamental ones
�A0 or S0�. This approximation, which was strictly accurate
below the cut-off frequencies of the higher-order modes,
proved acceptable as the predicted sensor responses matched
reasonably well with the measurements.

Regarding the narrowband response, the solutions were
developed for unmodulated tone burst excitation. The results
confirmed the intuitive conclusion that large responses are
obtained when the tone burst center frequency coincides with
a point of large harmonic response for the sensor.

The results presented demonstrate the critical role
played by the dimension of the sensor. The solutions can be
used to design specific sensors with maximum response to a
given mode and minimum influence of other modes. It is also
clear that the use of rectangular sensors with well-designed
dimensions can achieve a very controllable directivity re-
sponse behavior �for example, unidirectional response to a
given ultrasonic mode in a certain frequency range�. Such
directivity behavior can be exploited to greatly simplify both
active-passive damage detection systems based on diffraction
measurements,8 and passive-only, acoustic emission damage/
impact detection systems. In both of these cases, in fact, the
use of rosette-like detection nodes based on unidirectional
sensors �as demonstrated recently with fiber-optic sensors38�
would avoid the necessity for prior knowledge of the wave
velocity in the medium, which is particularly appealing when
anisotropic materials are involved.

The results presented assume straight-crested waves,
which is accurate for sufficient distances between a point
source and a receiver. A natural extension would be the study
of circularly crested waves.
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The application of direct velocity feedback control on vibrating structures is well known to provide
additional damping and reduce vibration levels. A number of previously studied control systems use
multiple feedback loops with ideal velocity sensors and force actuators. While accelerometer signals
may be utilized to accurately estimate velocity, there is rarely a structure off which one may react
an ideal force. This paper concentrates on the use of multiple electrodynamic inertial actuators as a
means of applying a force. A time domain model of a plate structure with multiple velocity sensors
and collocated inertial actuators is derived. This model is then used to optimize the decentralized
controller in order to minimize the total kinetic energy of the plate. These results are compared with
those obtained with a decentralized controller in which each local loop has the same gain. It is
demonstrated that for low control efforts, and hence control gains, both controllers perform almost
identically, however at large gains the equal gain controller becomes unstable. The cause of this
instability is attributed to the resonance of the inertial actuator. The implications of using multiple
inertial actuators is discussed and some experimental results are presented and compared with
simulations. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2400674�
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I. INTRODUCTION

It is well known that direct feedback from velocity sen-
sors to collocated ideal force actuators adds damping to a
structure and is unconditionally stable, even for multiple
channels.1–3 While velocity signals may be derived relatively
easily from accelerometers above a certain frequency, the
notion of an ideal point force is rarely realizable since there
is generally no other structure to react such a force off. Con-
siderable attention has been paid to the use of piezoelectric
materials for actuation. However in most cases the effect of
the piezoelectric patch on the plate approximates a moment
pair and not a point force, the result being that the sensor and
actuator no longer form a collocated dual pair and stability
cannot be guaranteed.4 Here we concern ourselves with the
use of electrodynamic inertial devices, such as that depicted
schematically in Fig. 1, used in local feedback loops. In such
devices the current in a coil suspended in a magnetic gap
produces a force between the structure and a proof mass.5–7

This paper focuses on the use of inertial actuators in a
multichannel decentralized velocity feedback controller for
the reduction of the vibration on a plate. The plate and con-
troller may be represented as in Fig. 2, in which both the
primary disturbance d and the secondary control signals u
act upon the plate which is represented as a generalized plant
G and result in a set of measured velocities y. These veloci-
ties are fed back via a controller H, in this case consisting of
a diagonal matrix of fixed gains, to produce the set of control
signals. The error output e pertains to some measure of the
system’s performance, which may, for example, be the ki-

netic energy of the plate. In previous work8 a plate was con-
sidered with collocated velocity sensors and ideal force ac-
tuators connected in individual loops. In this configuration
each collocated sensor and actuator comprise a dual pair and
therefore the system under control is passive and the decen-
tralized controller is unconditionally stable. Decentralized
controllers for vibration control have other attractive proper-
ties, namely the simplicity of implementation and scalability
when compared to fully coupled, centralized controllers. It
has also been demonstrated8 that for dual, collocated sensors
and actuators the performance of these controllers ap-
proaches that of a centralized controller. The majority of pre-
vious work,1,3,9 however, has concentrated on the use of ideal
forces or piezoelectric devices for actuation.

We first introduce a time domain model of a thin alumi-
num plate which includes the dynamics of multiple inertial
actuators. The design of the controller is then discussed in
terms of the minimization of a quadratic cost function with
kinetic energy and control effort terms. It is shown that for
reasonable levels of control effort the optimal decentralized
controller does not perform significantly better than a con-
troller in which each local control loop is given an identical
gain. It is also observed however that neither the optimal nor
the equal gain controller is unconditionally stable. The sta-
bility of the equal gain controller is then discussed in terms
of the generalized Nyquist criterion and it is observed that
the coupling of the actuator and plate dynamics results in a
system in which as the number of channels is increased the
relative stability of the controller is significantly reduced.
Finally the results of experimental trials are presented and
compared with the predictions of the model.

a�Electronic mail: onb@isvr.soton.ac.uk
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188 J. Acoust. Soc. Am. 121 �1�, January 2007 © 2007 Acoustical Society of America0001-4966/2007/121�1�/188/9/$23.00



II. PLATE MODEL

This section introduces the model of a clamped rectan-
gular plate with inertial actuators and velocity sensors. We
begin by assuming a modal formulation in which the trans-
verse displacement of the plate w�x ,y , t� is approximated by
a finite summation of M modal amplitudes am�t� and mode
shape functions �m�x ,y�,10

w�x,y,t� = �
m

M

am�t��m�x,y� . �1�

The displacement at a finite set of N control locations de-
scribed by the vector couple xs, ys may be written in matrix
form as

w�xs,ys,t� = ��xs,ys�Ta�t� , �2�

where ��xs ,ys� is matrix of dimensions M ,N containing the
values of mode shape functions evaluated at xs, ys, and a�t�
is a column vector of the M modal amplitudes. The mode
shape functions comprising ��xs ,ys� satisfy the imposed
boundary conditions of the plate and the modal amplitude
vector satisfies the second-order differential equation

ä�t� = Dȧ�t� + Ka�t�
4

Mp
f�t� , �3�

where Mp is the total mass of the plate and D and K are
square matrices of dimensions M having the terms −2�m�m

and −�m
2 , respectively, on the diagonal where �m is the modal

damping ratio and �m the resonance frequency of the mth
mode. The vector of modal forces f�t� is due to the control
forces which are provided by means of inertial actuators
whose input is described by the vector u�t�. Figure 3 shows a
lumped parameter model of the concept inertial actuator pre-
sented in Fig. 1. Variables with the subscript p refer to the
properties of the proof mass, its suspension, and displace-
ment wp. Variables with subscript c refer to the properties of
the casing mass, the fixative properties, and the displacement

of the casing wc. It should be noted that the stiffness and
damping of the actuator fixture, kc and cc, are included here
to aid the modeling of the coupled system in state space. In
practice this fixture will be very secure, which may be mod-
eled by using values of kc and cc which result in a highly
damped resonance having a natural frequency some way
above the frequency range of interest. In this way the casing
mass acts as though it is attached directly to the structure.
The properties of the actuators used to obtain the results
presented in this paper are given in Table I.

The force acting between the two masses is due to the
current in the coil and therefore if the actuator is assumed to
be driven within its linear range by a constant current ampli-
fier this force is directly proportional to the control signal
u�t�. For the purposes of simulation, the constant of propor-
tionality or force constant is taken to be 1 N/A such that
fi�t�=u�t�. The vector of point forces acting on the structure
due to N identical inertial actuators mounted at the control
locations is given by

ft�t� = kc�w�xs,ys,t� − wc�t�� + cc�ẇ�xs,ys,t� − ẇc�t�� , �4�

where w�xs ,ys , t� is given by Eq. �2� and wc�t� is a column
vector of length N describing the displacements of the casing
masses which satisfies the differential equation

FIG. 1. Schematic of a concept inertial actuator.

FIG. 2. Generalized plant model.

FIG. 3. Actuator model schematic.

TABLE I. Table of actuator properties.

Property Value

mp 0.032 kg
kp 140 N/m
cp 1.39 N s/m
mc 0.050 kg
kc 1�109 N/m
cc 1�109 N s/m
Force constant 1 N/A

J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 O. N. Baumann and S. J. Elliott: Stability of decentralized multichannel controllers 189



ẅc�t� = −
kp

mc
�wc�t� − wp�t�� +

cp

mc
�ẇc�t� − ẇp�t��

+
1

mc
u�t� −

kc

mc
�wc�t� − w�t�� −

cc

mc
�ẇc�t� − ẇ�t�� ,

�5�

where wp is a vector of proof mass displacements which
itself satisfies

ẅp�t� = −
kp

mp
�wp�t� − wc�t�� −

cp

mp
�ẇp�t� − ẇc�t��

−
1

mp
u�t� . �6�

The vector of modal forces f�t� may now be expressed in
terms of the vector of transmitted forces

f�t� = ��xs,ys�ft�t� . �7�

Substitution of Eqs. �4�, �7�, and �2� into Eq. �3� yields

ä�t� = �D −
4cc

mp
��xs,ys,t�T��xs,ys,t��ȧ

+ �K −
4kc

mp
��xs,ys,t�T��xs,ys,t��a

+
4cc

mp
��xs,ys,t�ẇc +

4kc

mp
��xs,ys,t�wc. �8�

Equations �5�, �6�, and �8� completely describe the dy-
namics of M modes of the plate with N inertial actuators.
These may be cast into a time domain state space model of
the form

ẋ�t� = Ax�t� + Buu�t� + Bdd , �9�

in which x�t� is a vector of system states, the matrix A de-
scribes the systems dynamics, and Bu and Bd describe how
the control inputs u�t� and disturbance input d�t� act on the
system states. The state vector takes the form

x = �
a�t�

wc�t�
wp�t�
ȧ�t�

ẇc�t�
ẇp�t�

	 , �10�

such that from Eqs. �5�, �6�, and �8� we derive

A =�
0M 0M,N 0M,N IM 0M,N 0M,N

0N,M 0N 0N 0N,M IN 0N

0N,M 0N 0N 0N,M 0N IN

K −
4kc

Mp

��T 4kc

Mp

� 0M,N
D −

4cc

Mp

�
4cc

Mp

� 0M,N

kc

mc

�T − kp − kc

mc

kp

mc

cc

mc

�T − cp − cc

mc

cp

mc

0N,M

kp

mp

−
kp

mp

0N,M

cp

mp

−
cp

mp

	 ,

�11�

in which the arguments of ��xs ,ys , t� have been dropped for
brevity and the subscripts of zero and identity matrices rep-
resent their dimensions, a single subscript denoting a square
matrix. Also from Eqs. �5� and �6� we see that

Bu = �
0M,N

0N

0N

0M,N

1

mc
IN

−
1

mp
IN

	 . �12�

We define the primary disturbance of the plate to be that
due to a spatially and temporally uncorrelated pressure field
such that d�t� is a set of uncorrelated signals which act di-
rectly on the plate modes. From Eq. �3� then

Bd = �
0M

0N,M

0N,M

4

Mp
IM

0N,M

0N,M

	 . �13�

The output of the model, being the set of velocities at the
control locations y�t�, is related to the system states via

y�t� = Cx�t� , �14�

in which

C = �0N,M 0N,N 0N,N � 0N,N 0N,N� . �15�

Referring to the control model presented in Fig. 2 we see
that for the system under control the vector of control signals
u�t� is related to the vector of plate velocities y�t� and hence
the system states via

u�t� = − Hy�t� = − HCx�t� , �16�

such that Eq. �9� becomes

ẋ�t� = �A − BuHC�x�t� + Bdd�t� , �17�

allowing us to define a new system matrix for the controlled
system
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Ac = A − BuHC, �18�

such that the state equation becomes

ẋ�t� = Acx�u� + Bdd�t� . �19�

This model therefore describes the response of the plant of
Fig. 2 both without control and under direct velocity feed-
back control with a feedback gain matrix. In the following
section we define the effort limited kinetic energy cost func-
tion which may be used to optimize the controller.

III. CONTROLLER DESIGN

We describe the performance of the system by the qua-
dratic cost function J given by

J = 

0

�

�e�t�TQe�t� + u�t�TRu�t��dt , �20�

where e�t� is the vector of error responses depicted in Fig. 2.
The first term of the cost function may be arranged to be
proportional to the total kinetic energy of the plate by setting
the error responses e�t� to be equal to the vector of system
states x�t� and selecting Q such that

x�t�TQx�t� =
Mp

8
ȧT�t�ȧ�t� . �21�

The second term of Eq. �20� is a weighted sum of the
squared control signals or control effort term, R being the
control effort weighting matrix of the form

R = rIN. �22�

The cost function may also be written as11

J = trace�KlF� , �23�

where Kl is the positive semidefinite solution of the continu-
ous Lyapunov equation

0 = KlAc + Ac
TKl + Q + CTHTRHC �24�

and F is a matrix representing the primary disturbance,
which for the case described in the previous section is given
by

F =
16

Mp
2�

0M,M 0M,N 0M,N 0M 0M,N 0M,N

0N,M 0N 0N 0N,M 0N 0N

0N,M 0N 0N 0N,M 0N 0N

0M,M 0M,N 0M,N IM 0M,N 0M,N

0N,M 0N 0N 0N,M 0N 0N

0N,M 0N 0N 0N,M 0N 0N

	 . �25�

Levine and Athans12 derive an expression for the matrix
gradient of the cost function J with respect to the feedback
gain matrix H as

dJ

dH
= 2RHCLCT − 2Bu

TKlLCT, �26�

where L is the positive definite solution of

0 = LAc
T + AcL + F . �27�

A more complete derivation of these results may be
found in Ref. 12. In order to optimize the gain matrix H the
matrix gradient of Eq. �26� is evaluated based upon some
initial gain matrix H0. The gain matrix is then updated by
traversing the cost surface in the direction defined by the
gradient matrix and by a predetermined step size in order to
produce a gain matrix with a lower associated cost. Should a
given step size result in a higher cost or an unstable system,
the step size is reduced. The algorithm terminates when the
step size falls below a set threshold. A full description of the
algorithm is presented by Engels et al.8 Although this tech-
nique has not been proved to converge on a global minimum
of the cost function it has been found in practice that the
same minimum is found regardless of the initial controller
H0 provided this controller is stable and the control locations
are not extremely close together.13 For simplicity therefore
we shall hereafter refer to the process of cost function mini-
mization as optimization and the resulting controller as opti-
mal. In this paper we are concerned with a decentralized
controller in which the collocated velocity sensors and force
actuators are connected in local feedback loops. The corre-
sponding feedback gain matrix is therefore diagonal and as
such all off-diagonal terms of the gradient matrix in each
iteration of the optimization are set to zero prior to updating
the feedback gain matrix.

The plate model used throughout is based upon a thin
aluminum plate with clamped boundary conditions. The plate
properties are presented in Table II. Note that all modes up to
the frequency fmax=1100 Hz have been used in the formula-
tion resulting in 53 individual modes. Control is achieved via
24 equally spaced sensor/actuator pairs arranged on the plate
as depicted in Fig. 4. The cost function described by Eqs.

TABLE II. Table of plate properties.

Property Description Value

lx Length 0.8 m
ly Width 0.5 m
h Thickness 0.002 m
� Density 2720 kg/m3

M Number of modes accounted for 53
fmax Natural frequency of highest mode 1100 Hz

FIG. 4. Schematic of the plate showing the positions of the 24 sensor/
actuator pairs.
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�20�–�22� is minimized for various control effort weightings
r, resulting in a set of feedback gain matrices with associated
control effort and kinetic energy.

For each optimal controller we also present the results of
a decentralized controller in which all gains are equal such
that

H = hIN, �28�

where h is chosen to be the mean of the diagonal elements of
the optimal gain matrix. It should be noted that for some
optimal controllers with large associated control effort the
corresponding controller with equal gains results in instabil-
ity and as such is not presented. The reasons for the instabil-
ity are discussed in the following section. Figure 5 shows a
plot of the control effort against the change in kinetic energy
relative to the passive system for optimal controllers ob-
tained by minimizing Eq. �20� with various values of r and
the equivalent equal gain controllers. It is clear from this plot
that the optimal decentralized controller performs almost
identically to the controller with equal decentralized gains.
This is consistent with the observation that the difference
between the largest and the smallest of the gains of the op-
timal decentralized gain matrices, i.e., the range of gains, is
always less than 30% of their mean. It is however interesting
to note that as the control effort weighting is reduced the
range of gain values increases considerably, the lowest gains
being associated with control loops in the center of the plate
and the highest associated with those at the edges. For such
controllers the range of gains approaches 140% of the mean.
Also plotted in Fig. 5 is the control effort and kinetic energy
of the equal gain controller in which h has been chosen to be
the highest possible value for which the system remains
stable. Thus, for all but the greatest reductions in kinetic
energy which require very large control efforts, it is reason-
able to employ a control strategy in which each local loop
has an identical gain.

With this in mind we proceed with the equal gain con-
troller and plot the kinetic energy frequency response of the
plate without control and under control for values of h be-

tween approximately 3 and 62 which correspond to the
points of Fig. 5 having control efforts between 16 and
1300 N2. The frequency responses are plotted in Fig. 6 over
two frequency ranges. We observe that while good control of
the plate modes is achievable as the gain is increased, the
kinetic energy of the plate between 5 and 15 Hz is signifi-
cantly increased. The frequency at which this enhancement is
observed corresponds to the resonance of the actuator proof
mass and results in the eventual instability of the system for
h�62. This phenomenon is analyzed in the following sec-
tion.

IV. STABILITY CONSIDERATIONS

In order to discuss the reasons for the observed condi-
tional stability of the equal gain controller it is convenient to
formulate a model of plate and actuator system in the
Laplace domain using impedance/mobility methods. The
vector of velocities at the control locations may be described
in terms of the plate mobility as

FIG. 5. Plot of control effort vs change in kinetic energy for optimal decen-
tralized controllers ���, corresponding controllers of the form hIN ���, and
the hIN controller with the maximum stable value of h ���.

FIG. 6. Kinetic energy frequency responses for the uncontrolled plate �—�
and with control for h=3 �– – –�, h=7 �–· – �, h=17 �—�, h=43 �- - -�, and
h=62 �̄ · ¯ �. Results are presented in the frequency range up to 200 Hz
�a� and limited to 50 Hz �b�.
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y�s� = yd�s� + �p�s�ft�s� , �29�

where yd�s� is the Laplace transform of the vector of plate
velocities at the control locations due to the disturbance input
d�t�, �p�s� is the plate mobility matrix, and ft�s� is the
Laplace transform of the vector of forces acting on the plate
due to the actuators ft�t�. This vector may be expressed in
terms of the passive and active response of the actuator, thus

ft�s� = Ga�s�u�s� − Za�s�y�s� , �30�

where Ga�s� is the transfer function matrix of the actuators,
u�s� is the Laplace transform of the control signal vector
u�t�, and Za�s� is the actuator input impedance matrix. In the
calculation of Ga�s� and Za�s� the actuators are modeled as
previously including the dynamics of the actuator fixative.
Note that in the case of identical actuators, Ga�s� and Za�s�
reduce to the scalar transfer functions multiplied by identity
matrices Ga�s�IN and Za�s�IN. Combining Eqs. �29� and �30�
then yields

y�s� = �IN − Za�s��p�s��−1yd�s�

+ Ga�s��IN − Za�s��p�s��−1�pu�s� . �31�

The feedback control system may thus be depicted as in Fig.
7, where

Gp�s� = �IN − Za�s��p�s��−1�p, �32�

and

d�s� = �IN − Za�p�−1yd�s� . �33�

Note that in this model the input to Gp�s� is a vector of point
forces acting on the entirely passive system consisting of the
plate and undriven actuators and the output is a vector of
collocated velocities. As such, if Gp�s� were to be the plant
response in a decentralized control system, the system would
be unconditionally stable. The instability observed previ-
ously must therefore be dictated by the actuator transfer
function Ga�s�. The frequency response of a single actuator,
Ga�j��, is plotted in Fig. 8. It is clear that at frequencies
above the natural frequency, at approximately 12 Hz, the
transfer function approaches unity. Therefore the possibil-
ity of instability reduces with increasing frequency. The
tendency of the system to go unstable then is due to the
response of the actuator at low frequencies. In particular,
this instability is due to the phase shift that occurs at the
actuator resonance frequency.

In the single channel case the stability of the system may
be investigated by plotting the frequency response function

Gp�j��Ga�j�� in the Nyquist plane as in Fig. 9. It is clear
from this plot that the resonance associated with the actuator
proof mass causes a loop on the left-hand side of the Nyquist
plane and thus the gain margin of the system is finite. Not
only does this place a limit on the maximum permissible
gain in an output feedback configuration before instability,
but also has important implications in extending the system
to multiple channels.

In closing the feedback loop, the plant response at fre-
quencies for which the open loop transfer function satisfies

�1 + Ga�j��Gp�j��h� � 1, �34�

will not be attenuated but enhanced. In terms of the Nyquist
plot of Fig. 9, any part of the locus which is inside the unit
circle centered on the point −1, 0 will be enhanced by clos-
ing the loop. This has important implications when extending
the system to multiple channels since subsequent channels
will not only see a plant with a greater magnitude response at
the actuator resonance but will also act to enhance the re-
sponse seen by the existing actuators. This coupling of the
actuators via the structure must be considered in the imple-
mentation of controllers using inertial actuators as it is not
enough to assume that because each individual channel is

FIG. 7. Schematic of control model derived by impedance/mobility analy-
sis.

FIG. 8. Actuator frequency response function Bode plot.

FIG. 9. Nyquist plot of the open loop transfer function for a single channel
controller.
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stable for a gain h, the equal gain multichannel system will
be stable with each loop taking the gain h. Indeed the gain
margin and therefore the maximum stable gain of the equal
gain multichannel system may be obtained using the gener-
alized Nyquist criterion. First, an eigenvalue analysis of the
open loop system is performed resulting in a set of eigenval-
ues and eigenvectors for each frequency. These are then
sorted based upon the ordering of the eigenvectors14 such
that the eigenvalues represent loci which evolve with in-
creasing frequency much as the scalar transfer function in the
single channel example. This is shown for the largest eigen-
value of the 24 channel system in Fig. 10. The frequency at
which the locus of the largest eigenvalue crosses the negative
real axis, 10.5 Hz, is the frequency at which the greatest
increase in the plate kinetic energy is observed in Fig. 6
and is also close to the natural frequency of the actuator.
The gain margin of the equal gain controller is then as-
sessed by taking the reciprocal of the absolute distance
between this largest eigenvalue locus at the negative real
axis and the −1,0 point. By performing the gain margin
calculation for a unit controller one obtains the maximum
stable gain h for the controller of the form given by Eq.
�28�. In this way we may plot the maximum stable gain of
the multichannel equal gain controller as a function of the
number of control loops, as shown in Fig. 11. The sensor/
actuator locations used for each datum are based on an
increasing subset of the locations described in Fig. 4 each
addition to which is chosen randomly. It is clear from Fig.
11 that as more control loops are added to the system, the
gain margin decreases significantly. In order to see how
this reduction in relative stability affects the performance
of the controller the reduction in the total kinetic energy
of the plate is calculated for a controller with a 6 dB gain
margin. The gain used in each controller is calculated by
halving the maximum stable gain of each controller pre-
sented in Fig. 11. The performance for a fixed gain margin
is plotted as a function of the number of actuators in Fig.
12. The two data sets correspond to the total effect of the

control system including the change in kinetic energy due
to the passive effect of the actuators and the change due to
feedback alone. Interestingly we observe that as the num-
ber of actuators is increased above 12, the additional re-
duction in kinetic energy due to closing the control loops
is actually reduced. We note from the discussion of the
previous section, however, that by optimizing the gains of
the decentralized controller the performance with many
channels could be improved over the equal gain controller
without compromising stability.

The stability of the multichannel control system, then, is
dependent on the loop of the largest eigenvalue loci which
appears on the left-hand side of the generalized Nyquist
plane. The size and orientation of this loop is described by
the product of the actuator dynamics and plate response in
the frequency range of the actuator resonance. Simulations
suggest that reducing either the plate response in this region
by, for example, increasing the separation of the actuator
resonance frequency and the natural frequency of the first

FIG. 10. A plot of the largest magnitude eigenvalue locus for the 24 channel
system.

FIG. 11. Plot of the maximum stable gain of the equal gain controller as a
function of increasing numbers of actuators, actuator locations are chosen to
be a subset of those presented in Fig. 4.

FIG. 12. Plot of the change in total kinetic energy of the plate due to active
control ��� and the total change due to both passive and active effects ���.

194 J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 O. N. Baumann and S. J. Elliott: Stability of decentralized multichannel controllers



mode of the plate or increasing the mechanical damping of
the proof mass suspension can significantly increase the per-
formance to relative stability ratio.

V. EXPERIMENTAL SETUP AND RESULTS

This section discusses the design and implementation of
a 24 channel decentralized velocity feedback controller using
inertial actuators for the reduction of vibration of a plate.

The plate was clamped by means of an aluminum box
section surround. This was designed with the assistance of a
finite element package which was used to ensure that the
natural modes of the surround were of significantly higher
frequency than the highest plate mode of interest. The plate
surround was then mounted on a large concrete block to
eliminate any low frequency, whole body vibration of the
structure. Figure 13 shows a photograph of the plate and
surround. The inertial actuators are commercially available15

and were attached to the plate using cyanoacrelate glue with
a layer of adhesive copper tape to protect the actuator sur-
face. They are driven with a multichannel constant current
amplifier. Velocity signals were obtained by integrating the
output of a Micro-Electro-Mechanical Systems �MEMS� ac-
celerometer with an analog integrator circuit consisting of a
first-order low pass filter with a very low frequency pole
providing a magnitude response which falls as 1 /� and
−	 /2 rad phase shift over the frequency range of interest. A
first-order high pass filter with a cut-on frequency of 0.3 Hz
was included to avoid very high gains and saturation of the
electronics at low frequencies. The primary disturbance was
achieved by means of an array of 16 loudspeakers each
driven by a separate noise source such that the sound field
acting on the plate is temporally and spatially uncorrelated.

The kinetic energy of the plate is approximated as the
sum of the velocity power spectra at the control locations
which, it can be demonstrated, is valid within the frequency
range of interest. Figure 14 shows the approximation to the
kinetic energy over two frequency ranges for the system
without control and under control of a decentralized equal
gain controller with five different gain levels. Comparison of
these plots with those of Fig. 6 shows relatively good corre-
lation, particularly in the resonant frequencies of the first few
plate modes. The increase in general level at low frequencies

not present in the simulations is attributed to the high gain of
the integrator circuit amplifying the sensor noise. Of impor-
tance to this paper is the fact that as the gain of the controller
is increased the kinetic energy associated with the modes of
the plate is significantly reduced, up to 18 dB at the first
resonance, whereas the kinetic energy at the actuator reso-
nance is increased. This increase in the plate response results
in instability if the gain is increased slightly above the high-
est value used to obtain the presented results. The instability
primarily results in the stroke saturation of the actuator proof
mass.

VI. CONCLUSIONS

This paper has introduced a time domain model of a
plate structure with multiple inertial actuators. This model
was then used to optimize the on-diagonal gains of a fixed
feedback gain matrix for various control effort weightings. It
was demonstrated that the performance of these optimal con-
trollers for a given control effort is no better than the most
simple decentralized controller in which each loop has an
identical gain. It was observed, however, that as the control

FIG. 13. Image of plate and supporting surround.

FIG. 14. Experimental results of the approximated kinetic energy over two
frequency ranges without control �—� and for increasing control gains from
lowest to highest: �– – –�, �–· – �, �—�, �- - -�, and �̄ · �̄.

J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 O. N. Baumann and S. J. Elliott: Stability of decentralized multichannel controllers 195



effort and hence the gain of the controller is increased, sys-
tems with the equal gain controller become unstable. The
mobility analysis of a single channel controller with an iner-
tial actuator reveals that the controller tends to increase the
response of the structure at frequencies around that of the
proof mass resonance eventually going unstable. The impli-
cation of this in extending the system to multiple control
loops, namely the coupling of proof masses via the structure,
was highlighted and results demonstrating that as the number
of control loops is increased the relative stability of the con-
troller is reduced were presented. It was also shown that for
the presented model the additional performance offered by
closing the feedback loops of the multichannel controller ac-
tually decreased as the number of control loops was in-
creased above 12. Finally the results of an implementation of
a 24 channel decentralized controller were presented and the
increase in the response of the plate at the actuator resonance
with increasing control gain was observed.
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In response to the continuing problem of noise induced hearing loss �NIHL� among mine workers,
the National Institute for Occupational Safety and Health �NIOSH� has conducted numerous noise
surveys in coal preparation plants. The research, consisting of worker dose monitoring, task
observations, and equipment noise profiling, was completed in eight separate preparation plants.
Worker dose monitoring was conducted for three shifts in most cases. Workers experiencing higher
than allowable doses were task-observed for one full shift to correlate dose to noise source�s�.
Finally, noise levels on all floors, and in lunch rooms and control rooms, were characterized. Results
indicate that only workers who routinely spend a significant portion of their shift in the plants �away
from the control rooms� are susceptible to overexposure from noise. Certain pieces of equipment
�screens, centrifuges, sieve bends� are the loudest primary noise sources responsible for the worker
noise exposures. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2372587�

PACS number�s�: 43.50.Jh, 43.50.Gf, 43.50.Qp �DKW� Pages: 197–205

I. INTRODUCTION

Prolonged exposure to noise over a period of several
years can cause noise induced hearing loss �NIHL�. While
NIHL is the most common occupational disease in the
United States today, with 30 million workers exposed to ex-
cessive noise levels,1 the problem is particularly severe in all
areas of mining �surface, processing plants, and under-
ground�. An early NIOSH analysis of NIHL in miners re-
vealed an alarming prevalence of severe hearing loss.2 For
example, by age 60, over 70% of miners had a hearing loss
of more than 25 dB, and about 25% had a hearing loss of
more than 40 dB. A more recent, 1996 analysis of NIHL in
miners, also performed by NIOSH, showed an apparent
worsening of NIHL.3 This recent analysis of a private com-
pany’s 20 022 audiograms indicated that the number of min-
ers with hearing impairment increased exponentially with
age until age 50, at which time 90% of the miners had a
hearing impairment.3 In addition to government researchers,
academics have reported that the “…policies and practices
for preventing occupational hearing loss among miners are
inadequate . . .”.4

The Federal Coal Mine Safety and Health Act of 1969
established requirements for protecting coal miners from ex-
cessive noise and subsequently, the Federal Mine Safety and
Health Act of 1977 broadened the scope to include all min-
ers, regardless of mineral type.5 Data from more than 60 000
full shift Mine Safety and Health Administration �MSHA�
noise surveys show that the noise exposure of selected min-
ing occupations has decreased since the 1970s, although the
percentage of miners considered overexposed under current
MSHA noise regulations remains high.6 MSHA found that

the percentage of coal miners with noise exposures exceed-
ing federal regulations, and unadjusted for the wearing of
hearing protection, was 26.5% and 21.6% for surface and
underground mining, respectively.

Despite the extensive work that ensued in the 1970s and
1980s, NIHL is still a pervasive problem, as outlined in Ref.
7. MSHA has published new Noise Health Standards for
Mining.8 One of the changes is the adoption of a provision
similar to OSHA’s Hearing Conservation Amendment.
MSHA concluded in a survey that if an OSHA-like hearing
conservation program were adopted, hypothetically, 78% of
the coal miners surveyed would be required to be in a hear-
ing conservation program.9 Other requirements of the new
regulations are a Permissible Exposure Level �PEL� of
90 dBA LTWA�8�, no credit for the use of personal hearing
protection, and the primacy of engineering and administra-
tive controls for noise exposure reduction.

Improvements in both mining and noise monitoring
equipment necessitate that new data be taken in order to base
noise control decision making. In many cases, the existing
data are specific to machine type and were obtained for char-
acterizing noise source sound power rather than exposure
assessment. There is also a great range in noise levels for a
given occupation. For example, noise levels for continuous
mining machine operators have a modal value of 90 dBA
and a range that varies from 80 to 105 dBA.10 Yet, at present,
there is insufficient information to explain this variation in
exposure for this and other mining occupations. Specifically,
noise level data are needed that provide a time exposure
history for workers in addition to information on noise
sources. Such information will provide the basis for targeting
and selecting engineering controls, in combination with ad-
ministrative controls and personal protection equipment, to
reduce noise exposures among the mining workforce.a�Electronic mail: jsv@pitt.edu
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This study presents a survey and assessment of noise
exposures in eight coal preparation plants from five states.
Results concentrate on the sources of noise exposure, both in
terms of occupations and plant location. Generalizations
about the extent of the noise problem in preparation plants as
well as the noise generating potential of the cleaning equip-
ment are drawn.

II. SURVEY METHODS

A four-phase approach was taken to analyze noise in
coal preparation plants, which included worker dose moni-
toring, task observations, equipment noise profiling, and re-
verberation time measurements. Each task is described in
greater detail in the following sections, along with informa-
tion on plant selection.

A. Plant selection

The number of coal preparation plants in the U.S. totaled
212 for the last census in 2000.11 The average plant capacity
is 1000 tons per hour �TPH�, with 57 plants exceeding
1000 TPH, and 10 exceeding 2000 TPH. A sample of eight
preparation plants with capacities between 300–2000 TPH
was chosen for this study. The plants were located across the
states of Pennsylvania, Kentucky, Virginia, Illinois, and West
Virginia. They are owned by five different major coal com-
panies that are members of the Noise Partnership, a consor-
tium that was formed to reduce NIHL in the mining industry.
The partnership includes members from government
�NIOSH�, regulation �MSHA�, industry �Bituminous Coal
Operators Association �BCOA��, labor �United Mine Work-
ers of America �UMWA��, and professional associations.
Participation in the surveys was voluntary for the plants, but
100% of the plants contacted participated.

B. Equipment and process

Nearly all coal preparation plants employ the same basic
coal cleaning processes of crushing, screening, separation,
flotation, and dewatering �drying�. In general, the raw feed
enters the plant on one of the upper floors, and flows down-
ward by gravity through the cleaning process. Eventually, the
clean coal and waste are deposited on separate belts on one
of the lower floors for removal to the clean coal storage area
and refuse area, respectively. Finally, the bottom floor usu-
ally contains the sumps and pumps used to recycle water and
separation media back to the appropriate equipment on the
upper floors. Specific equipment found in most of the plants
included sieve bends, magnetic separators, froth flotation
cells, banana screens, drain and rinse screens, deslime
screens, heavy media cyclones, coal spirals, centrifuges,
clean coal and refuse conveyors, crushers, heavy media ves-
sels, vacuum filters, and pumps. In addition, since com-
pressed air is used in the cleaning process, the plants have
compressor rooms.

C. Dosimetry

Quest model Q-400 dosimeters were mounted on work-
ers just prior to the start of the shift. Microphones were in-

stalled at mid-shoulder as recommended by MSHA,12 and
contained a wind screen. The Q-400 is a type II instrument
and has two independent dosimeters that were programmed
to log A-weighted LAV ,LMAX,LMIN, and LPK �Ref. 13� at 10-s
intervals. One dosimeter was set to record the MSHA per-
missible exposure limit �PEL� and the other measured the
8-h, A-weighted, equivalent sound level, LAeq8, which could
be used for subsequent analyses. LTWA�8� represents the
A-weighted constant sound level that over 8 h would result
in the recorded shift dose.13 The MSHA PEL uses a 5 dB
exchange rate �ER�, a 90 dBA criterion level �LC�, a 90 dBA
threshold �LTH� level, and an 8 h criterion time, TC. Thus, a
full day’s exposure �100% dose� would occur if a worker is
exposed to a steady noise at the 90 dBA criterion level for

8 h. Mean shift time, T̄, and dose, D̄, were computed for the
measured data. The mean LTWA�8� was computed from the
average dose as

LTWA�8� = LC + Q log� D̄

100
� , �1�

where LC=90 dBA is the criterion level, Q
=log�ER� / log�2� or 16.61 for the 5 dB ER. Since shift
times varied from plant to plant, the average LAV was also
computed as

LAV = LC + Q log� 8D̄

100T̄
� . �2�

The above means were used to compute following standard
deviations: SLTWA�8�

,ST, and SLAV
.

Asymmetric standard deviations for dose were com-
puted from LTWA�8� values as

SD
± = �100T̄

TC
�10�LTWA�8�±SLTWA�8�

−LC�/Q. �3�

This unconventional practice prevented the dose dispersions
from being negative, as would occur if computed in the usual
way. The M samples of LAV data were also postprocessed to
produce cumulative dose plots for each shift as

D�k� = 100
TS

TC
�
i=1

k

10�LAV�i�−LC�/Q, �4�

where TS=10 s is the sampling time, and i ,k are discrete
time indices.

D. Task observations

Detailed time-at-task observations were conducted for
each job classification. Note that for most jobs, the worker is
required to move throughout the plant performing various
tasks. A crew of technicians and mining engineers monitored
three shifts for each job classification. As the worker moved
or changed activities, the shift time and activity were logged,
along with any comments from the observer. The observation
resolution can be as fine as 10 s, as with the dosimeter log-
ging. These observations were later used to determine the
noise exposures for certain activities as well as exposures
within the plant.
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E. Equipment noise profiling

Sound level measurements �Leq� were made throughout
the plant in order to determine the distributed noise levels. A
measurement grid was established, with measurements oc-
curring approximately every 1.5–6 m, depending upon the
density of the noise sources within the floor. Two different
instruments were used to measure data: Quest model 2900
�type II� sound level meters �SLM� and/or a Brüel and Kjær
�B&K� 2260 investigator �type I�. Measurements typically
included A-weighted, C-weighted, and linear overall sound
levels and linear 1/3-octave band levels, which were
A-weighted in postprocessing. The instruments were
mounted on a tripod, with the microphones 1.5 m from the
floor �approximate ear height�, angled at 70° from horizontal,
and facing the noise source as per the manufacturer’s recom-
mendations. A slow response time with an averaging time of
30 s was also employed. The instruments were field-
calibrated at the start and end of each shift and undergo
annual NIST-traceable calibrations. Postprocessing included
spatially interpolating linear sound pressures to create noise
contour plots, and determining the average Leq in the vicinity
of specific types of equipment. Sound levels were taken from
grid points nearest to the equipment, typically within a few
meters. Average values were computed from linear Leq quan-
tities as was done in Eq. �2�. Standard deviations are com-
puted from the dBA levels.

F. Reverberation time measurements

Reverberation time measurements were conducted in
two typical plants while they were shut down for extended
maintenance. The measurements could be used to determine
whether treating walls of the plant with absorptive materials
could be expected to significantly reduce the noise levels in
the plant. Tests were completely automated in accordance
with the ISO-140 standard14 by the BZ7404 building acous-
tics software package installed on the B&K 2260 Investiga-
tor. A B&K 2716 bridging amplifier drove the B&K 4296
omnidirectional sound source in order to generate high levels
of pseudorandom noise at one location of the plant floor. At
another floor location, the B&K 2260 Investigator measured
the decay in all 1/3-octave bands after abruptly switching off
the noise source. The instrument measures either T20 or T30

reverberation times �time for the noise to decay 20 or 30 dB,
respectively, in each 1/3-octave band� and extrapolates to the
more characteristic T60 reverberation time �time to decay by
60 dB�. Three combinations of source/receiver locations
were measured on each floor where either the source or the
receiver was moved between measurements.14 At each
source/receiver location a total of 5 decay times were mea-
sured and averaged together by the instrument to find the
average T60 time.

The Sabine formula15 was used to compute the overall
change in reverberation times when absorptive treatments
covered varying percentages of the walls. These were con-
verted to the Sabine absorption coefficient, �, by also taking
into consideration the room volumes and surface areas. Next
the room constants, both with �R1� and without �R0� acous-
tical treatments, were computed from the absorption coeffi-

cients. Assuming distances far from the source, the theoreti-
cal maximum reduction in sound pressure was computed as

�LP � − 10 log�R1

R0
� . �5�

III. SURVEY RESULTS

A. Coal preparation plant characteristics

All the plants were of similar construction; steel I-beams
covered by either single ply corrugated steel sheeting or two-
ply sheeting with insulation in between the plies, and con-
crete or steel grating floors. Table I summarizes the specific
characteristics of each plant, including raw feed capacity,
reject �rock�, number of floors, and total square footage. Re-
ject is potentially important since rock is harder than coal
and thus typically produces more noise.

B. Worker classifications

In general there are four specific job classifications. The
first class of worker is the “control room operator,” who is
positioned in the enclosed control room and is surrounded by
video monitors and alarms. Typically, this person remains in
the control room the entire shift. A second classification is a
“mechanic/electrician.” This worker is responsible for equip-
ment maintenance throughout the plant and surrounding fa-
cilities. His time in the plant varies depending on plant main-
tenance needs during a particular shift. The worker that
typically spends the entire shift, except for lunch and breaks,
in the plant is the “plant attendant.” This worker’s duties can
be located throughout the entire plant or on specific floors.
This person is generally responsible for checking equipment
operation, making measurements of process variables, and
cleaning. The fourth job class is the “utility worker” whose
job is to help the plant attendants or mechanic/electricians.
Effort was made to determine the total number of workers in
each occupation class for the eight plants, and is presented in
Table II. Note that the same workers may have been sur-
veyed across different shifts. Also, if a sample was consid-
ered atypical �e.g., partial shift monitoring�, it was not in-
cluded in the analysis.

TABLE I. Characteristics of coal preparation plants surveyed.

Plant
No. State

Raw feed
�TPHa�

Reject
�%�

No. of
floors

Total floor
area, �ft2�

1 PA 1000 31 8 58 200
2 WV 2000 52 6 81 850
3 PA 2000 33 12 142 650
4 VA 1000 27 7 63 350
5 PA 1000 21 10 51 400
6 KY 300 38 5 15 505
7 KY 2000 51 5 75 084
8 IL 1500 38 5.5 31 582

aTons per hour.
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C. Worker noise exposure

Table III provides a statistical summary for three of the
job categories, including the number of samples, N, mean
dose, and asymmetric standard deviation of dose. The
Mechanic/Electrician job class did not have enough samples
�N=3� to be statistically relevant, and hence statistical data
are not reported for this class.

D. Noise profiles

The noise was categorized as continuous with high over-
all levels generally experienced throughout the plant. Figure
1 presents a noise contour plot of the overall A-weighted Leq

measurements from a representative floor. Levels are consis-
tently high and range from 95 to 100 dBA, as indicated by
the scale to the right of the figure. Figure 2 is an example of
a much larger floor, with varying-noise levels �87–104 dBA�
and a specific area of higher noise caused by a group of
clean-coal screen-bowl centrifuges. Each plant typically had
one or two floors with more modest levels �90 dBA� of
noise. A fairly typical 1/3-octave band spectrum of the noise
in the vicinity �within 1–2 m� of a raw coal screen is shown
in Fig. 3, where the linearly weighted data are represented by
the black bars and the A-weighted data are represented in
grey. Screens are found to have very relatively high sound
levels.

Figure 4 provides information on the average equivalent
sound levels recorded in the vicinity of various pieces of
equipment surveyed in the plants. They are sorted from qui-
etest to loudest. The equipment type and total number of
unique locations within the eight plants where each type of
equipment was found �N� are given in the x axis labels. Stan-
dard deviations are also included on the plot where appropri-
ate.

E. Dose/source relationships

The logged LAV values recorded by the dosimeter were
converted to a cumulative dose plot using Eq. �4�. The re-
sulting plots were then annotated using the information ob

-tained from the task observations. A representative cumula-
tive dose plot for a utility man serving as a plant attendant is
shown in Fig. 5 and a cumulative dose plot for a mechanic is
provided in Fig. 6. No equivalent plot is given for the control
room operator, since their exposures are generally small.

F. Reverberation time and noise control

The measured areas and volumes for the six measured
floors are given in Table IV. Each floor varies in the number
and type of equipment, as well as room surface area and
overall volume. It is typical for floor plans to get smaller
with respect to the building height. Also given in the last
column of Table IV, is the range for the average absorption
coefficient for each floor in the bandwidth of 250–4000 Hz.
Figure 7 graphically depicts the T60 and absorption coeffi-
cient calculations across the 1/3 octave bands for one of the
floors.

Sample calculations based on Eq. �5� were made to de-
termine the potential effectiveness of adding absorptive ma-
terials to the walls of the six measured plant floors. The
results were predicted from applying an EAR E-100SM
aluminum-faced, urethane-foam, absorbing-material to vari-
ous percentages �15%, 40%, and 60%� of floor surface areas.
The absorption coefficients for the material are 	0.81, 0.61,
0.73, 0.71, 0.69
 in the 	250, 500, 1000, 2000, 4000
 Hz
1/1-octave bands, respectively. In many cases much of the
ceiling and wall area was amenable to being covered with
material, making the 60% area coverage practical. Predicted
reductions range from 0.9 to 10.6 dB across the bands. The
reductions were then arithmetically averaged across the 250–
4000 Hz 1/1-octave bands and are presented in Fig. 8.

IV. DISCUSSION

Dose and noise survey data from the eight coal prepara-
tion plants suggest that overexposures to noise can easily
occur, particularly in plant attendants. Plant attendants are
found to experience significantly higher exposures than other
job categories when examining the data given in Table III.
The mean value nearly equals the citable range and one stan-

TABLE III. Data summary for job classes.

Job class N D̄�%� SD
+ �%� SD

− �%� T̄i �h� LTWA�8� �dBA� LAV �dBA�

Plant attendant 22 129 165 101 8:49 91.1 92.0
Control room operator 7 25.4 60.6 17.9 10:23 80.1 78.2
Utility man 7 66.6 102 39.6 9:31 85.5 85.8

TABLE II. Plant jobs surveyed by plant.

Number of employees �number surveyed�

Occupation Plant 1 Plant 2 Plant 3 Plant 4 Plant 5 Plant 6 Plant 7 Plant 8 Total

Control Rm. Oper. 3�0� 3�1� 4�1� 3�0� 4�1� 3�2� 3�1� 2�2� 25�8�
Elec./Mech. 6�0� 4�0� 17�3� 9�0� 21�0� 1�0� 3�0� 2�0� 63�3�
Utility Man 9�0� 3�0� 9�4� 9�0� 8�1� 0�0� 1�0� 2�3� 41�8�
Plant attendants 3�1� 9�3� 3�3� 3�2� 4�3� 3�2� 19�7� 2�4� 46�25�
Total Workers 21�1� 19�4� 33�11� 24�2� 37�5� 7�4� 26�8� 8�9� 175�44�
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dard deviation is more than double the citable dose. Citations
are not issued until the dose exceeds 132%, allowing for the
type II accuracy �2 dB� of most noise dosimeters. In con-
trast, it is found that the control rooms can be considered a
“quiet area,” having only a 22.4% average dose with a posi-

tive standard deviation of 60.6% such that �D̄+SD
+ ��132%.

The highest recorded dose for all eight control room opera-
tors is 99.6%, which also occurred for the longest shift of
12:26 �hours:minutes�. In addition, this particular subject
was atypical in that he had responsibilities that required him
to periodically leave the control room and work in noisier
environments. The doses for all utility men surveyed were all

FIG. 1. Example of a high noise floor
containing drain and rinse �D&R�
screens �Plant 5�.

FIG. 2. Example of a varying noise
floor.
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below 105% and averaged 63.5%. Doses within a single
positive standard deviation are just below the 132% citable
level.

Some of the variability in doses was a result of the vary-
ing shift durations. Some plants work a standard 8 h shift,
while others work a 12 h shift. This fact was reflected in the
relatively large standard deviations in shift durations for the
control room operator �2:04�, plant operator �1:59�, and util-
ity man �2:11�. The three mechanics surveyed all worked 8 h
shifts, producing a relatively low standard deviation of 0:09.
The time-weighted averages given in Table III provide a nor-
malized representation of the measured doses, since they
were defined as the equivalent continuous 8 h exposure lev-
els that would result in the recorded shift dose. A 100% dose
is equivalent to LTWA�8�=LC=90 dBA. LAV measurements are
independent of measurement duration and may be compared
across work shifts of different lengths. Note that LAV

=LTWA�8� for a 100% dose over an 8 h shift and LAV

�LTWA�8� for shifts under 8 h and vice versa.
The high variability in the noise dose data �60.6%

�SD
+ �411% � for each job suggests that the practice of

single-shift monitoring is not adequate for characterizing
doses for coal preparation plant workers. The variance can be
attributed to several factors including plant processes, shift
time, plant location, equipment serviced, individual worker
traits, production, age of the plant, and plant construction.
Another important variable that must be taken into consider-

ation was the quality of plant maintenance �e.g., effects of
“squeaky belts”�, which was found to vary considerably be-
tween plants. Equipment noise levels were found to be ap-
proximately 8 dBA higher in two such cases. With the ex-
ception of shift time, no attempt was made to quantify the
effects of these variables.

The characterization of noise sources in the plants was a
complicated task for several reasons. First, the large number
of pieces of equipment and their close proximity to each
other made separating specific noise sources difficult at
times. Next, the openness of the building allowed noise to
propagate between floors. Finally, the measured noise came
from multiple air-borne and structure-borne paths. Air-borne
noise was present as direct noise, generated by the equip-
ment, the process, and motors, and as reflected noise from
the reverberant field �building walls, floors, etc.�. Structure-
borne noise paths resulted from equipment vibration and
transfer of that vibration to the buildings structural compo-
nents, which in turn radiate into the surrounding area. Noise
profiles consisting of area noise sampling on noise contour
plots for all plant floors revealed areas of high and low noise
levels and permitted identification of the equipment gener-
ally responsible for the noise. Although levels varied consid-
erably throughout the plant, the patterns of noise in any one
location were judged to be stable.

Figure 4 provides information about the range of sound
levels within the working area surrounding a particular type

FIG. 3. Linear and A-weighted 1/3-octave bands mea-
sured near raw coal screens.

FIG. 4. Average overall equivalent sound levels in the
vicinity of various types of mining equipment with 90
percentile confidence bounds shown.
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of equipment. Average equivalent sound levels measured in
the vicinity of all pieces of equipment are �90 dBA, except
the control room and the motor control center/electrical
rooms �unmanned�. Thus, spending an 8 h shift in close
proximity to most all coal processing machines would result
in 100% or more dose accumulation. Eleven of the machines
produce overall sound levels above 95 dBA and two are
above 100 dBA �sieve bends, 106.5 dBA and a coal silo fan,
108.2 dBA�, which would accumulate dose at a much greater
rate.

Noise contour plots were provided to the management of
each plant. This information can be used to develop a plan
for engineering or administrative controls that will mitigate
or avoid worker exposures to these areas. Figures 1 and 2
illustrated that levels tend to be generally high enough
throughout the plant, and that there are a few “quiet” areas
within the plants where workers could spend a whole shift
without overexposure. The wide range of levels �87–
104 dBA� in Fig. 2 and the specific area of higher noise near
the centrifuges at the top of the figure illustrate that the noise
from one type of equipment can influence the sound field in
the adjacent area containing quieter equipment. Where such
influence was obvious, data were omitted from the averages
in Fig. 4, but otherwise the effects would be difficult to quan-

tify, since the continuous circuit operation of the plants does
not permit equipment to be operated individually while
loaded with coal. Overall A-weighted levels can easily ex-
ceed 100–110 dBA in the vicinity of equipment requiring
attention, illustrating the importance of properly maintaining
equipment.

The typical 1/3-octave band noise spectrum given in Fig.
3 illustrates that the noise was dominant in the low-
frequency bands, particularly the 16 and 31.5 Hz 1/3-octave
bands, which are the subharmonic and driving frequency of
most electric motors throughout the plant. Linearly weighted
sound levels on most floors were routinely over 100–110 dB
in the 16 and 31.5 Hz bands. While this high amplitude,
low-frequency sound can be uncomfortable, it is the
A-weighted sound that is currently used to predict NIHL.13,16

The A-weighted machinery noise has the highest contribu-
tions from 500 to 4000 Hz, which are also the bands that are
most contributive to hearing loss.

The cumulative dose plots in Figs. 5 and 6 corroborate
that dose is accumulated at the highest rates when working in
the vicinity of equipment. No accumulation of dose indicates
that the noise levels were below the threshold for the MSHA
PEL. The utility man in Fig. 5 spent much of his shift on
floors 1 and 2, and received a similar rate of dose while on
each floor, albeit at a higher dose while unclogging drains
between 11:00 and 11:50 and 1:00 and 1:35. Although the
mechanic in Fig. 6 received only an 18% dose, the plot re-
veals that he received nearly 45% of his dose while repairing
the raw coal crusher on floor 9 and approximately 25% while
greasing belt rollers on floors 11 and 12. Had he spent more
time in these or other loud areas, his shift dose would have
been considerably greater.

Reverberation time measurements �Table 4� may also be
helpful in determining if treating the entire plant would be
helpful for reducing noise levels and exposures. Of the six
floors, floor 5 from the first plant �data not presented� had the
highest absorption coefficients �0.185–0.372�, which was
partially attributable to a layer of sand that had accumulated
from sandblasting activities. The second plant had smaller
absorption coefficients in general ��̄� �0.087–0.197�� than
the first plant ��̄� �0.148–0.372��. Floor 10 of the second
plant was the acoustically hardest floor, with absorption co-
efficients ranging from 0.087 to 0.141. The 1/3-octave mea-
sured T60 and �̄ spectrums for this floor are given in Fig. 7.
Note from Fig. 7 that the reverberation time decreases and

TABLE IV. Surface areas, volumes, and average absorption coefficients for
each measured floor.

Plant Floor
Surface

area �m2�
Volume

�m3�
Avg. absorp. coeff.

�0.25–4 kHz�

3 5 4400 9400 0.185–0.372
3 8 2300 3900 0.148–0.280
3 11/12 1500 2700 0.150–0.187
5 3 970 1040 0.103–0.197
5 7 1100 1400 0.119–0.182
5 10 1100 1400 0.087–0.141

FIG. 5. Cumulative dose plot for utility man.

FIG. 6. Cumulative dose plot for mechanic.
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the absorption coefficient increases with frequency, since ab-
sorptive materials, whether inherent or introduced, work best
at high frequencies.

The plant floors were found to be acoustically “hard” to
“medium,” and thus some improvements in noise levels were
expected with treatments. Figure 8 shows that predicted re-
ductions can be as high as 8.5 dB. The large predicted reduc-
tions are encouraging, however reductions from adding ab-
sorptive materials rarely exceed 3–5 dBA in practice.17

Better control than expected was predicted at lower octave
bands, a result of the good low-frequency performance of the
treatment material and relatively small initial absorption co-
efficients in those bands. Any absorptive materials selected
must hold up to harsh, industrial conditions and meet flam-
mability requirements governed by MSHA.

V. CONCLUSIONS

Noise levels and worker noise exposures in eight coal
preparation plants were assessed as part of a cross-sectional
survey of noise in the mining industry being conducted by
NIOSH. Assessment techniques included noise dosimetry,
task observations, contour mapping of noise fields, and re-
verberation time measurements. The maps were provided to
plant management to be incorporated into their noise man-
agement programs. Overall noise levels were found to range
from 75.9 to 115 dBA throughout the plant. The open con-
struction of the plant provided many direct paths for noise to
propagate between floors. Most areas of the plant �except
control rooms, electrical rooms, and motor control centers�
were found to have noise levels in excess of 90 dBA, sug-
gesting the noise overexposure will occur if a full 8 h shift is
spent within the plant. Plant maintenance was found to be an
important concern, with A-weighted levels increasing by
8 dB in two cases as a result of squeaky belts or bearings.
These results are corroborated by the dosimetry and task ob-
servations of individual workers, although much higher dose
accumulation rates occur when proximal to equipment. For
most occupations, the shift-to-shift variability in noise dose
is large. Most of the variation is due to differences in expo-
sure levels as the worker moves about the plant or shift
lengths �8 h versus 12 h shifts�. Depending upon a worker’s
location, the average dose accumulation rates varied between

0.25–31% /h with instantaneous values being much higher.
Two of the four plant worker categories �plant attendant and
mechanic/electrician� had reported shift doses above 132%
�the MSHA citable level�. The high variability in dose indi-
cates that the current practice of partial or single shift moni-
toring for compliance may not adequately characterize
worker noise exposures. Reverberation time �T60� measure-
ments were performed on six floors from two representative
plants. Floors were found to be fairly acoustically “hard,”
suggesting that absorptive-treatments may provide signifi-
cant control.
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Porous layer impedance applied to a moving wall: Application
to the radiation of a covered piston
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Modeling a porous layer mounted on a vibrating structure using acoustic impedance is investigated
in this paper. It is shown that the use of surface impedance usually measured with the impedance
tube method can provide an inaccurate estimation of the acoustic pressure radiated by the covered
structure. The paper focuses on the derivation of an impedance, denoted the “transfer impedance,”
which describes accurately the dynamic movement of the porous layer. Biot’s theory is used in the
model to account for deformations in the thickness of the layer. Experimental validation is
performed using a circular piston covered by a foam or a fibrous layer, radiating in an infinite half
space. The radiation model including the transfer impedance shows close agreement with
experimental data. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2359233�

PACS number�s�: 43.50.Gf, 43.40.Rj, 43.20.Rz �KA� Pages: 206–213

I. INTRODUCTION

The reduction of the sound radiated by vibrating struc-
tures is usually performed using covering materials. If the
structure is immersed in a heavy acoustic fluid, as in marine
applications, the covering decouples the surrounding fluid
from the vibrations of the structure due to deformation in the
thickness.1–3 In the case of light surrounding fluid, as in
building or transport applications �car, aircraft, train�, porous
materials such as polymer foams and fibrous materials are
widely used because they provide sound absorption and ra-
diation attenuation due to interaction between the porous
frame and the saturating fluid.4

The behavior of a layer attached to a vibrating structure
can be described by using a simple model based on an im-
pedance formulation. This model, known as “locally react-
ing,” assumes that the motion at a point of the covering
surface is independent of the motion of any other point of the
surface area. When considering immersion in an acoustically
heavy fluid,5,6 this impedance is usually written in the form

Zt =
p

vp − v
, �1�

where p is the pressure exerted by the fluid on the fluid-
covering interface, v the velocity of the same covering sur-
face and vp is the velocity of the base plate �equal to the
velocity on the other covering surface�. In these studies, the
covering is assumed to behave like massless distributed
springs and the impedance is derived only by means of its
thickness and bulk modulus. This simple model does not
account for wave effects in the layer; however, it provides a
good description of the main vibratory phenomena.

For acoustic radiation problems relating to vibrating
structures immersed in light fluid, the impedance formulation
is frequently used because of its apparent simplicity. How-

ever, according to the authors’ knowledge, a clear ambiguity
appears regarding the definition of the impedance to be ap-
plied to the moving structure. For example, in their book,
Morse and Ingard7 give an expression for the far field radi-
ated pressure of a nonrigid boundary plane. The active and
passive regions of the boundary plane are characterized by
the same acoustic impedance which is defined as the struc-
ture reaction to an incoming pressure wave. This impedance
is usually called the surface impedance and is given in the
following form:

Zs =
p

v
, �2�

where p and v are, respectively, the acoustic pressure and the
particle velocity at the nonrigid boundary surface.
Mangulis8,9 has already pointed out that the active and pas-
sive regions of a nonrigid plane should not be characterized
by the same impedance. The case of a circular piston set in
an infinite baffle was investigated, considering the character-
istic impedances as vibratory impedances defined in terms of
their mass per unit area. The same ambiguity in the defini-
tion of the acoustic impedance exists for applications dealing
with porous coverings. Suzuki, Maruyama, and Ido,10 inves-
tigated the effect of porous coverings on the pressure radi-
ated by vibrating structures in a vehicle cabin in terms of an
acoustic impedance as in the form of Eq. �2�. In the case of
porous coverings, p and v of Eq. �2� are the pressure and the
normal component of velocity in the free air close to the
front face of the material. This impedance applied to a po-
rous layer is generally experimental data which can be obtain
using a common method such as an impedance tube.11 How-
ever, by using this impedance, the moving boundary condi-
tion on the vibrating surface is not taken into account. In the
same way, Piot, Ville, and Auger12 modeled the behavior of
an absorbent material in dynamic conditions using the sur-
face impedance Zs. More recently, Shao and Mechefske13

used a surface impedance independent of the frequency to
account for absorbing materials mounted on vibrating cylin-
drical ducts, but, as in the previous models, the moving

a�Author to whom correspondence should be addressed; electronic mail:
olivier.doutres@univ-lemans.fr
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boundary condition is not clearly demonstrated in that case.
The problem considered in this paper focuses on the

ambiguity of acoustic impedance applied to a porous mate-
rial attached to a moving structure. An impedance as in Eq.
�1�, usually used for heavy fluid configurations, is imple-
mented in the case of a covered boundary moving in a light
acoustic fluid: the moving behavior of the covering is taken
into account. The first part of the paper presents the acoustic
boundary conditions linked to the impedances Zs and Zt.
Then, both impedances are derived for two kinds of porous
material commonly encountered in industrial applications.
Both materials differ by their mechanical properties: one is a
relatively rigid foam layer and the other, a limp fibrous layer.
A one-dimensional model based on Biot’s theory14 is used to
take into account wave propagation in the solid and fluid
phases of the porous media. Using Biot’s theory is of great
importance for the moving boundary configuration because
the frame of the porous layer is directly excited by the vi-
brating structure. In order to validate the porous modeling
using Zt and illustrate the consequences of using Zs instead
of Zt in an acoustic problem with moving covered bound-
aries, the derived impedances are applied to the radiation
problem of a piston covered with the porous layers and set in
an infinite baffle. Finally, these simulations are compared to
acoustic radiation measurements.

II. IMPEDANCE LINKED TO COVERED BOUNDARIES

A. Definition of the boundary conditions

Let us consider an acoustic domain � limited by the
nonrigid boundary �=�� as illustrated in Fig. 1. The normal
to the boundary �, outwardly directed, is denoted n. The
harmonic pressure field p is governed by the homogeneous
linear wave equation �the time factor ej�t is omitted through-
out this paper�,

�2p + k2p = 0 in � , �3�

where the wave number is k=� /c0, with � as the angular
frequency and c0 the speed of sound in the medium. In the
case of an acoustic problem involving a porous covering, the
boundary condition can be expressed in terms of a harmonic
acoustic impedance. If the backing is a rigid and impervious
wall �see Fig. 2�a��, the impedance applied to �, denoted in
this paper as the “surface impedance” Zs, is usually given as
in Eq. �2�. This impedance expresses the coupling between
the scalar pressure and the z component of particle velocity
in the free air close to the front face of the porous layer,
respectively p�0� and v�0�. Substituting the normal particle
velocity v in Eq. �2� for the one-dimensional Euler equation

v = −
1

j��0

�p

�z
, �4�

gives the associated boundary condition

�p

�z
+ jk�sp = 0 on � , �5�

where �s=�0c0 /Zs, with �0 as the acoustic fluid density. This
boundary condition is known as the homogeneous mixed
Dirichlet-Neumann boundary condition or Robin boundary
condition. The acoustic impedance Zs to be implemented in
this boundary condition is easily measured, using the imped-
ance tube method, for example. In addition, this impedance
is mainly used to derive the absorption coefficient of a po-
rous layer backed by a rigid wall.

Let us now consider the covered wall moved by a har-
monic velocity of magnitude vp �see Fig. 2�b��. As usually
encountered in literature dealing with covered plates im-
mersed in heavy fluid, the impedance applied to the bound-
ary can be written in terms of the relative velocity between
the velocity of the wall vp and the normal component of the
fluid velocity at the fluid-porous interface as written in Eq.
�1�. This formulation involves a transfer of energy from the
moving wall to the acoustic medium through the covering
and will thus be denoted in this paper as the “transfer imped-
ance.”

By substituting the normal particle velocity v in Eq. �1�
for Eq. �4�, the associated boundary condition is written as
an inhomogeneous mixed boundary condition

−
�p

�z
+ jk�tp = j��0vp on � , �6�

where �t=�0c0 /Zt. The source component on the right hand
side of Eq. �6� appears because the impedance is expressed
in terms of the wall velocity vp. As a consequence, it may be
difficult to measure the impedance, although it is usually
considered as experimental data.

However, in most of the applications met in the litera-
ture which involve porous coverings, the acoustic impedance
Zs characteristic of Eq. �5� is also used in Eq. �6� instead of
Zt. This may be explained by the fact that only Zs is easily
obtained by experiment. However, substituting Zt for Zs may
give an inaccurate estimation of the acoustic pressure gener-
ated in the domain �. This is illustrated in the following,
first, by deriving both impedances with a one-dimensional
model based on Biot’s theory, and then, by implementing
these impedances in a radiation problem of a covered piston.

FIG. 1. System consisting of an acoustic domain � limited by a nonrigid
boundary �.

FIG. 2. Boundary condition: �a� static covered wall, �b� moving covered
wall.
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B. Derivation of the acoustic impedance for a locally
reacting porous material

To derive the transfer impedance Zt �Eq. �1��, it is nec-
essary to calculate the acoustic pressure and porous surface
particle velocity induced by the wall movement vp. As a
result of the “locally reacting” assumption, a simple one-
dimensional model may be used. It assumes that only plane
waves propagate in the z direction. It is interesting to note
that this model is equivalent to the transfer matrix method4,15

where the multilayer was excited by plane waves with nor-
mal incidence.

The theoretical one-dimensional model of the porous
layer is based on Biot’s theory4,14 to take into account vibra-
tion of both solid and fluid phases induced by the wall vibra-
tion. According to Biot’s theory two longitudinal waves can
propagate at the same time in both phases. The one mainly
supported by the frame is called the frame-borne wave and
the one mainly supported by the saturating fluid is called the
airborne wave.4 A rotational wave may also be supported by
the frame but it is not excited in the case of a one-
dimensional problem. The motion of the poroelastic media is
described by the macroscopic displacement of the solid and
fluid phases represented by the scalars us and uf, respec-
tively. Four waves contribute to the displacement of one fluid
or solid particle: two waves propagating in the z direction
and two waves propagating in the −z direction �see Fig.
2�b��. Since the transfer impedance will be applied to a pis-
ton radiating in an infinite half space, we consider only one
acoustic wave propagating from the porous interface to the
semi-infinite acoustic domain. This assumption allows us to
use the simple relation between acoustic pressure and par-
ticle velocity on the porous surface: p�0� /v�0�=Z0, where Z0

is the characteristic impedance of the acoustic fluid.
The boundary conditions at the fluid-porous interface

�z=0� are: continuity of the normal stress in the solid and
fluid phases with the external pressure

�z
s�0� = − �1 − ��p�0� , �7�

� f�0� = − �p�0� , �8�

where � is the porosity of the porous material, and continuity
of the total flow

j���1 − ��us�0� + �uf�0�� = v�0� . �9�

At z=−L the velocity of the fluid and the velocity of the
frame are both equal to the wall velocity

j�us�− L� = j�uf�− L� = vp. �10�

From Eqs. �7�–�10�, it is possible to calculate amplitude of
the five waves and derive the transfer impedance.

The surface impedance Zs is derived using the same for-
malism with the appropriate boundary conditions. In this
configuration, an acoustic plane wave hit the porous layer at
z=0 and Eqs. �7�–�9� are used to express the continuity of
stress and total flow at this interface. On the surface of the
porous layer in contact with the backing, the displacement of
the air and the frame are equal to zero

us�− L� = uf�− L� = 0. �11�

The impedances Zs and Zt are derived for two kinds of
porous materials, the characteristics of which are listed in
Table I. Material A is a foam layer with a stiff skeleton and
material B is a light fibrous layer with a very soft skeleton,
both fairly resistive to airflow. Figures 3 and 4 show the
simulation of the transfer impedance Zt and the surface im-
pedance Zs for both materials.

When the wall is covered with material A �Fig. 3�, it
appears that the impedances Zt and Zs are similar as far as

TABLE I. Properties of the porous materials.

Porous A B
Thickness: L �mm� 18.9 29

Air flow resistivity: � �N s/m4� 57 000 105 000
Porosity: � 0.97 0.95
Tortuosity: �	 1.54 1
Viscous length: 
 ��m� 24.6 35.1
Thermal length: 
� ��m� 73.8 105.3
Skeleton density: �1 �kg/m3� 46 17
Young’s modulus at 5 Hz: E �kPa� 214 1.4
Structural loss factor at 5 Hz: � 0.115 0.1
Poisson’s ratio:  0.3 0

FIG. 3. Material A: real and imaginary part of the �- -� surface impedance Zs

and �—� transfer impedance Zt.
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500 Hz. Above this frequency, the real part of the transfer
impedance becomes negative. Now, if the wall is covered
with material B �Fig. 4�, the imaginary part of both imped-
ances is seen to be similar in the entire frequency range.
However, the real parts are completely different, the real part
of the transfer impedance being negative in the whole fre-
quency range.

C. Discussion

For a better understanding, the vibratory behavior of the
porous layers �A and B� is investigated for both kinds of
excitation �depicted in Fig. 2�.

Let us first consider the case of material A attached to
the moving wall. Figure 5�a� �solid curve� shows the velocity
ratio between the frame velocity at the air-porous interface
and the wall velocity vp at z=−L. In the low frequency range,
the velocity ratio is equal to one �0 dB�, i.e., the material
follows the wall movement and its thickness remains con-

stant. At higher frequencies �up to 500 Hz�, the thickness of
the porous layer does not remain constant during excitation
and the velocity ratio reaches a maximum around 1100 Hz.
Figure 6�a� shows that this maximum appears around the first
quarter-wavelength resonance frequency fr corresponding to
the frame-borne wave: the Biot frame-borne wavelength is
four times the layer thickness L. This resonance frequency
may be approached by simply considering the properties of
the frame in vacuo16:

fr �
1

4L
�E

�1−�
�1+��1−2�

�1
, �12�

where L is the thickness, E, , and �1 are, respectively, the
Young modulus, the Poisson ratio and the density. For the
given parameters �see Table I�, fr is evaluated at 1047 Hz for
material A and it is observed at around 1100 Hz in Fig.
6�a�. Considering next the static wall configuration, Fig.
5�a� �dashed curve� shows the ratio between the frame
velocity at the air-porous interface and the velocity of the
acoustic fluid v�0� at z=0. The low velocity ratio ampli-
tude in the entire frequency band shows that the frame of
the layer can be considered motionless, even at the reso-
nance frequency of the frame. From the observations car-
ried out in the low frequency range, it is possible to con-
clude that the acoustic behavior of material A, which is
due to the fluid movement in the pores, is similar for both
configurations because there is negligible deformation in
the thickness of the layer. The frame’s thickness tends to
be constant at low frequencies because the wavelength of
the frame-borne wave is long compared to the thickness of
the layer as seen in Fig. 6�a�. This explains the similarities
observed below 500 Hz between the impedances Zs and Zt.
However, at higher frequencies, the vibratory behavior of
the porous frame exerts a greater influence on the acous-
tical behavior of the layer and it is different for both con-
figurations: the frame of the layer is excited much more
by mechanical loading than by acoustical loading.

FIG. 4. Material B: real and imaginary part of the �- -� surface impedance Zs

and �—� transfer impedance Zt.

FIG. 5. Ratio between the velocity of the frame at the air-porous interface and: �- -� the velocity of the fluid at the porous surface v�0� �still wall model�, �–�
the velocity of the piston vp �moving wall model�: �a� Material A; �b� Material B.
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Let us now consider the configuration in which the wall
is covered with material B. If the source is the wall vibration
�Fig. 5�b� solid curve�, it is seen that the frame follows the
wall movement at low frequencies. In the mid frequency
range, a slight increase in the velocity ratio is observed, re-
lated in this case to the first � /4 resonance of the airborne
wave �see Fig. 6�b��. At higher frequencies, the velocity ratio
decreases until it reaches −20 dB at 2400 Hz which means
that the frame tends to become motionless at the surface of
the layer. Thus, material B allows a better decoupling be-
tween the vibration of the wall and the external media than
material A because the relative velocity between both phases
is greater. In the still wall configuration �Fig. 5�b� dashed
curve� at low frequencies, it is seen that the ratio of the
velocity of the frame at the air-porous interface to the veloc-
ity of fluid particle is close to 0 dB. This means that the
airflow drags the fibers and induces a deformation in the
thickness of the fibrous layer. At higher frequencies, the ve-
locity ratio decreases and the frame also tends to become
motionless, but at a slower rate than in the case of the mov-
ing wall.

To sum up, the surface impedance Zs is close to the
transfer impedance Zt in a restrictive frequency range where
the frame can be considered “rigid” for both static and mov-
ing backing configurations. This occurs when the frame-
borne wavelength is greater than the porous layer thickness.
In this paper, this only applies to material A below 500 Hz.

III. ACOUSTIC RADIATION OF A COVERED
PISTON

In order to compare simulations with experimental re-
sults, the acoustic radiation of a circular piston covered with
a porous layer and set in an infinite baffle is investigated. The
aim is to illustrate the consequences of using the surface
impedance Zs instead of the transfer impedance Zt in an in-
homogeneous mixed boundary condition.

A. Theory

The radiation efficiency factor �R is used to characterize
the acoustical effect of the covering. It is defined as the ratio
of the radiated acoustic power, denoted as W, over the vibra-
tory power

�R =
W

�0c0SP
�vp�2

2

, �13�

where SP is the piston surface, �0 and c0 are the ambient
density and velocity of sound in air, and vp is the amplitude
of the piston velocity. The radiated acoustic power W can be
derived by integrating the far field acoustic intensity I�r�
expressed in spherical coordinates �r ,� ,�� over a hemi-
sphere of radius r,

W = �
0

2� �
0

�/2

I�r�r2sin �d�d� . �14�

Calculus of the intensity uses the asymptotic form of the far
field pressure p�r� as:

I =
�p�r��2

2�0c0
. �15�

Mangulis8,9 and Feit and Duncan17 have investigated the
pressure radiated from a rigid piston set in a nonrigid baffle.
A similar approach is presented in the following. However,
since we are interested in the influence of the covering ap-
plied to a moving structure, the baffle is taken as being per-
fectly reflecting.

Let us consider a circular piston in the infinite rigid
baffle at z=0 �see Fig. 7�. The surface of the piston is de-
noted by SP, and the surface of the baffle by SB. In the acous-
tic domain, the pressure p is a solution of the harmonic
Helmholtz equation �Eq. �3��. The boundary conditions are:
Sommerfeld condition

FIG. 6. Biot wavelengths: �a� Material A; �b� Material B.
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lim
r→	

r	 �p

�r
+ jkp
 = 0, �16�

homogeneous Neumann condition on SB

�p

�z
= 0, �17�

and inhomogeneous mixed condition on SP

−
�p

�z
+ jk�tp = j��0vp, �18�

where �t=�0c0 /Zt and Zt is the transfer impedance of Eq. �1�
expressed on the surface of the covering.

The pressure field is derived using the surface integral
equation. The Green function �at z=0� chosen to satisfy the
Sommerfeld boundary condition and the boundary condition

�G

�z
= 0 �19�

on both SB and SP is

G�r,r0� =
e−jk�r−r0�

2��r − r0�
. �20�

Next, the solution of Eq. �3� subjected to the specified
boundary conditions is given by

p�r� = j��0�
SP

v�r0�G�r,r0�dSP, �21�

where v is the fluid velocity at the fluid-porous interface.
This velocity v can be expressed in terms of the piston ve-
locity vp using the boundary condition of Eq. �18�. First, the
normal derivative of the acoustic pressure is replaced by the
particle velocity using Eq. �4�:

j��0v + jk�tp = j��0vp. �22�

Then, a radiation condition at the fluid-porous interface is
used to write the acoustic pressure in terms of the particle
velocity, Zrad= p /v. Note that, since the plane wave ap-

proximation is used in the porous model to describe wave
propagation �see Sec. II B�, the acoustic pressure is re-
lated to fluid velocity by the impedance of the acoustic
fluid Z0. Furthermore, by definition, piston velocity vp is
uniform on Sp.

Equation �21� can then be rewritten in the following
form:

p�r� = j��0
Zt

Zt + Zrad
�

SP

vpG�r,r0�dSP. �23�

This gives the relation between the far field pressure radiated
by the bare system p��r� and by the covered system p�r�,

p�r� =
Zt

Zt + Zrad
p��r� �24�

where p��r� is given by Morse and Ingard7 for a circular
piston of radius a

p��r� = jk�0c0vp
e−jkr

2�r
�a22J1�ka sin ��

ka sin �
. �25�

The multiplicative term of Eq. �24� has no influence on the
far field directivity pattern. It acts mainly as an harmonic
magnitude correction due to the presence of the covering.

B. Experimental validation

Radiation efficiency measurements of a piston with and
without covering were performed. The flat piston was set in
a rigid baffle �see Fig. 8� and radiated in an anechoïc room.
The excitation was performed using a shaker driven with a
white noise signal. The piston is honeycomb plate with a
radius of 75 mm. Because this structure is extremely stiff
and light, its first natural frequency resonance are shifted
above 2500 Hz. Two types of covering materials were tested:
a stiff foam layer 18.9 mm thick and a very soft fibrous layer
29 mm thick. The properties of these materials are given in
Table I �see Sec. II B�. The viscoelastic characteristics of the
porous frames, Young’s modulus E and loss factor �, were
measured at low frequency using the quasi-static method.18,19

The vibratory power of the plate was determined from
the quadratic normal velocity measured at the piston surface
by a laser vibrometer. The acoustic radiated power was de-
termined from intensity measurements on porous surface us-
ing an intensity probe made from two 1/2 in. microphones

FIG. 7. Geometry of system and coordinates defining observation point.

FIG. 8. Experimental setup schema to measure structure radiation effi-
ciency.
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12 mm apart. The lateral dimensions of the piston are large
enough in relation to the thickness of the porous layer for the
effect of the edges to be ignored.

Figure 9�a� shows the radiation efficiency measurement
of the bare piston and the radiation efficiency measurement
of the piston covered with material A. Three distinct zones
are observed. In the low frequency range, the porous layer
has little or no effect on the radiation efficiency. In the mid
frequency range, an amplification of the acoustic radiation is
observed around the first resonance frequency of the frame fr

�Eq. �12��. This phenomenon which deteriorates the insula-
tion efficiency of the covering has already been observed by
Harrison et al.20 in the case of vibration reduction using in-
sulating mounts. Above 2000 Hz, the radiation efficiency de-
creases due to losses and frame decoupling.

Figure 9�b� shows the simulated data when both the
transfer impedance Zt, which describes properly the moving
boundary condition, and the surface impedance Zs �see Sec.
II A� are applied in the inhomogeneous mixed boundary con-
dition �Eq. �18��. There is seen to be close agreement be-
tween the model including transfer impedance Zt �solid line�
and the measurements over the entire frequency range con-
sidered, i.e., the radiation peak is predicted and a decrease is
observed at higher frequencies. Note that the predicted radia-
tion peak due to the frame resonance is sharper than the
experimental one because the porous model only accounts
for dissipations in one direction in the thickness of the po-
rous layer. Furthermore, constant viscoelastic properties E
and � measured at 5 Hz are used in the model, but are ex-
pected to increase at higher frequency.18,21,22 Thus, with
more appropriate values of viscoelastic parameters, the simu-
lated peak would be higher in frequency and lower in ampli-
tude.

Figure 10�a� shows the radiation efficiency measurement
of the piston covered with material B. It is seen that the same
phenomena observed experimentally with material A occur
with material B. An increase in radiation occurs around
800 Hz due, in this case, to the � /4 airborne wave resonance

in the thickness of the layer. At higher frequencies, the ra-
diation efficiency strongly decreases compared to the radia-
tion of the bare piston. The soft material B allows a better
decoupling between the piston and the external media than
material A. Note that only the model including the imped-
ance Zt closely agrees with experimental data �see Fig.
10�b��.

In the frequency range where the covering has a signifi-
cant effect, using Zs instead of Zt is improper: the radiation
peak is not predicted and the high frequency drop does not
agree with the experimental data.

IV. CONCLUSION

In this paper, the impedance to be applied to a moving
structure covered with a porous layer has been investigated.
The well known surface impedance Zs which can easily be
measured in an impedance tube is often applied to vibrating
structures to account for the covering effects. However, it is
shown that the impedance must be expressed in terms of the
base movement to account for the real behavior of the layer.
This impedance, called transfer impedance and denoted as
Zt, is derived using Biot’s theory and compared to the surface
impedance. It is shown that these impedances are similar as
long as the longitudinal wavelengths are large compared to
the layer thickness. In the case of a covered piston set in an
infinite rigid baffle, the acoustic radiation peak and the de-
crease at higher frequencies due to the presence of the porous
layer can only be predicted using the transfer impedance: the
surface impedance measured in an impedance tube is not
suitable in this case.
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Sound absorption and optical transparency are among the most useful properties of noise barriers.
While the latter is required to reduce visual impact and for aesthetical reasons, the former is required
whenever conditions of multiple reflections and presence of close, high receivers occur. The
technical feasibility of a transparent, sound-absorbing panel for outdoor antinoise devices is
investigated in this paper. An analysis of acoustical performance of multiple perforated plates is
performed employing an existing theory for microperforated absorbers under normal incidence and
diffused sound field. An optimization of the geometrical parameters is carried out on the basis of the
European classification criteria of noise barriers for roadways. An optimized three-layer
configuration can achieve sound-absorption properties similar to nontransparent products with only
a limited loss of visual transparency and appropriate mechanical strength. Experimental data
obtained with an impedance tube on small test samples made of transparent polycarbonate and in a
reverberation room on full-scale prototypes are reported, showing a rather good agreement with the
theoretical predictions. The optical performance of a multilayered configuration is evaluated also.
© 2007 Acoustical Society of America. �DOI: 10.1121/1.2395916�
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I. INTRODUCTION

Poroelastic materials are widely used in noise barriers,
since they fulfill many requirements in terms of both acoustic
and nonacoustic performances. However, they are not suit-
able when properties of light transparency are also requested.
The possibility to integrate sound absorption and light trans-
parency was originally proposed for indoor applications by
Fuchs and Zha,1 who designed perforated acrylic glazing to
be mounted in front of windows in the German Parliament in
Bonn. More recently, Kang and Brocklesby2 explored the use
of microperforated plates in silencers for ventilating window
systems. However, there is no published evidence of previ-
ous investigations concerning outdoor noise barriers. In re-
cent years, an increasing demand for multifunctionality in
the design of noise barriers has been noticed: among the
major requirements there are visual impact, sound absorption
on the receiver side, and durability. The former is usually
tackled employing transparent materials �e.g., polycarbonate,
polymethylmethacrylate, stratified glasses� both for aestheti-
cal and safety reasons. The use of sound-reflective surfaces
can however deteriorate the overall acoustic performance of
noise barriers in certain conditions,3 e.g., parallel barriers
and presence of close, high receivers on the roadside. Such
conditions are likely to coexist in high-density urban areas
where also visual impact often has to be taken into account.
Furthermore, the use of fibrous materials within the barrier

panels can result in a poor durability of the acoustic perfor-
mance due to weathering and fiber quality deterioration.

This paper investigates the application of multiple per-
forated transparent panels to noise barriers, both from theo-
retical and experimental points of view. The model originally
adopted by Maa4 for the acoustic surface impedance of a
microperforated panel �MPP� is employed here for the opti-
mization of the geometrical parameters of the perforations,
with particular concern to traffic noise abatement. The
adopted values of some of the geometrical parameters de-
pend on the specific application and represent constraints for
the design optimization: e.g., layer thickness cannot be too
small, in order to guarantee a reasonable mechanical strength
for the whole panel. The use of multiple resonators was ex-
plored to achieve a good absorption performance in a broad
frequency range. The absence of porous materials within the
cavities can also help to enhance the robustness of sound-
absorption properties.

Section II briefly introduces the well-known theory of
sound propagation in small tubes and perforated panels. In
Sec. III the sound-absorption performance of single and mul-
tiple perforated panels is discussed. In Sec. IV the authors
report comparisons between numerical and experimental
data for several optimized configurations suitable for outdoor
applications. Finally, Sec. V is devoted to the experimental
evaluation of the optical performance of a configuration with
multiple layers.

II. THEORETICAL REMARKS

The thermo-viscous effect constitutes the basic principle
of a microperforated panel �MPP�.4 When a sound wave
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strikes a hole in the micro perforated panel, the velocity dis-
tribution of the oscillatory flow across the hole cross section
is not uniform. A distinct velocity gradient in the radial di-
rection is present and is associated with shear stresses which
result in energy dissipation into heat. Such phenomenon is
not entirely adiabatic as part of this heat is transmitted to the
panel itself, depending on the viscous and thermal properties
of the filling fluid and on the thermal conductivity of the
panel.

In the case of an MPP constituted by a lattice of cylin-
drical tubes, with radius r0 and length t both much smaller
than the wavelength of the incident sound, the normalized
surface impedance, zMPP, can be expressed in terms of the
wave number in air, k, the tube length t, the porosity, p, i.e.,
the ratio of the perforated area to the overall area of the
panel, and the perforation constant, �, proportional to the
ratio of the hole radius and the viscous boundary layer
thickness,4,5

� = r0��0�

�
, �1�

zMPP = r + j�m =
jkt

p
� 1

�����
+

16

3�

r0

t

1

������p�� , �2�

��x� = 1 −
2

x�− j

J1�x�− j�

J0�x�− j�
, �3�

where �0 is the static fluid density, � the dynamic viscosity,
� the angular frequency, r the acoustic resistance, m the
mass reactance, and J0 and J1 are the Bessel functions of the
first kind and zeroth- and first order, respectively. All the
quantities used in Eqs. �1�–�3� and following should be pro-
vided in SI units. The semiempirical polynomial correction
function, �, dependent on the parameter p, has been here
adopted, following Melling,5 to take into account interfer-
ence phenomena between neighboring holes. In addition, the
model by Sivian6 has been employed for the end corrections
of the resistance and the mass reactance. The heat transfer
from the fluid to the tube walls is accounted for by employ-
ing a fictitious value for the air viscosity4,5 ����2�� and
therefore for the perforation constant, ��, in Eq. �2�.

III. SOUND ABSORPTION OF PERFORATED PANELS

Employing Eq. �2� and the electro-acoustic analogy, it is
straightforward to predict the surface impedance, zMPPA,� of a
MPP mounted at distance D from a rigid surface �MPPA,
microperforated panel with an air gap; see Fig. 1�. In the case
of a plane wave striking at an angle � with respect to the
surface normal,4

zMPPA,� = zMPP + zD = r + j	�m −
cot�kD cos ��

cos �

 . �4�

Equation �4� regards the MPP as a locally reacting element
and the air cavity as a nonlocally reacting one. Wu7 sug-
gested to employ a local reaction assumption also for the
cavity when the perforated panels are partitioned, and in this
case the cavity impedance, zD, in Eq. �4� does not depend on

the incidence angle and corresponds to the normal incidence
case ��=0�.

As pointed out by Kang et al.,8 Eq. �4� should also take
into account the impedance of the panel itself, regarded as a
membrane acting in parallel with the MPP impedance. How-
ever, the model adopted here does not include this effect,
considering the relatively high surface density of the em-
ployed panels �	2.4 kg/m2; see Sec. IV�. On the other hand,
the fluid-structural modal coupling phenomenon studied by
Lee et al.9 can be observed at some frequencies from the
experimental data obtained in the impedance tube �see Sec.
IV�: such effect is not taken into account by the described
model, as it is strictly dependent on the measurement tech-
nique and is likely not to be significant in full-scale systems.

Equation �4� can be used to compute the random �dif-
fuse� incidence absorption coefficient, 
r, with the assump-
tion that sound incidence follows the cosine law,


� =
4 Re�zMPPA,��cos �

�1 + Re�zMPPA,��cos ��2 + �Im�zMPPA,��cos ��2 , �5�


r = 2�
0

�/2


� cos � sin �d� . �6�

The above expression can be used to compute the diffuse
incidence absorption coefficient in the 18 third-octave bands
between 100 and 5000 Hz, 
r,i, so that a single-number
rating absorption performance of a noise barrier, DL
, can
be determined according to the European standard EN
1793-1,10

FIG. 1. Schematic drawing �a� and electro-acoustic equivalent circuit �b� of
a perforated panel with an air gap �MPPA�.
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DL
 = − 10 log10�1 −


i=1

18


r,i100.1Li


i=1

18

100.1Li � . �7�

The above quantity represents the difference between the in-
cident and reflected sound-pressure levels, in decibels, for
the normalized traffic noise source with spectrum Li, as de-
fined by EN 1793-3.10 The single-number rating was em-
ployed here to optimize the geometrical parameters, as it is
used in Europe as a criterion to classify the acoustical per-
formance, according to the standards concerning noise barri-
ers to be installed along transport infrastructures.

The effective absorption range of a resonant system with
one perforated layer is still too narrow to be suitable against
broadband noise sources �e.g., road and railway traffic�. In
order to enhance the acoustic absorption of the MPP, Maa4

introduced the concept of the double resonator: two perfo-
rated layers are mounted with an air gap in between, while
the inner layer is in front of an acoustically rigid surface.
This can be extended to an arbitrary number of perforated
layers, n, separated by air gaps and with a rigid surface at
one side �n-MPPA, Fig. 2�. The surface acoustic impedance
for such a system, zn-MPPA, is calculated with the following
recursive formula:

zn−MPPA = zMPP,n + 	 1

zD,n
+

1

zn−1

−1

,

¯

�8�

z2 = zMPP,2 + 	 1

zD,2
+

1

z1

−1

,

z1 = zMPP,1 + zD,1,

where zMPP,i is the surface impedance of the ith perforated
layer, computed by Eq. �2�, and zD,i is the cavity reactance of
the ith air cavity with width Di. The electro-acoustic analogy
used here is not fully correct to calculate the impedance of a
multiple-layer absorber, as it assumes that each air cavity is
loaded by a rigid surface impedance.11 Such a limitation can
be overcome by using the acoustic transmission analysis
�ATA� described by Lee et al.,11 which takes into account the
effective loading impedance, zc,i, of each air gap. The
equivalent formula of Eq. �8� developed by the ATA ap-
proach is the following:

zn−MPPA = zMPP,n +
zc,n−1 cosh�jkDn� + sinh�jkDn�
zc,n−1 sinh�jkDn� + cosh�jkDn�

,

¯

�9�

zc,2 = zMPP,2 +
zc,1 cosh�jkD2� + sinh�jkD2�
zc,1 sinh�jkD2� + cosh�jkD2�

,

zc,1 = zMPP,1 + zD,1.

Equation �9� assumes the continuity of particle velocity
through the perforated layers:11 this can be considered rea-
sonably accurate when the thickness is much smaller than the
wavelength, as in the present case. Obviously, the two meth-
ods provide equivalent results for a single-layer configura-
tion. In the case of an oblique incidence wave the surface
acoustic impedances of the cavities in Eqs. �8� and �9� have
to be modified accordingly to the adopted propagation as-
sumption in the cavity, local or nonlocal �extended� reaction.
All the predictions for multiple layer configurations reported
in Sec. IV are performed by the acoustic transmission analy-
sis. A multiple resonator solution is able to widen the effec-
tive absorption frequency range mainly towards the lower
frequencies but also to the higher one. The acoustic designer
has to look for the best compromise between the increased
acoustic performance of a multiple system and the rise of
costs and complexity. Moreover, it has to be considered that
multiple transparent layers undoubtedly reduce the overall
optical characteristics of the panel �see Sec. V�.

IV. EXPERIMENTAL RESULTS FOR NORMAL AND
DIFFUSE INCIDENCE

Several specimens of perforated panels manufactured
from polycarbonate sheets �density 1200 kg/m3, thermal
conductivity 0.20 W/ �m K�� were tested. The choice of such
polymeric material is justified by its good mechanical and
optical properties, chemical stability, and its commercial
availability. Table I reports the main characteristics of the
samples. The hole radius was kept constant �0.5 mm�, being
constrained by the employed manufacturing method �punch-
ing�. While, according to Maa’s theory,4 the optimum design
of an MPP is achieved with a thickness of the order of the
hole diameter, in this study the layer thickness could not be
too small to assure a good mechanical strength to the panel
�for common panel dimensions and without internal parti-
tions, a minimum thickness of 2 mm was estimated for the
employed material�.

Measurements were initially performed using the trans-
fer function method described in ISO 10534-2.12 The experi-
mental apparatus was a B&K type 4206 standing wave tube.

FIG. 2. Electro-acoustic equivalent circuit of a multiple system with n per-
forated panels �n-MPPA�.

TABLE I. Geometrical characteristics of the single perforated layer
samples.

Sample code r0 �mm� t �mm� p �%�

MPP1 0.5 2 5.1
MPP2 0.5 2 2.1
MPP3 0.5 2 0.8
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The measurement setup included a multichannel acquisition
system B&K PULSE type 3560, two B&K type 4939 1/4 in.
condenser microphones with type 2670 preamplifier, B&K
type 7206 signal amplifier, and a PC equipped with a spe-
cifically designed software. Considering the tube internal di-
ameter �29 mm� and the microphone spacing �20 mm�, the
expected working frequency range of the apparatus was be-
tween 200 and 6400 Hz. Throughout the measurements,
sound-pressure levels within the tube were kept sufficiently
low �below 100 dB� to avoid nonlinear effects.

Figures 3–5 present the comparisons among numerical
and experimental data in terms of the normalized surface
impedance and normal incidence absorption coefficient. The
obtained agreements in terms of absorption coefficient ap-
pear satisfying for the range of air gaps considered in this
work. The data suggest that the discrepancy between mea-
surements and predictions noticeable around 4 kHz could be
explained by the fluid-structural coupling between the speci-
men and the backing cylindrical cavity in the impedance
tube.9 All the samples were cut using the same rotating blade
and had the diameter slightly larger than the sample holder.
This guaranteed that the samples were mounted firmly in the

tube, avoiding any side gaps and having the mechanical
boundary conditions at the edges close to clamped.

The measured and predicted data for the imaginary part
of the surface impedance show very good agreement �e.g.,
see Fig. 3�. The imaginary part in the surface impedance is
mainly controlled by the size of the air gap and this effect is
accurately captured by the presented model. On the other
hand, the real part of the impedance is mainly linked to
visco-thermal effects in the perforations and its behavior is
better captured in the case of samples with lower values of
porosity �e.g., see Fig. 3 in comparison with Fig. 5�. This
may be due to the interference between neighboring holes
which may become pronounced particularly in the low-
frequency regime. Some significant discrepancies can be no-
ticed at high frequencies �e.g., see Fig. 5�, where the me-
chanical impedance of the layer become comparable with the
acoustical impedance because of the coupling effect; this ef-
fect also depends on the value of the acoustical impedance
itself.9

Figure 6 shows a comparison between theoretical pre-
diction and experimental data for a system with three perfo-
rated panels �sample TMPP1, see Table II for geometrical

FIG. 3. Normal incidence absorption coefficient �a� and normalized surface
impedance �b� for sample MPP1 �see Table I� mounted at different distances
from a rigid surface: comparison between theoretical prediction and imped-
ance tube experimental data.

FIG. 4. Normal incidence absorption coefficient �a� and normalized surface
impedance �b� for sample MPP2 �see Table I� mounted at different distances
from a rigid surface: comparison between theoretical prediction and imped-
ance tube experimental data.
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parameters�, proving that as expected the ATA model can be
considered more reliable than the electro-acoustic analogy
for multilayered configurations. It has also been noticed that,
through an optimization of the geometrical parameters, it is
possible to extend the effective absorption frequency range
to three octaves and place it within the most interesting fre-
quency regime �between 400 and 2500 Hz for the normal-
ized road traffic noise10� to achieve the maximum value of
the single-number rating, DL
,.

In the present study, the hole radius and the layer thick-
ness were fixed for the mentioned technological reasons;
therefore, the investigation was carried out on the effects of
the remaining parameters, i.e., number of layers, porosities,
and air gap widths. It was noticed that a decreasing porosity
of the perforated panels from the source side to the rigid
backing can considerably increase the acoustic performance.
This can be expected because of the positive gradient of the
material’s flow resistance.11 The width of air gaps has strong
influence on the positions of the resonance peaks, which im-
plies that the single-number rating of sound absorption DL


shows a local maximum depending on the air gap widths.
Anyway, the analysis performed on a two-layer system with

similar porosities �Fig. 7� demonstrates that the single-
number rating is only slightly changing over a rather large
range of widths. Similar results have been observed for
three-layer systems. Therefore, it has been predicted that,
with the mentioned geometrical parameters, a three-layer
configuration with decreasing porosities can be able to
achieve top-range performance, without excessive mounting
complications.

Full-scale prototypes of transparent sound-absorbing
panels were then designed, on the basis of the modeling pro-
cedure described in Sec. III, and manufactured in order to

FIG. 5. Normal incidence absorption coefficient �a� and normalized surface
impedance �b� for sample MPP3 �see Table I� mounted at different distances
from a rigid surface: comparison between theoretical prediction and imped-
ance tube experimental data.

FIG. 6. Normal incidence absorption coefficient for sample TMPP1 �see
Table II�: comparison between theoretical predictions and impedance tube
experimental data.

TABLE II. Geometrical characteristics of the perforated layers in multiple
layer samples �layers are numbered from receiver to source side�.

Sample code Layer no. r0 �mm� t �mm� p �%�

TMPP1 1 0.5 2 0.8
2 0.5 2 2.1
3 0.5 2 5.1

TMPP2 1 0.5 3 0.8
2 0.5 3 2.1
3 0.5 3 5.1
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achieve the acoustical performance comparable with that ob-
served in the case of standard, nontransparent products. Fig-
ure 8 shows a prototype of a noise barrier panel constituted
by three 3-mm-thick perforated layers and one 5 mm-thick
solid layer, all made up of polycarbonate �sample TMPP2;
see Table II�.

The prototypes were tested in the reverberation room of
the Acoustics Laboratory of the University of Perugia. The

measurement procedure follows the interrupted noise method
described by the standard ISO 35413 even though the volume
of the employed reverberation room �120 m3� is below the
standard limit. Measures have been taken to guarantee a suf-
ficient accuracy: the floor surface area covered by the test
specimens �6.4 m2�� and the sound-diffusing treatment of the
room �4.2 m2 of suspended gypsum-board plane diffusers�
were chosen accordingly. A two-channel data acquisition sys-
tem was used to record the sound-pressure decays and to
drive an omnidirectional �dodecahedral� source with random
noise. Four source positions were chosen; for each source
position, four microphone positions were employed and the
acquisition repeated four times, resulting in 64 measure-
ments per session as an outcome. The decay curves recorded
in each single source-microphone position were averaged;
then, the reverberation times in one-third-octave bands were
estimated with a PC-controlled interpolation procedure from
the averaged decay curve �starting decay level: −5 dB, dy-
namic range: 20 dB�. The reverberation times computed for
the different positions were finally averaged. Through sev-
eral repetitions of the measurements the relative standard un-
certainty on the absorption coefficient within the frequency
range 315-3150 Hz was estimated below 10%.

Figure 9 reports a comparison between the experimental
data and the theoretical prediction for sample TMPP2 �Table
II�; three panels �each of size 1.04�2.05 m� were manufac-
tured with sound-reflecting edges. Prediction was calculated
by the acoustic transmission analysis and assuming a nonlo-
cally reacting air cavity. A slight underestimation of the cal-
culated data occurs below 800 Hz, probably due to the par-
titioning effect of the boundary edges of the panel.
Nonetheless, a rather good agreement can be noticed: an av-
erage single-number rating of 3.9�±0.6� dB was experimen-
tally observed, with a discrepancy from the prediction of
about 0.1 dB.

Partitioning the air cavities and increasing the sound-
absorption properties of the edges may significantly affect
the performance and also contribute to enhance the overall
panel absorption. Figure 10 theoretically demonstrates such a

FIG. 7. Calculated dependence of the single-number rating, DL
�dB� on the
air gap widths for a system with two perforated layers. Geometrical param-
eters: r1=0.5 mm, t1=3 mm, p1=2.1%, r2=0.5 mm, t2=3 mm, p2=5.1%.

FIG. 8. Prototype of the transparent sound-absorbing panel employed for
the reverberation room tests. Panel dimensions are 1.04�2.05 m.

FIG. 9. One-third-octave band diffuse incidence absorption coefficients for
sample TMPP2 �see Table II, D1=D2=D3=40 mm�. Comparison between
theoretical prediction �nonlocally reacting cavity� and reverberation room
experimental data.
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possibility for a three-layer configuration corresponding to
that of sample TMPP2: the single-number rating shows an
increase of 0.5 dB in the presence of a partitioned cavity.
This is also confirmed by the experimental results recently
reported by Yairi et al. on a MPP backed by a paper honey-
comb panel.14 This has to be taken into account for the de-
sign stage of a full barrier.

V. EVALUATION OF THE OPTICAL PROPERTIES

A separate experimental campaign aimed at evaluating
the optical performance, namely the transmittance and reflec-
tance in the visible range, was carried out on a three-layer
configuration �sample TMPP1; see Table II� to verify the
feasibility of achieving acceptable acoustical and optical
properties at the same time.

A calibrated spectrophotometer Varian model Cary 2300
was used together with an integrating sphere in the wave-
length range 300–800 nm, with a 10-nm wavelength step.15

For each sample, the measure was repeated in three different
positions and the average over the three series of data calcu-
lated.

Figure 11 reports a comparison between the normal in-
cidence optical transmittance measured on the multiple layer
configuration and on a single 5-mm nonperforated polycar-
bonate layer. The triple MPP shows the expected effect of
lowering the optical transparency with respect to the single
layer. However, the transmittance factor, �v, in the visible
range,16 which is an average of the measured transmittance,
�v��, weighted by the variation of human sensitivity within
the 380–780-nm range of light wavelengths, can still be con-
sidered adequate �a value of 0.52 has been measured�, at
least in terms of visual impact of the panel. No significant
deviation was observed between data acquired in different
positions, showing the small influence of perforations on the
normal incidence transparency. The measured reflectance for
the multiple layer configuration was very low �below 8% in
the whole range�, avoiding any possible glaring phenomena.

VI. CONCLUSIONS

There is an increasing demand for multifunctional de-
sign solutions for noise barriers, especially for barriers along
transport infrastructures: sound absorption, optical transpar-
ency, durability, and lightness are among those. The use of
transparent materials is very common whenever aesthetical
and visual impact issues are of concern. While ensuring good
sound-insulating performances, transparent panels are of
little help when sound-absorbing properties are also re-
quested; this is not uncommon for noise barriers to be in-
stalled along both sides of roads and railways, close to high
buildings.

The paper demonstrates the technical feasibility of
manufacturing noise barrier panels using perforated transpar-
ent layers in a multiple resonator configuration without po-
rous materials, in order to achieve acoustical sound-
absorbing performance similar to those of commercial
nontransparent products, together with rather good optical
characteristics. The well-established theory of microperfo-
rated absorbers—along with the electro-acoustic analogy and
the acoustic transmission analysis—was adopted to design
panels with optimized sound-absorbing properties with re-
spect to traffic noise, in terms of the single-number rating
DL
 used in the European countries for noise barrier quality
assessment. The optimization was carried out taking into ac-
count the technological constraints of mechanical strength of
the panels, which has the main effect of limiting the mini-
mum thickness.

A series of experiments was carried out, both in an im-
pedance tube and in a reverberation room, on single and
multiple perforated layer systems made of perforated poly-
carbonate sheets. The results were compared with theoretical
predictions, achieving good agreement, at least for engineer-
ing purposes. The predictions showed the potential of a
three-layer configuration with layers of decreasing porosity
�starting from the source side� and evidenced the limited ef-
fect of the air gap widths on the single-number rating.

The measured absorption performance of an optimized
configuration with three 3-mm perforated layers �4 dB for
DL
� is comparable with that of standard commercial non-

FIG. 10. Comparison between theoretical predictions for diffuse incidence
sound absorption employing the assumptions of locally and nonlocally re-
acting cavity. Geometrical parameters are those of Fig. 9.

FIG. 11. Optical transmittance in the visible range vs wavelength of sample
TMPP1 �see Table II�, compared with a single 5-mm nonperforated layer.
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transparent panels of similar thickness �13 cm�. At the same
time, adequate optical characteristics as far as light transpar-
ency can still be observed.
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Local feedback control of light honeycomb panels
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This paper summarizes theoretical and experimental work on the feedback control of sound
radiation from honeycomb panels using piezoceramic actuators. It is motivated by the problem of
sound transmission in aircraft, specifically the active control of trim panels. Trim panels are
generally honeycomb structures designed to meet the design requirement of low weight and high
stiffness. They are resiliently mounted to the fuselage for the passive reduction of noise
transmission. Local coupling of the closely spaced sensor and actuator was observed experimentally
and modeled using a single degree of freedom system. The effect of the local coupling was to roll
off the response between the actuator and sensor at high frequencies, so that a feedback control
system can have high gain margins. Unfortunately, only relatively poor global performance is then
achieved because of localization of reduction around the actuator. This localization prompts the
investigation of a multichannel active control system. Globalized reduction was predicted using a
model of 12-channel direct velocity feedback control. The multichannel system, however, does not
appear to yield a significant improvement in the performance because of decreased gain margin.
© 2007 Acoustical Society of America. �DOI: 10.1121/1.2384843�

PACS number�s�: 43.50.Ki, 43.40.Vn, 43.40.Rj �KAC� Pages: 222–233

I. INTRODUCTION

Interior cabin noise control is a crucial issue in aircraft
design since the noise affects the passenger comfort directly
�Mixson and Powell, 1984; Mixson and Wilby, 1995�. The
high levels of noise and vibration are generated by many
sources, such as engines, propellers, jets, airflow, and so on
�Gardonio, 2002; Gardonio and Elliott, 1999; Maury et al.,
2002�. The majority of the noise and vibration is transmitted
through the fuselage and the trim panel into the cabin. Many
passive reduction techniques are employed, such as barriers
and absorption materials for the airborne noise, and vibration
isolators and damping materials for the structure-borne
noise. In order to achieve the best performance, based on the
cost effectiveness and the weight requirement, a combination
of the reduction of the airborne noise and the structure-borne
noise must be achieved. These conventional techniques are
of limited use at low frequencies, however, particularly with
the weight requirements in aircraft. From the classification of
the main sources of interior noise �Bhat, 1999; Mixson et al.,
1978; Pope et al., 1987a, b; Sulc et al., 1982� and the iden-
tification of the transmission paths of airborne noise and
structure-borne noise �Mixson et al., 1978; Pope et al.,
1987a, b; Unruh, 1988, 1989�, the performance and limita-
tions of the passive treatments are well-known �Barton and
Mixson, 1981; Vaicatis, 1980�.

Passenger comfort is still influenced by noise at low
frequencies, and several approaches have been investigated
for controlling this low-frequency noise actively �Fuller et
al., 1996; Gardonio, 2002; Gardonio and Elliott, 1999; Nel-
son and Elliott, 1992�. This work started with active noise
control �ANC� of the cabin, followed by active vibration

control �AVC�, and then active structural acoustic control
�ASAC� of the fuselage and/or the trim panel. It is believed
that AVC and ASAC can achieve global noise reduction with
much lower dimensionality than ANC. When actuators are
placed on the fuselage, however, they can cause damage to
the structure due to fatigue. To avoid this problem, placing
the actuators on noncritical structures, for instance, interior
trim panel of aircraft, has also been studied.

The trim panel in the aircraft is connected to the fuse-
lage with resilient mounts. They are generally honeycomb
structures because of the design requirements for high load
capacity �Nilsson and Nilsson, 2002� and lightweight �Saito
et al., 1997�. Honeycomb structures are also used in many
other engineering applications, such as automobiles, railways
�Saito et al., 1997�, and underwater vehicles. Their high
bending stiffness, in combination with their light weight
�Nilsson and Nilsson, 2002�, however, leads to an increase in
their vibration and sound transmission/radiation properties
and conventional passive treatments are of limited use. The
active control of trim panels thus remains an open and im-
portant research area.

The purpose of this study is to begin to study the control
of noise and vibration for resiliently mounted honeycomb
structures. Although practical trim panels have a complicated
geometric shape, a simple lightweight honeycomb panel sys-
tem is studied here for simplicity.

II. PANEL SYSTEM STUDIED

The panel system studied in this paper is shown in Fig. 1
and consists of a resiliently mounted light honeycomb panel,
a piezoceramic actuator, and an accelerometer closely spaced
on the opposite side of the panel. The parameters of the
honeycomb panel are summarized in Table I. The piezocer-
amic actuator is bonded on the lower skin of the panel ata�Electronic mail: csh@isvr.soton.ac.uk
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�0.7Lx ,0.7Ly�, with the coordinates taken with respect to the
lower left-hand corner of Fig. 1�b�. The dimension of the
piezoceramic patch is 13�13 mm2, the thickness 1 mm, and
its mass is 1.3 g. The accelerometer �B&K 4375�, whose
mass is 2.5 g, is mounted on the upper skin of the panel at
the same location of the piezoceramic actuator as shown in
Fig. 1. The resilient mounts supporting the honeycomb panel
are achieved using the tensioned wires shown in Fig. 1�a�.
The plastic feet located at the coordinates �0.01, 0.01�, �Lx

−0.01,0.01�, �Lx−0.01,Ly −0.01�, and �0.01,Ly −0.01�
shown in Fig. 1�b� are used for mounting the panel on the
wires. A moving coil is attached on the panel for a primary
force disturbing the panel. To excite as many modes as pos-
sible, it is positioned near the corner, at �0.05,0.05�.

III. THEORETICAL MODELING

The theoretical model takes into account the dynamics
of the honeycomb panel with the lumped masses due to the

moving coil for the primary source and the actuator-sensor
pair since their masses are comparable to those of panel’s
mass. When the actuator and the sensor are positioned on the
opposite skins at the same location over the panel, they are
locally and dynamically coupled �Hong, 2005; Malker,
1999�. The local dynamic coupling is included in the theo-
retical model using a single degree of freedom system
�Hong, 2005�. The honeycomb panel is modeled using the
classical plate theory �CLPT� �Reddy, 1996�, assuming each
layer of the honeycomb panel to be homogeneous, which
results in an equivalent thin plate neglecting the effect of the
shear deformation and the rotary inertia. The equivalent
panel model can be expressed as

D11� �4w

�x4 + 2
�4w

�2x�2y
+

�4w

�4y
� + I0

�2w

�t2

= q�x,y,t� −
�Txx�x,y,t�

�x
−

�Tyy�x,y,t�
�y

−
�Txy�x,y,t�

�x
−

�Tyx�x,y,t�
�y

, �1�

where Txx, Tyy, Txy, and Tyx are applied moments and I0 is
given by

I0 = ��c�hc + 2��s�hs. �2�

The equivalent bending rigidity is given by �Nilsson and
Nilsson, 2002�

D11 =
E

�1 − �2�
�hc

2hs

2
+ hchs

2 +
2hs

3

3
� . �3�

When the moments are generated by an isotropic piezocer-
amic actuator, Txx=Tyy and Txy =Tyx=0. q�x ,y , t� is the sum
of the externally applied force, Fp�x ,y , t�, the interaction
forces due to the mounts, Fs�x ,y , t�, lumped masses,
Fm�x ,y , t�, and lumped mass-spring-damper single degree of
freedom systems, Fa�x ,y , t�, so that

q�x,y,t� = Fp�x,y,t� + Fs�x,y,t� + Fm�x,y,t� + Fa�x,y,t� .

�4�

The model consists of the equivalent panel and the
lumped elements due to sensors, actuators, resilient mounts,
and the local coupling model as shown in Fig. 2. This model
represents the active honeycomb panel, resiliently mounted
at the corners, with the feedback sensors and actuators. The
single degree of freedom mass-spring-damper systems are
included to take into account the local behavior of sensor/
actuator on the honeycomb structure. The solution of this
honeycomb panel system is presented in the Appendix and
evaluated in the next section.

A. Dynamics of resiliently mounted panels

The eigenvalue problem can be set up from Eq. �A7� to
obtain the natural behavior of the resiliently mounted panel,
that is,

�− �2Mgg + Kgg�wg = 0 . �5�

For the nontrivial solution for wg, the natural frequencies can
be obtained from the eigenvalue problem, Eq. �5�, and the

FIG. 1. �Color online� Resiliently mounted honeycomb panel under a
single-channel active feedback control system. �a� panel system; �b� the
panel under the test having plastic feet at the corners, the coil for the pri-
mary source at �0.05, 0.05� and sensor/piezoceramic actuator at
�0.7Lx ,0.7Ly�.

TABLE I. Parameters of the resiliently mounted honeycomb panel.

Notation Unit Value Description

Lx m 0.7 Length of the panel
Ly m 0.4 Width of the panel
hs mm 0.5 Thickness of the skin
hc mm 3.0 Thickness of the core
� kg/m3 253.5 Average density of the panel

��s� kg/m3 507 Density of the skin
��c� kg/m3 169 Density of the core
Mp kg 0.212 Total mass of the panel
E Pa 14.8�109 Young’s modulus
� – 0.3 Poisson’s ratio
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mode shapes can be evaluated using the eigenvectors such
that

�g,pq = �
m

�
n

wg,mn
�pq� �mn,p, q = 1,2,3, . . . , �6�

where �g,pq is the mode shape function of order pq of the
resiliently mounted panel with the lumped elements, wg,mn

�pq� is
the mnth coefficient of the pqth eigenvector, and �mn is
the mode shape function of order mn of the free-edged
panel without any lumped element.

Figure 3 shows the variation of the natural frequencies
with the stiffness of the mounts, ks, denoted by the nondi-
mensionalized parameter, �=ks�Lx

3 / �EI�, ranging from �
=10−4 to �=106. The dotted line and the dot-dashed line
indicate the variation of the mass-spring resonance and the
approximated natural frequencies of the two rotational
modes, which are calculated assuming the locations of the
mounts to be very near the corners. They are �4ks /M and
�12ks /M, respectively, when the total mass of the panel is
M. The slight difference in the calculated natural frequencies

of the rotational modes is due to the slight deviation of the
mounts’ locations from the corners. It can be seen from Fig.
3 that the behaviors of the lower modes couple more easily
to the mount stiffness, so that they move to those of a panel
simply supported at the corners at low stiffness of the mounts
less than 100���100�. The first three modes behave as if the
panel is a rigid body when ��1.0 while the panel behaves
with flexible modes when ��1.0. The natural frequencies of
the same modes, which have large displacements at the cor-
ners, can cross over those of others. For example, the fourth

FIG. 3. �Color online� Variation of the natural frequencies with the stiffness
of the mounts at the corners. The dotted line indicates the variation of the
spring-mass resonance, �4ks /M, and the dot-dashed line indicates the ap-
proximated natural frequencies of the two rotational modes, �12ks /M.

FIG. 4. �Color online� Design of resilient mounts for aircraft trim panels.
The stiffness of the mounts selected for this study is �=4.

FIG. 5. �Color online� Measurement of the response functions of the hon-
eycomb panel supported by wire. �a� Point mobility function measurement
using a minishaker. �b� Response function measurement using a piezocer-
amic actuator.

FIG. 2. �Color online� Simplified theoretical model consisting of the equiva-
lent honeycomb panel, the lumped masses due to sensors such as acceler-
ometers and force transducers, and the local coupling model.
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mode at 13 Hz, being the first flexible mode, when the stiff-
ness of mounts is lower than 0.1, moves to the fifth mode at
96 Hz when the stiffness is greater than 100 crossing at �
=20.

B. Resilient mounts

The stiffness of the mounts seriously affects the stability
and the control performance of the active control system
when using piezoceramic actuators �Hong and Elliott, 2005�.
In practice, however, the mounts are typically designed to
passively reduce the noise and vibration. This is achieved for
aircraft trim panels by using mounts with such a stiffness that
their mass-spring resonance is somewhat less than half of the
first flexible panel resonance �Stothers, 2004�. Figure 4
shows the design parameters of resilient mounts for aircraft
trim panels. The dot-dashed line denotes the variation of the
mass-spring resonance frequency and the dashed line twice
this. The mount stiffness for this study is selected to be about
�=4, as indicated by the vertical dashed line in Fig. 4.

C. Local coupling and its effect

In this section the local coupling between the sensor and
the actuator in the honeycomb panel is measured experimen-
tally and its effect on the dynamics of the honeycomb panel
is investigated. The accelerometer response is measured
when a force is applied to the honeycomb panel first and the
response to a piezoceramic actuator is then measured. An
accelerometer �B&K 4375� is attached on the other side of
honeycomb at the location of the actuator as shown in Fig. 5.
The responses for both actuator-sensor pairs are also pre-
dicted using the CLPT model with the local coupling behav-
ior. The local coupling behavior is modeled by a single de-
gree of freedom mass-spring-damper system on the panel
whose parameters are the mass of the accelerometer, the lo-
cal stiffness, and the damping coefficient estimated from the
transmissibility measurement between skins as described in
Hong �2005�.

Figure 6 shows the comparison of the measured fre-

quency response with that calculated for the force excitation.
The thick solid line is for the calculated result while the
dashed line is the measured results, put together from mea-
surements at different bandwidths. A reasonable agreement
can be found at all frequencies. Some differences in the reso-
nance frequencies are observed in the frequency range be-
tween 100 and 2000 Hz, where not only the bending waves
but also the shear waves exist due to the effect of the shear
deformation. A peak is also observed at about 4 kHz due to
the local dynamics, which is accurately predicted by the
model. No distinct modal behavior exists in the experimental
results above this frequency because the modal density due
to the shear waves becomes large enough to smooth the re-
sponse due to the high modal overlapping in the real honey-
comb. For the analytical model, however, the modal overlap
is not high enough to entirely smooth the spectrum.

Figure 7 shows the response of the honeycomb panel
excited by a piezoceramic actuator measured with an accel-
erometer on the opposite skin. The difference at frequencies
less than 20 Hz is caused by the low signal-to-noise ratio in
the experiment, due to the limited authority of the small pi-
ezoceramic actuator. Apart from that, the main characteristics
are similar at each frequency range to that mentioned above.
The local behavior for the piezoceramic actuator is not so
distinct, however, since the local dynamic mechanism due to
the piezoceramic actuation is highly damped.

IV. DIRECT VELOCITY FEEDBACK CONTROL WITH A
PIEZOCERAMIC ACTUATOR

A. Plant response and stability

The effect of the local coupling between a piezoceramic
actuator and a closely spaced accelerometer is to roll off the
response between the actuator and sensor at higher fre-
quency. A feedback control system should thus be able to
operate with a higher gain margin than if a solid structure,
e.g., an aluminum panel, was used �Hong, 2005�. It is also
clear that CLPT theory with the local coupling model is suit-

FIG. 6. Comparison of the measured point response function �dashed line�
with the calculated �solid line� for the force actuator.

FIG. 7. Comparison of the measured response function �dashed line� with
the calculated �solid line� for the piezoceramic actuator with an accelerom-
eter on the opposite side of the honeycomb panel.
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able for designing and characterizing the active control sys-
tems for active honeycomb trim panels since the local cou-
pling cuts off the high-frequency response where the shear
deformation effect and the rotary inertia effect are dominant.

Figure 8 shows the Nyquist plots of the plant response
between the piezoceramic actuator and the velocity sensor
calculated using the model and measured as shown in Fig. 7.
The phase is shifted slowly as the frequency increases, ap-
proaching 180° at high frequencies. A large maximum gain
of about 1000 is thus obtained. The loop on the left-hand side
of the origin could lead to instability, and is due to two
mechanisms. One is the the effect of the local dynamics. The
local dynamics give an additional phase shift while it makes
the magnitude of the response decrease at the frequency
higher than �2 times the coupling resonance frequency. The
other is due to the noncollocation of the piezoceramic actua-

tor and the sensor, so that the size of the actuator is the key
parameter to characterize it. The delay between the moment
generated along the edge of the piezoceramic actuator and
the sensor on the opposite skin of the panel at the center of
the piezoceramic actuator leads to slowly changing phase as
frequency increases.

FIG. 8. Nyquist plot of the plant response up to 20 kHz when the piezoce-
ramic actuator is placed at �0.7Lx ,0.7Ly� �a� Calculated; �b� measured.

FIG. 9. Predicted variation of the maximum gain with the location of ac-
tuator.

FIG. 10. �Color online� Total kinetic energy �a� and total acoustic power �b�
of a resiliently mounted ��=4� honeycomb panel disturbed by a concen-
trated force at �0.05, 0.05� with no control �solid line� and with a feedback
gain of 1000 �dashed line�, when subjected to the single-channel direct
feedback control with sensor/piezoceramic actuator at �0.7Lx ,0.7Ly�.
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The details of the Nyquist plots and hence the maximum
feedback gain vary with actuator/sensor location. Figure 9
shows the variation of the maximum gain with the location
of actuator calculated from the theoretical model. The loca-
tions where the maximum gain is greater than 2000 in this
case are represented by white. The smallest maximum gain
in this diagram is about 250. It can be seen that the actuator
should be located at least 25% of the plate width from the
edges to obtain a large gain margin. The distribution of maxi-
mum gain is not symmetric on the panel because of the
lumped mass and stiffness of the primary and secondary
sources.

B. Control performance

The predicted performance of the feedback control sys-
tem with a single-channel sensor/piezoceramic actuator sys-
tem can be estimated in terms of either the total kinetic en-
ergy or the total radiated acoustic power given by Eqs. �A35�
and �A36�.

Figure 10 shows the predicted total kinetic energy and
the radiated acoustic power of a resiliently mounted ��=4�
honeycomb panel disturbed by a concentrated force at
�0.05,0.05�, respectively, and subjected to the single-channel
direct velocity feedback control with sensor/piezoceramic ac-
tuator at �0.7Lx ,0.7Ly� with a feedback gain of 1000. Reduc-
tions in the predicted kinetic energy and acoustic power of
about 20 dB can be achieved at the first modal frequency
using the feedback control. Since the actuator weakly
couples into the subsequent rigid body modes when the pan-
elis supported by soft mounts, �=4 in this case, the reduc-
tions at those frequencies are small. To understand how the
piezoceramic actuator couples into those modes more intu-
itively, we may consider a completely free-edged panel. The
modal force of the moments generated by the piezoceramic
actuator at the first four modes are all zero.

Figure 11 shows the predicted normalized kinetic energy
and acoustic power of the resiliently mounted honeycomb
panel integrated up to 1 kHz, calculated from Eqs. �A39� and
�A40�. Since the control system is only conditionally stable
with a maximum gain of 1000 in this case, the maximum
performance is limited. The largest predicted reduction in the
normalized kinetic energy and acoustic power are 4 and
0.3 dB, respectively. These relatively small reductions are
due to the localization of the reduction around the actuator-

FIG. 11. Normalized control performance of a resiliently mounted ��=4�
honeycomb panel disturbed by a concentrated force at �0.05, 0.05�, and
when subjected to the single-channel direct feedback control with sensor/
piezoceramic actuator at �0.7Lx ,0.7Ly�. The normalization is carried out up
to 1 kHz. The vertical dashed line denotes the maximum gain. �a� normal-
ized total kinetic energy; �b� normalized total acoustic power.

FIG. 12. Measured velocity levels up to 1 kHz �a� at the piezoceramic
actuator location �0.7Lx ,0.7Ly� and �b� at the point �0.6Lx ,0.6Ly�, 8 cm
apart from the actuator location, of a resiliently mounted ��=4� honeycomb
panel disturbed by a concentrated force at �0.05, 0.05� �solid line�, and when
subjected to the single channel direct feedback control with the gains of
about 200 �dashed line�, using the piezoceramic actuator.
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sensor pair. To show this, the velocity levels at the piezoce-
ramic actuator location �0.7Lx ,0.7Ly� and at the point
�0.6Lx ,0.6Ly�, 8 cm away from the the actuator location, are
measured in the experimental arrangement shown in Fig. 1.
Figure 12 shows the measured velocity spectrum before con-
trol and after the single-channel direct feedback control with
the gain of 225 using the piezoceramic actuator. It can be
seen that the velocity level at a point 8 cm away from the
actuator location is hardly reduced, except for a few reso-
nances from 300 to700 Hz, while a reduction in the velocity
level can be obtained with a maximum of about 10 dB at the
actuator location.

The velocity distributions over the panel with and with-
out control were also measured using a laser scanning vibro-
meter. Figure 13 shows the distributions of the measured
levels of velocity reduction integrated over different band-
widths �a� up to 25 Hz; �b� from 100 to 300 Hz; �c� from
300 to 500 Hz; and �d� from 500 to 800 Hz, when the panel
is subjected to the single-channel direct feedback control
with feedback gain of 225, using the piezoceramic actuator
at �0.7Lx ,0.7Ly�. It can be seen that the reduction by the

control system is significantly more localized as the fre-
quency increases, while the global reduction can only be
achieved by the control system at low frequencies.

V. MULTICHANNEL LOCAL VELOCITY FEEDBACK
CONTROLLER

The localization of the reduction achieved with a single-
channel control system motivates the investigation of multi-
channel feedback controllers. In order to achieve the global
reduction performance up to higher frequency of interest, a
12-channel direct local velocity feedback control system is
investigated theoretically. The assumed locations of the
actuator-sensor pairs are shown in Fig. 14. Each sensor-
actuator pair is modeled with a single degree of freedom
mass-damper-spring system on the honeycomb panel model
obtained from CLPT to take into account the local coupling
dynamics. The stability and the performance of the control
system are evaluated using the state-space representation,
based on the block diagram shown in Fig. 15. In this state-
space representation, the stability of the closed-loop system
can be assessed by calculating the eigenvalues of the system

FIG. 13. �Color online� Measured reduction of the total velocity level distributions integrated at different bandwidths �a� up to 25 Hz; �b� 100 to 300 Hz; �c�
300 to 500 Hz; and �d� 500 to 800 Hz, of the resiliently mounted ��=4� honeycomb panel disturbed by a concentrated force at �0.05, 0.05�, and when
subjected to the single-channel direct feedback control with feedback gain of 225, using the piezoceramic actuator at �0.7Lx ,0.7Ly�. The square mark on the
shading denotes the location of the piezoceramic actuator.
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matrix �Fuller et al., 1996�. The imaginary part of the eigen-
value corresponds to the ±j� natural frequency and the real
part the decay rate of the modal participation factor of the
response. The system is stable when all of the eigenvalues
have a negative real part.

Figure 16 shows the eigenvalues of the system for vari-
ous feedback gains ranging from 50 to 200. The upper part of
the diagram shows all the poles, and the lower part shows a
zoomed view to look at the behavior of the unstable poles. It
can be seen that the natural frequencies are invariant with
feedback gain at the low frequencies, while the decay rates
of the lower order modes are affected. Slight change in natu-
ral frequencies is due to the new boundary effect of the
sensor-actuator pair at a high feedback gain. It is found that
the maximum feedback gain is about 120 in this case. The
maximum gain is significantly lower than that of any one
single-channel control system, which is about 1000. This is
because of the interaction between the multiple actuators and
sensors.

Figure 17 shows the predicted control performance of a
resiliently mounted honeycomb panel disturbed by a concen-
trated force at �0.05,0.05�, and when subjected to the 12-
channel direct feedback control with sensor/piezoceramic ac-
tuators with gain of 120 in terms of �a� the total kinetic
energy and �b� the total acoustic power. The resonance fre-
quencies are decreased due to the mass loading from the
sensor-actuator, and so the modal density at the frequencies

between 100 Hz and 1 kHz is much higher that that of the
panel with single channel control, as shown in Fig. 10. It can
be seen that reductions in the kinetic energy and the acoustic
power are much improved using the multichannel control,
particularly at high frequencies, while they are almost the
same at low frequencies. Figure 18 shows the calculated re-
duction levels of the velocity distribution integrated from
500 to 800 Hz of controlled panel with feedback gain of 120
using the sensor-actuator pairs positioned at the square marks
on the shading. The global reduction in vibration is achieved
by connecting the localized reduction of each single sensor-
actuator pair. Figure 19 shows �a� the normalized total ki-
netic energy and �b� the normalized total acoustic power of
the controlled panel, comparing with those of the single-
channel feedback control. The normalization is carried out
up to 1 kHz. The maximum reduction in the normalized ki-
netic energy is increased by only 0.5 dB while that in the
normalized acoustic power is much increased by 3.5 dB. The
increase in the acoustic power reduction is due to the global-
ization of the vibration reduction at high frequencies. It
should be noted that, although the reduction in the kinetic
energy is not very improved, the maximum reduction can be
achieved at lower feedback gain. The control effort for each
single channel is much reduced when using multichannel
control to obtain the same reduction performance.

VI. CONCLUSION

This study has investigated the feedback control of vi-
bration and sound radiation from honeycomb trim panels us-
ing piezoceramic actuators and closely spaced accelerom-
eters. To account for the practical situation of aircraft trim
panels, the honeycomb panel is resiliently mounted.

The local coupling of the sensor and actuator in the hon-
eycomb panel was observed experimentally, and modeled us-
ing a single degree of freedom system, as developed in Hong
�2005�. The effect of the local coupling was to roll off the
response between the piezoceramic actuator and sensor at
high frequencies, so that a feedback control system can have

FIG. 16. Eigenvalues of the system matrix �poles� for the 12-channel local
feedback control system with various feedback gains of 50���, 100���, and
200���.

FIG. 14. Actuator-sensor pair locations of 12-channel direct velocity feed-
back control system. The dashed box is range of high stable feedback gain
of individual sensor-actuator pair shown in Fig. 9.

FIG. 15. Block diagram of the multichannel output feedback control system.
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high gain margins. Relatively poor global performance was
achieved, however, because of localization of reduction
around the position of the actuator/sensor at high frequen-
cies. This localization prompts a theoretical investigation of
a decentralized active control system using multiple actuator
and sensor pairs. Globalized reduction was achieved using a
12-channel direct velocity feedback control. However, due to
decreased gain margin, the multichannel system does not
yield a significant improvement in the global performance.
Although the reduction in the kinetic energy is not very im-
proved, the maximum reduction can be achieved at lower
feedback gain. Further work is required before the applica-
bility of this work to real aircraft trim panels can be assessed,
particularly with regard to the effects of curvature in real
trim panels.

APPENDIX: RESPONSE OF A RESILIENTLY
MOUNTED HONEYCOMB PANEL

The panel is considered to be resiliently mounted at the
corners. The honeycomb panel with actuator-sensor pair po-

FIG. 17. �Color online� Total kinetic energy �a� and total acoustic power �b�
of a resiliently mounted ��=4� honeycomb panel disturbed by a concen-
trated force at �0.05, 0.05� with no control �solid line� and with a feedback
gain of 120 �dashed line�, when subjected to the 12-channel direct feedback
control with sensor/piezoceramic actuators.

FIG. 18. Calculated total velocity level distribution integrated from
500 to 800 Hz of a resiliently mounted honeycomb panel disturbed by a
concentrated force at �0.05, 0.05�, and when subjected to the 12-channel
direct feedback control with feedback gain of 120. The square mark on the
shading denotes the location of the piezoceramic actuators.

FIG. 19. Normalized control performance of a resiliently mounted honey-
comb panel disturbed by a concentrated force at �0.05, 0.05�, and when
subjected to the 12-channel direct feedback control �solid line� comparing
with those of the single-channel feedback control �dashed line�. The normal-
ization is carried out up to 1 kHz. �a� Normalized total kinetic energy; �b�
normalized total acoustic power.
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sitioned on the opposite skins can be effectively modeled
using the simple panel as shown in Fig. 2. The equation of
motion of the panel is given by Eq. �1�.

When assuming the external force, Fp, is applied at a
point, �xp ,yp�,

Fp�x,y,t� = Fp	p�x − xp,y − yp� , �A1�

where 	� � is the delta function. The interaction forces in Eq.
�4� are denoted as

Fs�x,y,t� = �
i=0

Ns

	ks
�i�w + cs

�i�ẇ
	�x − xs
�i�,y − ys

�i�� , �A2�

Fm�x,y,t� = �
i=0

Na

ml
�i�ẅ	�x − xa

�i�,y − ya
�i�� , �A3�

Fa�x,y,t� = �
i=0

Na

�ku
�i�	ym

�i� − w
 + cu
�i�	ẏm

�i� − ẇ
�

� 	�x − xa
�i�,y − ya

�i�� , �A4�

where Ns and Na are the number of the mounts and the num-
ber of the lumped masses and the single degree of freedom
systems on the panel, and ym�x ,y , t� is the displacement of
the mass of the mth single degree of freedom system,
which is governed by

mu
�i�ÿm

�i� + cu
�i�ẏm

�i� + ku
�i�ym

�i� = 	cu
�i�ẇ + ku

�i�w


�	�x − xa
�i�,y − ya

�i��
i = 1,2,3, . . . ,Na. �A5�

The forced response can be expressed as a superposition
of normal modes

w�x,y,t� = �
m=1




�
n=1




amn�t��mn�x,y� , �A6�

where m and n are the modal indexes, �mn�x ,y� is the mode
shape function of free-edged panels. The natural frequencies
and the mode shape functions can be estimated by the
method suggested by Warburton �Fahy and Walker, 2004;
Leissa, 1969; Warburton, 1951�. Assuming the response of
the mass of the sensors to be harmonic, the coupled system
governed by the matrix equation

�− �2Mgg + j�Dgg + Kgg�wg = fg, �A7�

where

Mgg = � Maa Mas

Msa Mss
� , �A8�

Dgg = � Daa Das

Dsa Dss
� , �A9�

Kgg = � Kaa Kas

Ksa Kss
� . �A10�

Defining the modal vector as
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�31�x,y�
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�3k�x,y�

]

�MN�x,y�

� =
�1�x��1�y�
�2�x��1�y�
�3�x��1�y�

]

�1�x��2�y�
�2�x��2�y�
�3�x��2�y�

]

�1�x��k�y�
�2�x��k�y�
�3�x��k�y�

]

�M�x��N�y�

� , �A11�

the submatrices in Eqs. �A8�–�A10� can be evaluated as

Maa = �heLxLyI + �
i=1

Na

ml
�i�	��xa

�i�,ya
�i��
	��xa

�i�,ya
�i��
T,

�A12�

Daa = �heLxLy diag�2mn�mn� + �
i=1

Na

cu
�i�	��xa

�i�,ya
�i��


�	��xa
�i�,ya

�i��
T + �
i=1

Ns

cs
�i�	��xs

�i�,ys
�i��
	��xs

�i�,ys
�i��
T,

�A13�

Kaa = �heLxLy diag��mn
2 � + �

i=1

Na

ku
�i�	��xa

�i�,ya
�i��


�	��xa
�i�,ya

�i��
T + �
i=1

Ns

ks
�i�	��xs

�i�,ys
�i��


�	��xs
�i�,ys

�i��
T, �A14�

Mas = 0 �A15�

Das = �cu
�1���xa

�1�,ya
�1�� ¯ cu

�Na���xa
�Na�,ya

�Na��� , �A16�

Kas = �ku
�1���xa

�1�,ya
�1�� ¯ ku

�Na���xa
�Na�,ya

�Na��� , �A17�

Mss = �
mu

�1� 0 0 0 0 0 0 ¯

0 mu
�2� 0 0 0 0 0 ¯

� 0 0 0 ¯

0 0 0 0 mu
�k� 0 0 ¯

]

0 0 0 0 0 0 0 mu
�Na�

� , �A18�
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Dss = �
cu

�1� 0 0 0 0 0 0 ¯

0 cu
�2� 0 0 0 0 0 ¯

� 0 0 0 ¯

0 0 0 0 cu
�k� 0 0 ¯

]

0 0 0 0 0 0 0 cu
�Na�

� , �A19�

Kss = �
ku

�1� 0 0 0 0 0 0 ¯

0 ku
�2� 0 0 0 0 0 ¯

� 0 0 0 ¯

0 0 0 0 ku
�k� 0 0 ¯

]

0 0 0 0 0 0 0 ku
�Na�

� , �A20�

where the subscript aa denotes the free-edged panel with
lumped masses and stiffness, ss denotes the single degree of
freedom mass-spring-damper-damper system, and as and sa
denote their coupling.

wg = � a

ym
� �A21�

and

fg = �Fpq + Tpq

0Na

� , �A22�

where a is the modal amplitudes of the panel, ym

= 	Ym
�1� ,Ym

�2� , . . . ,Ym
�Na�
T, which is the displacements of the

masses of single degree of freedom �SDOF� systems on the
panel, and 0Na

is a zero vector of size Na�1. Note that
Msa=Mas

T , Dsa=Das
T , and Ksa=Kas

T . Fpq and Tpq are the
modal force terms of externally applied forces and moments,
respectively, which can be expressed as

Fpq = �
A

F�x,y��pq�x,y�dA

Tpq = − �
A
� �T�x,y�

�x
+

�T�x,y�
�y

��pq�x,y�dA . �A23�

The forced response including the actuator and sensor dy-
namics can be obtained from Eq. �A7�. The modal amplitude
and the displacement of the mass of the lumped SDOF sys-
tem can be extracted from wg as

a = Eawg, �A24�

ym = Eywg, �A25�

where

wg = �− �2Mgg + j�Dgg + Kgg�−1fg, �A26�

Ea = � I1 01

01
T 02

� , �A27�

and

Ey = � 03 01

01
T I2

� . �A28�

I1 and I2 in Eqs. �A27� and �A28� are the unit matrices of
size of MN�MN and Na�Na, respectively, and 01, 02, and
03 are zero matrices of size of MN�Na, Na�Na, and MN
�MN, respectively. Thus, the displacement at a point �xr ,yr�
of the panel can be expressed as

w�xr,yr,�� = �T�xr,yr�Eawg��� . �A29�

When the panel is subjected to a point force, Fp at �xp ,yp�,
the modal force can be written as Fmn=Fp��xp ,yp� from Eq.
�A23�. So, the mobility function can be expressed as

ẇ�xr,yr,��
Fp

= j��T�xr,yr�Eawg�����xp,yp� . �A30�

On the other hand, when the panel is subjected to a piezoce-
ramic actuator, the moments are generated at the edges of the
piezoceramic, x=xs1 ,xs2, and y=ys1 ,ys2, as shown in Fig. 20.
The moments can be written in the form

Txx�x,y� = Ts	�x − xs2�	U�y − ys1� − U�y − ys2�
 − Ts	�x

− xs1�	U�y − ys1� − U�y − ys2�


Tyy�x,y� = Ts	�y − ys1�	U�x − xs1� − U�x − xs2�
 − Ts	�y

− ys2�	U�x − xs1� − U�x − xs2�
 , �A31�

where 	� � is the delta function and U� � is the step function.
Substituting Eq. �A31� into Eq. �A23� leads to the modal
force of the moments written as

Tmn = Ts�
xs1

xs2 � ��mn�x,ys1�
�y

−
��mn�x,ys2�

�y
�dx

+ Ts�
ys1

ys2 � ��mn�xs1,y�
�x

−
��mn�xs2,y�

�x
�dy . �A32�

Using Eq. �A11�, Eq. �A32� can be expressed as

FIG. 20. �Color online� Moments generated by a piezoceramic actuator.
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Tmn = Ts� ��n�ys1�
�y

−
��n�ys2�

�y
��

xs1

xs2

�m�x�dx

+ Ts� ��m�xs1�
�x

−
��m�xs2�

�x
��

ys1

ys2

�n�y�dy

� Ts�̆�xs,ys� . �A33�

Letting Tmn�Ts�̆�xs ,ys� as shown in Eq. �A33�, the mobil-
ity function can be expressed as

ẇ�xr,yr,��
Ts

= j��T�xr,yr�Eawg����̆�xs,ys� . �A34�

The time-averaged total kinetic energy �KE� of the panel
in terms of the modal velocity amplitude, a, is given by

KE��� =
Mp

2
aHa , �A35�

where Mp is the total mass of the panel and the superscript H
indicates the Hermitian transpose.

Assuming that the panel is in an infinite rigid baffle, the
sound power radiated from the beam can be calculated by

W = aHMa , �A36�

where M is the modal radiation resistance matrix given by

M = �HR� . �A37�

R in Eq. �A37� is the radiation resistance matrix for an array
of I elemental radiators expressed in the form

R =
�2�0S2

4�c0 �
1

sin�kr12�
kr12

¯¯

sin�kr1I�
kr1I

sin�kr21�
kr21

1 ¯¯ ]

] ¯¯ ]

sin�krI1�
krI1

1
� ,

�A38�

where �0 and c0 are the density and the speed of the sound of
the acoustic medium, respectively, k is the acoustic wave
number, and rij is the distance from element i to element j.
Since rij =rji, the matrix is symmetric.

The normalized average kinetic energy and acoustic
power, used for estimation of the control performance, can
be represented by

KĒ�h� = 10 log10

�
f1

f2

KE�f ,h�df

�
f1

f2

KEp�f�df

, dB �A39�

and

W̄�h� = 10 log10

�
f1

f2

W�f ,h�df

�
f1

f2

Wp�f�df

, dB �A40�

where KE and W̄ represent the normalized kinetic energy
and acoustic power, respectively. Also, KE and W repre-
sent the total kinetic energy and acoustic power under the
feedback control, respectively, and KEp and Wp are those
without control; f1 and f2 are the lower and the upper
frequency of the frequency range of interest.
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Extensive objective energy-based parameters have been measured in 12 Mudejar-Gothic churches in
the south of Spain. Measurements took place in unoccupied churches according to the ISO-3382
standard. Monoaural objective measures in the 125–4000 Hz frequency range and in their spatial
distributions were obtained. Acoustic parameters: clarity C80, definition D50, sound strength G and
center time TS have been deduced using impulse response analysis through a maximum length
sequence measurement system in each church. These parameters spectrally averaged according to
the most extended criteria in auditoria in order to consider acoustic quality were studied as a
function of source-receiver distance. The experimental results were compared with predictions
given by classical and other existing theoretical models proposed for concert halls and churches. An
analytical semi-empirical model based on the measured values of the C80 parameter is proposed in
this work for these spaces. The good agreement between predicted values and experimental data for
definition, sound strength, and center time in the churches analyzed shows that the model can be
used for design predictions and other purposes with reasonable accuracy. © 2007 Acoustical Society
of America. �DOI: 10.1121/1.2390665�

PACS number�s�: 43.55.Br, 43.55.Gx �NX� Pages: 234–250

I. INTRODUCTION

The study of the sound field in places of worship, in any
type of religion and both for new buildings and for rehabili-
tation of ancient existing buildings �patrimony preservation�,
has recently aroused great interest within the general field of
architectural acoustics as is evident from the research
literature,1–3 from some of the latest international congresses
such as in Rome4 and Seville �Spain�,5 which featured a
specific session for worship building acoustics, and from
other related projects.6 On one hand, this interest is of a
practical nature as a result of the growing demand for acous-
tic comfort in public places which are used for oral or mu-
sical liturgical purposes or for other cultural performances.
On the other hand, the interest is more fundamental since the
investigation into the acoustics of these complex spaces
gives information about the general acoustic aspects of archi-
tectural heritage and aids the general comprehension of room
acoustics.

This paper deals with the experimental results of certain
monoaural energy-based acoustic parameters: clarity, defini-
tion, sound strength, and center time, all studied as a function
of source-receiver distance, and proposes a model to inter-
pret such experimental data. These parameters are considered
very relevant for the evaluation of acoustic quality based on
energy criteria. The parameters have been measured for oc-
tave bands between 125 and 4000 Hz and within their spatial
distribution in each church. In the present analysis each pa-
rameter has been averaged spectrally in accordance with the
most widely accepted way.

From the starting point of the deviation of the ideal pat-
tern of a diffuse sound field in these places as shown by all
the parameters analyzed and the comparison of the experi-
mental data with the revised theory of Barron et al.7 for
concert halls, the semiempirical model deduced from the ex-
perimental sound pressure values, proposed by Sendra et al.8

for these types of religious spaces and the modified theory of
Cirillo et al.,9 originally conceived for Romanesque churches
and recently refined to include a wider type of churches,10

have led the authors11 to propose a relatively simple model
based on measured C80 values. Hence, with volume, rever-
beration time, source-receiver distances and � parameter as
premises, this model enables the prediction of all the remain-
ing measured acoustic parameters studied in churches of this
character in the south of Spain. These churches constitute an
important sample of the cultural inheritance of the city which
had a strong influence on Latin American Baroque architec-
ture which includes the Mudejar timber roofs in important
churches in Columbia, Bolivia, El Salvador and Cuba.

II. MEASUREMENT TECHNIQUE

The procedures employed have been those established in
the ISO-3382 standard and all measures have been carried
out in unoccupied churches. Temperature and relative humid-
ity have been measured with a precision electronic thermo-
hygrometer and a barometer has determined the atmospheric
pressure. The range of variation was 22.6–27.4 °C for the
temperature, 35.7–65.7% for the relative humidity, and
101.7–102.5 kPa for the atmospheric pressure.

Monoaural impulse responses and other room responses
to stationary signals have been measured to determine rever-
beration times �T� together with the energy-based parameters
for each frequency band in all receiver positions: clarity
�C80�, definition �D50�, sound strength �G� and center time

a�Electronic mail: teofilo@us.es
b�Electronic mail: sgiron@us.es
c�Electronic mail: mgalindo@us.es
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�TS�. From this point on, these parameters are spectrally av-
eraged in each position as follows: clarity and center time as
a direct average of 500, 1000, and 2000 Hz octave band
values, definition as a weighted average in the same way as
Marshall12 proposed for C50:

D50av = 0.15D50�500 Hz� + 0.25D50�1 kHz�

+ 0.35D50�2 kHz� + 0.25D50�4 kHz� �1�

and a mean of the corresponding mid-frequency 500 and
1000 Hz bands for sound strength13 and reverberation
time.

The impulse response has been obtained using maxi-
mum length sequence �MLS� signals. The analyzer used has
been the Maximum Length Sequence System Analyzer, from
DRA Laboratories �MLSSA� based on a full-length Industry
Standard Architecture �ISA� card of data acquisition housed
in a slot of a PC with the corresponding software which runs
under MS-DOS operating system. For the measurement of
the impulse response in order to obtain the decay curves and
the energy parameters, the MLS spectrum must be condi-
tioned to that of pink noise before being fed to the amplifier.
This is done here by means of the CWF-1 filter from One-
on-One Technical Products. In order to improve the signal-
to-noise ratio at low frequencies, the signal captured by the
microphone is inverse filtered before entering MLSSA for its
analysis. In addition, to improve this signal-to-noise ratio, in
each position, the impulse response is obtained by averaging
eight MLS periods.

An omnidirectional source B&K 4296 is placed at the
most usual point of location of the natural source: the altar at
a height of 1.70 m from the floor. The microphone is located
at the approximate height of the head of a seated person
which is 1.20 m from the floor, in a predetermined number
of positions distributed in the central nave and the lateral
naves ranging from 12 reception points of Santa Catalina
church to 23 of Santa Marina �see Fig. 1�.

The microphone used is a 1/2 in. B&K 4190, and a
B&K 2669 preamplifier and a bias-source B&K 2804, to
supply the 200 V dc polarization voltage necessary.

In order to study sound pressure levels, two different
techniques for the calculation of sound strength have been
used. The first technique uses the emission of a stationary
signal, later corrected with the level produced by the source,
at 10 m distance under free field conditions. The other tech-
nique is derived from the impulse response generated from
the MLS signals, by means of calculating the reference level
from the direct sound of this impulse response and from its
source-receiver distance. This distance is calculated from the
initial flying time of the impulse responses. The results com-
ing from these two techniques have been compared through
lineal regression and a slope near to one has been obtained:
y=0.962x; R2=0.824. The coefficient of the determination is
acceptable if one takes into account that the microphone po-
sitions can vary for the impulse response and stationary sig-
nal measurements. In this work the data of the stationary
signal is presented as a more reliable and clearer method of
determining the spectral variation when a calibrated source is
available.

The stationary levels are produced by a B&K 4296 om-
nidirectional source which emits pink noise and these levels
are measured using MLSSA configured in Scope mode. The
power level of emission is adjusted to 111 dB. The micro-
phone used is the same as described before, thereby allowing
calibration in situ.

III. CHURCHES ANALYZED

Twelve churches of the same typology varying in vol-
ume, dimensions, inner endings, and furnishing were acous-
tically reported. All these churches were built in the Middle
Ages and their architectural style was a unique Spanish ar-
tistic movement since it was influenced by both Islamic and
Christian Gothic elements.

The Mudejar-Gothic churches in Seville are morpho-
logically characterized by this stylistic dualism: a vaulted
Gothic apse and a body of three naves with a wooden timber
roof �collar beam in the main nave� of Moorish origin. Its
brick walls are complemented with portals and a stone apse.
The supports are also clearly Islamic, with quadrangular or
sometimes octagonal pillars and with raised brick moldings
as decoration. Pointed, round, or segmental arches rest on
these supports.

Among other elements of particular interest, funeral
chapels have been added successively to the side naves and,
on some occasions, are housed in remaining sections of pre-
existing mosques. Funeral chapels do not exist in San Julián,
San Esteban, and San Marcos churches.

According to the historian Angulo,14 the first Mudejar
church built in Seville was Santa Marina; this church estab-
lished the so-called Seville parish type. The 12 Catholic
temples analyzed in this paper are all located in Seville’s
historical center.

Figure 1 shows the ground plan for each church under
study with the source and receiver positions for measure-
ments and the seating areas. These drawings are on the same
scale and presented in order of decreasing volume. Table I
summarizes some geometrical data of interest: volume V,
length L, width W, average height H, total surface ST, central
nave ground surface SC, lateral nave ground surface SL, and
total ground surface SG, for the 12 churches. The congrega-
tional seating area consists of wooden pews with sometimes
an additional group of seats and a textile carpet may be
present at the entrance of the central nave. A complete de-
scription of the furnishings and other acoustic information on
these temples has been published previously.15

IV. THEORETICAL MODELS

A. Introduction

The acoustic parameter prediction in churches is gener-
ally not an easy task. Simulation techniques may provide
acceptable values of acoustic parameters but an elaborate
three-dimensional model is an essential prerequisite. This
complexity may discourage professionals from considering
acoustic requirements for restoration or new designs.

Reverberation time is calculated through different well-
known formulas. However, in religious buildings the calcu-
lation is more complicated since the different partial volumes
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which configure them, �chapels, vaults, lateral naves, choir
seating, and other architectural elements�, may be only par-
tially coupled to the main volume and consequently the clas-
sic formulas do not properly account for the energy balance
and reverberation times. Knudsen and Harris16 proposed a
simple empirical method to adapt Sabine’s equation to these
enclosed rooms. In that work, an apparent absorption for the
coupled surface in relation to the main volume is assigned.
The effect of coupled spaces in churches has been well cov-
ered by Carvalho17 and Magrini and Ricciardi.18

If the geometry is not too complex, then the effect of
coupling may be negligible in a first approximation or be
dealt with by Carvalho’s procedure, or by simplifications
such as Kundsen’s method, which allows reverberation times
to be calculated. Predictions of other acoustic parameters are
notably more difficult since they are more sensitive to posi-
tion than reverberation time.

It has been verified19,20 that strong correlations between
certain acoustic parameters exist, and that, even though they
are statistically significant, there is no point in calculating

FIG. 1. Ground plan with the source �S� and receiver positions �o� for measurements and pew zone �shaded area� for the 12 churches �same scale for all
churches�.
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some parameters as a function of others, since the last ones
must be measured. Nevertheless, correlations between acous-
tic parameters and geometric characteristics, such as source-
receiver distance, are useful and welcome. A theoretical
model which implements these characteristics by accounting
for the variation of the reflected acoustic field with source-
receiver distance was proposed by Barron and Lee.7 This
model has been widely used to predict G and C80 averaged
values in concert halls and auditoria. However, it is not ap-
plicable in places of worship as has been highlighted by
several authors.8,9,21 The reason is that in the presence of
surfaces which are more diffusing in these spaces, the model
tends to overestimate the early energy; the presence of cer-
tain architectural elements peculiar to churches, such as
decorations and lateral chapels, affect the lateral energy in
the first reflections as well, since sound is reflected according
to complex paths which prevent them from returning to the
main volume. Otherwise the desproportinate dimensions
�length much greater than width and height� affect the se-
quence of arrival of reflected energy that follows immedi-
ately after direct sound.

B. Theoretical model revision

According to the ideal statistical theory of sound propa-
gation in rooms, if the absorption is uniformly distributed
and the sound field is diffuse, then the instantaneous normal-
ized reflected energy density ���t��, when taking the inte-
grated energy density of the direct sound at 10 m ED10 as
reference, is given by22

���t�� =
��t�
ED10

=
13.82 · 31,200

V
e− 13.82t�

T �s−1� 0 � t� � � ,

�2�

where t�=0 coincides with the emission of sound from the
source, V is the volume, T the reverberation time and ���t��
becomes dimensionless after integration. Implicit in this
derivation is that the onset time of the reflected sound occurs
simultaneously at all points throught the space at the moment
the direct sound is emitted.

All the acoustical parameters based on the energy may
be calculated using Eq. �2�, and will be expressed as a func-

tion of V, T, and r, the source-receiver distance. Direct sound
�d� and total reflected energy ��T� are given by

d =
100

r2 , �3�

�T = �
0

�

�����d� =
31,200T

V
. �4�

Hence the sound strength can be expressed as

G�r� = LP − LP10
= 10 log�d + �T�

= 10 log�100

r2 +
31,200T

V
��dB� , �5�

where G�r� in Eq. �5� is distance dependent due to the direct
sound energy but not to the total reflected energy and hence,
beyond the reverberant radius, the sound strength is uniform
and takes the value 10 log�31,200T /V� dB. The same hap-
pens with clarity, definition, and center time which tend
towards 10 log�e1.11/T−1� dB, �1−e−0.69/T� 100%, and
T /13.82 s, respectively. However, measurement experi-
mental data show this to be an oversimplification.

Barron and Lee7 developed a revised theory to take into
account that reflected levels significantly decrease with in-
creasing distance from the source in concert halls. The au-
thors remarked that in those rooms the situation differed
from diffuse requirements, mainly due to the concentration
of absorption in the audience area. This model can be de-
rived by reasoning that as reflected sound cannot arrive ear-
lier than direct sound, the arrival of the direct sound can also
be taken as the onset time of the reflected sound at that
location. This can be explicitly expressed by writing t�= tD

+ t in Eq. �2�, where tD=r /c is the flight time of direct sound
from the source to the position at a distance r. Using this
revised integration time gives a revised value for the instan-
taneous normalized reflected energy density which is now
distance dependent:

TABLE I. Geometrical data in Mudejar-Gothic churches.

Church Reception V �m3� L �m� W �m� H �m� ST �m2� SC+SL �m2� V /SG �m3/m2�

Sta. Marina 23 10,708 34 19 15 4517 250+279 20.24
O. Sanctorum 14 8180 29 16 16 3760 194+219 19.81
S. Lorenzo 14 7040 24 24 16 3346 132+267 17.64
S. Vicente 16 6915 26 18 11 3656 144+180 21.34
S. Julián 17 6226 27 15 13 3321 187+150 18.47
S. Gil 15 6200 22 15 14 3249 170+148 19.50
S. Pedro 14 6180 20 17 16 3035 123+154 22.05
S. Andrés 17 5955 23 15 11 3380 132+154 20.82
S. Esteban 14 4746 20 14.5 14 2691 141+134 17.26
S. Marcos 18 4623 26 17 10 3041 144+226 12.49
Sta. Catalina 12 4362 22 15 12 2474 121+102 19.56
S. Isidoro 22 3947 26 14.5 11 2547 133+144 14.25
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�B��t,r� =
��t,r�
ED10

=
13.82 · 31,200

V
e− 0.04r

T e− 13.82t
T �s−1�

0 � t � � , �6�

where t=0 coincides with the arrival of direct sound at r
distance. In other words, it supposes that, at location r, a pure
exponential decay starts from the arrival of direct sound at
that location and that reflected energy23 is reduced at this

point by a factor e− 0.04r
T with respect to the classic expres-

sion of reflected sound energy.
In order to predict total sound pressure level and other

indices, the sound energy is divided into three components:
the direct sound �d� expressed in Eq. �3�, the early reflected
energy �e� �from 0 to � ms�, and the late reflected energy ���
�from � ms to infinity�, with �=80 ms for clarity index and
�=50 ms for definition index. The corresponding reflected
energies in this model become:

eB =
31,200T

V
e− 0.04r

T �1 − e− 13.82�
T � , �7�

�B =
31,200T

V
e− 0.04r

T e− 13.82�
T �8�

and consequently sound strength is given by

GB�r� = 10 log�d + eB + �B�

= 10 log�100

r2 +
31,200T

V
e− 0.04r

T � �dB� . �9�

In the same manner, clarity and definition indices can be
expressed as a function of source-receiver distance by

C80B�r� = 10 log�d + eB

�B
�

�=0.08

= 10 log�Ve
0.04r+1.11

T

312Tr2 + e
1.11

T − 1� �dB� , �10�

D50B�r� = � d + eB

d + eB + �B
�

�=0.05

�100 =�1 −

31,200T

V
e− 0.04r+0.69

T

100

r2 +
31,200T

V
e− 0.04r

T 	 � 100 �%� .

�11�

Likewise center time becomes

TSB�r� =

�
0

�

t�B��t,r�dt

d + eB + �B
=

31,200T2

13.82V
e− 0.04r

T

100

r2 +
31,200T

V
e− 0.04r

T

�s� .

�12�

The aforementioned authors7 have verified the predictions of
revised theory in many concert halls and auditoria mainly in
order to establish G and C80 mean values.

In the same line, Vorländer24 proposed for reverberant
test rooms that the onset of reflected sound should start at the
arrival of the first reflection and so, by substituting r in Bar-
ron’s expression with the mean free path, the normalized
reflected energy density is given by

�V��t� =
��t�
ED10

=
13.82 · 31,200

V
e− A

S e− 13.82t
T �s−1� , �13�

where A is the absorption and S the surface of the enclosure.
Sendra, Zamarreño, and Navarro showed that reflected

sound levels in Mudejar-Gothic churches generally fell be-
low those predicted by Barron’s revised theory. In their
study, an adjustment parameter 	, for each octave band, is
experimentally determined through nonlinear regression in
order to maximize correlation between predicted and mea-
sured sound level Lp data. Average values of 	 are proposed
for general use in this specific type of church. According to
their hypothesis, the normalized reflected energy density can
be expressed for those spaces as

�	��t,r� =
��t,r�
ED10

=
13.82 · 31,200

V
e− 	r

T e− 13.82t
T �s−1�

0 � t � � . �14�

Again t=0 coincides with the arrival of direct sound at r
distance. Equation �14� supposes that direct sound can be
considered as the onset of reflected energy at location r, the
same as in Barron’s model, but the reflected energy is re-

duced by a factor e− 	r
T , where the 	 coefficient is determined

experimentally as explained above. According to the paper
by Sendra, Zamarreño, and Navarro,8 	 coefficients oscillate
between 0.06 and 0.12 �sm−1� values which supposes larger
factors of attenuations than in Barron’s model. This loss
of early energy is associated with the presence of certain
architectural elements characteristic to churches, and
therefore sound strength becomes

G	�r� = 10 log�d + e	 + �	�

= 10 log�100

r2 +
31,200T

V
e− 	

T
r� �dB� . �15�

Equation �15� formally takes an expression similar to the
corresponding Barron’s Eq. �9�. In fact, the expressions for
the early and late reflected energies, clarity, definition and
center time would be similar to the set of Eqs. �8�–�12�,
respectively, if 0.04 were replaced by 	. Nevertheless, this
model based on experimental G values failed to predict clar-
ity and definition versus source-receiver distances in these
churches as Galindo, Zamarreño, and Girón25 pointed out. In
their work they remarked that clarity and definition experi-
mental values showed a larger decrease with respect to
source-receiver distance than that obtained through the 	
model expected values, and that in fact the predictions from
Barron’s model and 	 adjustment coincided for those two
indices. By means of the simple calculation below, those
features can be shown explicitly. The differences between
predicted Barron’s values GB and the 	 adjustment G	 for
sound strength at great distances where direct sound can be
negligible are given by
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GB − G	 
 10 log� eB + �B

e	 + �	
� = 10 log�e

�	−0.04�r
T �

= 4.3�	 − 0.04

T
�r . �16�

Quantifying Eq. �16� for Santa Marina church for instance,
T=2.85 s at the 2000 Hz band, 	=0.08, at the rear part r
=35 m, GB−G	=2.1 dB, which is a significant quantity.
On the other hand, by taking into account clarity differ-
ences from the two models at the same source-receiver
distance, a zero value is obtained:

C80B − C80	 
 10 log� eB � �	

e	 � �B
� = 10 log�1� = 0. �17�

The same conclusion can be reached for the definition index.
As both the revised theory and the 	 model introduce attenu-
ations of the reflected energy which affects early and late
energy equally, they are unable to predict energy indices
based on early-to-late or early-to-total ratios.

A more general model to be applied to rooms with
asymmetrical absorption was proposed by Arau.26 The model
is based in revised theory but the author divided the extinc-
tion decay curve into three different parts with different
slopes, the initial early sound, the early sound, and the late
sound, respectively. The rhythm of the two first is governed
by the early decay time �EDT� and by the mean reverberation
time. The principal disadvantages of this model are its com-
plexity and the fact that it is largely based on EDT values
which are very sensitive to location and hence difficult to
predict.

Recently Cirillo and Martellota9 derived a modified
theory and an alternative adjustment to the energy density for
a type of church. Their solution assumes that the linear level
decay starts after a certain delay time tR after the arrival of
the direct sound, which is considered t=0 in this work, and
which is proportional to the source-receiver distance, tR=
r.
The constant of proportionality 
 is determined experimen-
tally by establishing a similitude of churches according to
room characteristics. They derived a correction on this basis
and accounted for the specific early reflection pattern as pro-
posed by Vorländer24 such that the instantaneous normalized
energy density can be written as

�C� �t,r�

=
��t,r�
ED10

= ��
�B��tR� − �d

tR
�t + �d �s−1� 0 � t � tR,

13.82 · 31,200

V
e−

�0.04+13.82
�r
T e− 13.82t

T �s−1� tR � t � � ,	
�18�

where the factor � weights the magnitude of the early reflec-
tions against the direct sound d and depends on the mean
absorption coefficient, the mean scattering coefficient, and
the mean free path of the church. Although the model was
initially tested for Apulian Romanesque churches,9 ulti-

mately they have refined it to provide a more reliable and
physically acceptable hypothesis and have extended their
prediction to other types of churches.10 They have estab-
lished some sort of typological behavior and the comparison
of their predictions with the experimental values for sound
strength, clarity, and center time is reasonably accurate.
However, the model does not retain the simplicity in the
calculations of the other statistical formulas.

C. Proposed model

Gade27 carried out a statistical analysis of room acous-
tical and architectural data from 32 concert halls in order to
look for relationships between spatially averaged acoustic
parameters and various design variables. The author reached
the conclusion that volume and reverberation time are the
main factors governing the behavior of the acoustic param-
eters which measure level, reverberance, and clarity. How-
ever, geometrical factors have an additional influence on
clarity and, particularly on spaciousness and on the condi-
tions for musicians on the orchestra platform. This author
suggests that the results point towards the possibility of ob-
taining empirical formulas by means of regression that
would predict the values of the acoustic parameters in halls,
if their reverberation time and geometry were known.

In this context, following Gade’s ideas and taking ad-
vantage of the relevant contribution by Barron, it would be
interesting to model the observed additional attenuation in
the acoustic energy parameters as a function of source-
receiver distance. The proposed model tries to retain the sim-
plicity of Barron’s revised theory and tune it according to
experimental data. In this way it will be possible to imple-
ment typological models in terms of architectural character-
istics that could be applied in an immediate way to make
design decisions.

With the purpose of comparing the extinction curves at
different distances in these spaces, these curves have been
superimposed at the 1000 Hz octave band for two churches
studied, that of the largest volume and one of the most re-
verberant Santa Marina church, and another smaller and less
reverberant Santa Catalina church. In Fig. 2�a� the decay
trace for different reception points belonging to Santa Marina
central nave and Fig. 2�b� for different reception points be-
longing to its lateral nave are shown. Likewise, Figs. 2�c�
and 2�d� show the equivalent results for Santa Catalina
church. In each case the curve corresponding to the nearest
point in front of the source located on the central nave has
been chosen as a reference, and hence vertical scale is rela-
tive. However, the temporary axis is absolute and has its
origin at the instant the source starts emitting.

Although all curves decay linearly and with the same
attenuation rhythm, remarkable differences appear in the ini-
tial parts for both churches. On trying to model this behavior
with the mentioned 	 adjustment model proposed by Sendra
Eqs. �14� and �15�, the early and late energies are reduced by
the same attenuation factor which is adjusted through non-
linear regression from the measured global levels. However,
trying to predict the behavior of the energy parameters with
this method, produced values which were very near those
derived from Barron’s pattern and far from experimental data
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as has already been mentioned. Other approaches need to be
considered that, without losing the simplicity of the pattern,
allow the prediction of the values of all energy parameters
appropriately.

To reach this objective, the first part of the energy-time
curves measured in churches has been analyzed. In Figs.
3�a�–3�d�, these curves appear octave filtered at 1 kHz, for
positions 11, 13, 15, and 17 respectively, located in the cen-
tral nave of Santa Marina church �see Fig. 1�. In each case,
the first cursor �dotted vertical line� shows the arrival time of
the direct sound and the second cursor �continuous vertical
line� is placed 80 ms later. This is the usual time limit inter-
val to calculate early and late energy indices. It can be ob-
served how the pattern of first reflections shows complex
behavior that can also be observed by ray-tracing simulation
using Catt Acoustic �see Fig. 4, which shows complete and
early simulated echograms for position 15 in Santa Marina
church�.

In order to retain the simplicity of the model, this be-
havior can be modeled by considering a linear level attenu-
ation with the same rate as the classic theory for early energy
and by assuming an additional attenuation. This supposes a
discontinuity at t=80 ms that will be discussed in the next

section and is shown qualitatively in Fig. 3�d� by means of
the superimposed straight lines.

The best option for the evaluation of this additional at-
tenuation appears by adjusting the early energy expression
such as is written in Eq. �19� �considering �=0.08 s�

e� =
31,200T

V
e− �r

T �1 − e− 13.82�
T � �19�

to the spatial distribution of the experimental values of C80

instead of those of G as in Sendra, Zamarreño, and
Navarro;8 and by supposing that the late energy behaves
in the same way as in Barron’s model ��=�B; with �
=0.08, Eq. �8�. Henceforth this will be known as the �
model.11

An evaluation has been carried out of the differences in
the total energy, or in other words of G��r�, by considering
�=50 ms and �=80 ms limits as the temporal interval to
separate early and late energy. As a function of distance in
Fig. 5�a�, early, late, and total temporal energy values for
Santa Marina church are shown, taking �=50 ms and �
=80 ms as separation limits in Eqs. �19� and �8�, respec-

FIG. 2. Extinction decay traces at several location points at the 1000 Hz band in Santa Marina church, �a� central nave, �b� lateral nave; and in Santa Catalina
church �c� central nave, �d� lateral nave. In this graph, time t=0 coincides with the time of emission of the source, and the vertical scale is relative: 0 dB
corresponds to the stationary level of the nearest point to the source in the central nave.
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tively. G��r� differences �Fig. 5�b��, when choosing one or
the other separation limit, are in the order of 0.4 dB at the
farthest measurement points of this church, approaching the
experimental values better, those of G�80�r�. In consequence,
the �=80 ms limit following Barron’s criterion has been used
in the following sections.

The values of � coefficient, for each church, obtained
through nonlinear regression process in order to maximize
the correlation between predicted and experimental values of
C80, are shown in Table II. As before, their volumes V and

measured reverberation times T are exposed as the whole set
of data required to implement this model, and in the last two
lines the mean value �̄ and its standard deviation �� appear.
This mean value can be used to describe the behavior of this
specific church typology in order to estimate any parameter.
On proposing this �̄ mean value it is verified that the set of
values �except San Julián church� are included in the
�̄±1.5�� interval.

The expression of clarity C80� �remembering this is the
parameter that has been used in the regression� becomes

FIG. 3. Energy-time curves measured in Santa Marina church at positions 11 �a�, 13 �b�, 15 �c� and 17 �d� in the central nave. The 80 ms interval after the
arrival of direct sound is located between vertical cursors. In �d� the qualitative behavior of the proposed model is superimposed.

FIG. 4. Simulated echograms in Santa Marina church at position 15 in the central nave.
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C80��r� = 10 log�d + e�

�B
�

�=0.08

= 10 log�
100

r2 +
31,200T

V
e− �r

T �1 − e− 1.11
T �

31,200T

V
e− 1.11+0.04r

T � �dB� .

�20�

The definition will be expressed in a similar way, bearing in
mind that the separation limit is now �=50 ms for e� in its
nominator and, �=80 ms for e� in its denominator:

D50��r� =
�d + e���=0.05

�d + e� + �B��=0.08
� 100

= �
100

r2 +
31,200T

V
e− �r

T
�1−e−

0.69
T �

100

r2 +
31,200T

V
�e− �r

T �1 − e− −1.11
T � + e− 1.11+0.04r

T ��
�100 �%� . �21�

After substituting d, e�, and �� with �=80 ms in Eqs. �20�
and �21�, sound strength is written as

G��r� = 10 log�d + e� + �B�

= 10 log100

r2 +
31,200T

V

��e− �r
T + e− 1.11

T �e− 0.04r
T − e− �r

T ��� �dB� , �22�

which in the case �=0.04 sm−1, Eq. �22� would coincide
with Barron’s proposal and so corresponds to the whole
model. As shown in Table II, � values are significantly
larger than 0.04 in all these Mudejar-Gothic churches.

Only partial C80 estimated values �for 1 kHz octave
band� versus source-receiver distances are available from
some papers for different churches.9,10 From these values
their corresponding � coefficients have been estimated.
These corresponding attenuation factors � for the early en-
ergy are volume dependent �Fig. 6�a��. This dependence in-
creases when � is plotted on a graph versus the geometric
ratio V /L, as Fig. 6�b� shows. The V /L ratio can be taken as
a measure of the area of transversal section and so the higher
the values of V /L are, the more attenuation for early energy
is expected. Some acoustic characteristics have an additional
incidence over the attenuation of the early energy: the pres-
ence of scattering surfaces such as altarpieces, altars and
pillars, and the timber roof characteristic to these Mudejar-
Gothic churches; in this case lateral naves and chapels act as
coupled rooms which disminish the reflected energy from the
laterals to the main volume. Although more precise measure-
ments are required, it is possible to establish that the � value
for each Mudejar-Gothic church can be substituted by their
mean value in order to characterize this ecclesiastical typol-
ogy. Deeper analyses into this topic are accomplished in Sec.
V.

An expression for the instantaneous normalized reflected
energy density ���t ,r�, deducible from e� and ��=�B, Eqs.
�19� and �8�, respectively, would be

TABLE II. Input parameters to implement the proposed model

Church V �m3� T �s� � �s /m�

Sta. Marina 10,708 3.08 0.1210
O. Sanctorum 8180 2.71 0.1400
S. Lorenzo 7040 2.28 0.1392
S. Vicente 6915 2.47 0.1571
S. Julián 6226 2.27 0.0901
S.Gil 6200 2.27 0.1200
S. Pedro 6180 2.04 0.1303
S. Andrés 5955 1.99 0.1520
S. Esteban 4746 1.87 0.1277
S. Marcos 4623 3.58 0.1604
Sta. Catalina 4362 1.60 0.1072
S. Isidoro 3947 2.21 0.1324

Mean value �̄ 0.1314
Standard deviation �� 0.0205

FIG. 5. Theoretical behavior of, �a� normalized energy components �fine line for �=50 ms�, �heavy line for �=80 ms� and �b� their corresponding G� vs
source-receiver distance in the proposed model, for Santa Marina church.
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��� �t,r�

=
��t,r�
ED10

= �
13.82 · 31,200

V
e− �T

T e− 13.82t
T �s−1� 0 � t � 80 ms,

13.82 · 31,200

V
e− 0.04r

T e− 13.82t
T �s−1� 80 ms � t � � ,

�23�

where t=0 coincides in this expression with the arrival of
direct sound at r location. This reflected energy proposal
supposes that the decay traces can be modeled in two steps:
the first beginning at the arrival of direct sound at that loca-
tion where stationary reflected energy is reduced by a factor

e− �r
T with respect to the classic expression, which is distance

dependent and finishes at 80 ms; the second step from
80 ms on corresponds to that decay considered in Barron’s
hypothesis. Figure 7 shows the magnitude of the step at
80 ms, as a function of source-receiver distance for Santa
Marina and Santa Catalina churches. Santa Catalina

church is the most profusely decorated, and in this way
increases the scattering properties of its surfaces and
shows major attenuations for all distances.

In this way center time can be deduced by means of

TS��r� =

�
0

0.08

t��� �t,r�dt + �
0.08

�

t��� �t,r�dt

d + e� + �B
�s� , �24�

which, according to Eq. �23�, becomes an immediate inte-
gral. Although this proposed normalized reflected energy
density presents a discontinuity at 80 ms, it should be ob-
served that the extinction process is physically discrete
and hence this approximation to reality cannot be consid-
ered as inadequate at all, particularly when taking into
account the very good agreement between the experimen-
tal results and the theoretical values for center time �see
Figs. 8�d� and 11�d�, and Tables III and IV�, whose cal-
culations have been carried out with this proposed discon-
tinued normalized reflected energy density.

V. DISCUSSION OF THE MODEL

The procedure established here has been applied to the
set of churches under study in order to check its reliability.
Figure 8 shows the predictions with this � adjustment and
the experimental values for the four energy-based parameters
analyzed: clarity, definition, sound strength, and center time
versus source-receiver distance in Santa Marina church.11

Likewise, Figs. 9–11 show the same theoretical predictions
and the experimental results for San Julián, San Esteban, and
Santa Catalina churches, respectively. Every single graph
shows a significant deviation from Barron’s predictions in all
parameters studied which has been taken as a reference
model that is able to predict the attenuations of early-to-late
energy parameters with source-receiver distances.

Both models are based on modeling first reflections be-
fore direct sound reaches the reception position. In this
sense, the sequence and magnitude of early reflections are

FIG. 6. Values of � for Mudejar-Gothic and other churches vs volume �a� and vs volume-length ratio �b�.

FIG. 7. Differences between early and late energies at t=80 ms for the �
model as a function of source-receiver distance for two significant churches.
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strongly influenced by the geometric and acoustic character-
istics near the source and near the different reception posi-
tions, especially the scattering properties of these surfaces as
has been suggested by Chiles23 and Cirillo.10

In this case, the source position is in the main altar
where the usual presence of elaborately decorated altarpieces
and furniture produce scattered reflected energy near the
source which is seldom found in concert halls. In a similar

way, near each receiver position we can find pillars, lateral
altars and chapels, wooden pews, a diffusing timber roof �the
main characteristic of these churches�, which all have a scat-
tering effect on the early reflected energy. In this manner the
patterns of first reflections are different in churches to other
buildings. In order to retain the simplicity of Barron’s model,
additional attenuation has been considered for the early re-
flected energy as shown in Eq. �19�. It has also been checked

TABLE III. Differences between measured values, calculated values according to Barron’s model, and the
proposed model which have been spatially averaged for the four energy-based parameters.

C80 �dB� D50 �%� G �dB� Ts �ms�

Church Barron Proposed Barron Proposed Barron Proposed Barron Proposed

Sta. Marina 2.7 0.6 6.7 0.1 0.8 0.1 46 −14
O. Sanctorum 2.1 −0.5 6.8 −2.0 1.3 0.5 37 2
S. Lorenzo 2.4 0.0 7.5 −1.5 1.4 0.5 32 3
S. Vicente 2.6 −0.4 9.9 −0.6 1.2 0.3 42 2
S. Julián 1.9 0.3 3.7 −1.9 1.5 0.7 18 6
S. Gil 2.1 −0.3 4.6 −4.2 2.1 1.2 28 8
S. Pedro 1.9 −0.3 7.7 −1.2 0.0 −0.9 22 11
S. Andrés 3.4 0.3 12.6 0.6 −0.1 −1.2 35 9
S. Esteban 2.4 −0.5 9.8 −1.5 0.9 −0.5 27 14
S. Marcos 3.0 0.2 7.4 0.5 1.5 0.7 37 −1
Sta. Catalina 1.2 −0.6 6.1 −2.2 0.7 −0.2 14 14
S. Isidoro 2.6 −0.2 10.7 0.1 2.0 0.9 39 3
Average 2.4 −0.1 7.8 −1.2 1.1 0.2 31 5

TABLE IV. Mean values of the absolute value differences between those calculated from Barron’s model and
from the proposed model and the measured values in each position �first row�, and their corresponding standard
deviation �second row� for each church.

C80 �dB� D50 �%� G �dB� Ts �ms�

Church Barron Proposed Barron Proposed Barron Proposed Barron Proposed

Sta. Marina 1.4 0.9 7.6 3.6 0.9 0.4 47 20
0.9 0.8 3.8 3.4 0.5 0.3 24 12

O. Sanctorum 2.2 1.2 9.4 5.3 1.5 0.9 40 20
1.9 1.0 5.5 4.9 0.9 0.7 30 14

S. Lorenzo 2.4 0.5 8.8 3.1 2.0 1.2 35 10
1.3 0.3 4.6 2.9 0.8 0.8 16 8

S. Vicente 2.8 1.2 11.7 4.5 1.4 0.7 46 16
1.0 0.9 3.1 4.6 0.5 0.6 13 13

S. Julián 2.2 1.2 9.4 6.1 1.5 0.7 26 12
1.5 0.6 5.7 6.0 0.6 0.4 14 11

S. Gil 2.2 0.9 7.3 5.3 2.2 1.5 32 14
1.5 0.6 4.3 4.8 1.1 0.6 21 10

S. Pedro 2.3 1.5 11.7 8.5 0.6 0.9 32 21
1.3 1.5 6.3 8.4 0.6 0.8 15 27

S. Andrés 3.4 1.8 12.6 6.4 0.6 1.3 35 24
2.6 1.8 8.5 5.0 0.5 0.6 24 11

S. Esteban 2.5 0.7 10.2 3.3 1.3 0.8 30 14
1.2 0.4 6.2 2.2 0.7 0.7 15 9

S. Marcos 3.2 1.4 7.6 3.3 1.7 1.0 44 25
1.5 0.9 4.0 1.9 0.6 0.6 23 15

Sta. Catalina 2.4 1.2 13.9 7.4 1.5 1.0 28 15
1.1 1.1 4.9 6.6 0.7 0.7 12 13

S. Isidoro 2.7 0.7 10.9 3.7 2.2 1.3 41 13
1.5 0.6 5.8 2.3 1.0 0.6 24 12

Average 2.5 1.1 10.1 5.0 1.5 1.0 36 17
1.4 0.9 5.2 4.4 0.7 0.6 19 13
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FIG. 8. Santa Marina church, measured values �o� and calculated values from Barron’s model �dashed line� and from the proposed model �continuous line�,
vs source-receiver distance: �a� C80, used to obtain � through nonlinear regression, �b� D50, �c� G, and �d� TS.

FIG. 9. San Julián church, measured values �o� and calculated values from Barron’s model �dashed line� and from the proposed model �continuous line�, vs
source-receiver distance: �a� C80, used to obtain � through nonlinear regression, �b� D50, �c� G, and �d� TS.
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FIG. 10. San Esteban church, measured values �o� and calculated values from Barron’s model �dashed line� and from the proposed model �continuous line�,
vs source-receiver distance: �a� C80, used to obtain � through nonlinear regression, �b� D50, �c� G, and �d� TS.

FIG. 11. Santa Catalina church measured values �o� and calculated values from Barron’s model �dashed line� and from the proposed model �continuous line�,
vs source-receiver distance: �a� C80, used to obtain � through nonlinear regression, �b� D50, �c� G, and �d� TS.
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in some cases that, in accordance with Carvalho’s17 paper,
the apse �where the source is located� behaves as a coupled
space.

From the set of Figs. 8–11, it may be highlighted that,
due to the coupling effect, there are differences between pre-
dictions and measurements in points belonging to the pres-
byteries at short distances from the source. In the farthest
points belonging to the lateral naves some discrepancies also
exist due to the scattering effect near the reception positions.

The results of the calculation both through the proposed
model and Barron’s model have been compared with the
measured data in each church. Table III shows the differ-
ences between measured and calculated values according to
Barron’s model and the proposed model which have been
spatially averaged for the four energy-based parameters.
Since C80 values have been used to obtain the � coefficients
and thereby the proposed model is tuned to experimental
data, the differences between measured and calculated spa-
tially averaged values are slight for the proposed model. This
observation is taken into account below and hence Barron’s
model is considered as a reference and not as a comparison.
Clarity values vary from 3.4 dB for San Andrés church to
1.2 dB for Santa Catalina church in Barron’s model �average,
differences of 2.4 dB for the set of churches�. For the pro-
posed model this interval is reduced to 0.6 dB for Santa Ma-
rina church to −0.6 dB for Santa Catalina church with aver-
age differences of −0.1 dB for all churches. Obviously
Barron’s model tends to overestimate C80 values.

The differences between measured and calculated spa-
tially averaged values for D50 oscillates from 12.6% for San
Andrés church to 3.7% for San Julián church in Barron’s
model and between 0.6% for San Andrés church and −4.2%
for San Gil church in the proposed model. For all churches
the averages of these differences are 7.8% for Barron’s
model and −1.2% for the proposed model. In this case Bar-
ron’s model also overestimates D50 values, whereas the pro-
posed model fluctuates between overestimating in some
cases and underestimating in others.

For G parameter the range of variation oscillates be-
tween 2.1 dB for San Gil church and −0.1 dB for San Andrés
church with an average value for all churches of 1.1 dB for
Barron’s model, whereas for the proposed model the oscilla-
tion is between 1.2 dB for San Gil church and −1.2 dB for
San Andrés church and an average value of 0.2 dB. Although
in this parameter Barron’s model may suppose a better ap-
proach in some churches �San Andrés� average values lean
clearly towards the proposed model.

The improvement in prediction for TS values is remark-
able in favor of the proposed model. The differences from
spatially averaged values from Barron’s model vary between
46 ms for Santa Marina church and 14 ms for Santa Catalina
church. In the proposed model this interval is reduced to
14 ms for Santa Catalina church and −14 ms for Santa Ma-
rina church with an average difference of 31 ms for Barron’s
model against 5 ms in the proposed model.

Continuing with this analysis, Table IV shows the aver-
age absolute values �first row for each church�, and their
respective standard deviation �second row for each church�
of the differences between predicted parameter values and

measured ones for each position. In this way it is possible to
assess the improvement that the proposed model supposes on
predicting the variation of the different parameters with the
source-receiver distance. For these temples mean values of
those differences in C80 are significantly lower in the pro-
posed model, as can be seen in Table IV. Moreover, its dis-
persions are notably lower �except San Pedro church�. For
the whole set of churches, mean value of the differences
disminishes from 2.5 dB obtained in Barron’s model to
1.1 dB in the proposed model and the mean value of the
standard deviation is reduced from 1.4 to 0.9 dB.

Something similar happens for the D50 parameter: in
each church average differences are significatively lower in
the proposed model than in Barron’s model, and in the whole
set mean value is reduced from 10.1% for Barron’s model to
5.0% in the new proposal. Dispersions of these differences
from the mean value in each church are higher in the pro-
posed model in four churches: San Vicente, San Gil, San
Pedro, and Santa Catalina. For the set as a whole, the mean
value of the dispersions decreases from 5.2% for Barron’s
case to 4.4% in the proposed model.

The same comments can be applied to the prediction of
the proposed model in the spatial distribution of G values for
all churches, except San Pedro and San Andrés. For this
parameter, the accuracy of the model proposed is less notable
due to the lower relative weight of the early energy. The
differences in the dispersions described by standard devia-
tion are similar in both models. For the whole set of churches
the average of the differences moves from 1.5 dB �Barron�,
to 1.0 dB �proposed model�. The average value of standard
deviation is similar �0.7 and 0.6 dB, respectively�.

Finally, it should be mentioned that the greatest im-
provement appears in the TS values. The differences are re-
duced by half in each church for all churches and the average
difference is reduced from 36 ms �Barron� to 17 ms �pro-
posed model�. The standard deviation is also reduced from
19 to 13 ms.

Table III and Table IV data confirm that a considerable
improvement is provided by the proposed model for this kind
of space as compared with Barron’s revised theory, in clarity,
definition, and center time and a more modest improvement
for G.

The analysis is extended in Figs. 12�a� and 12�b� by
means of a comparison between the different temporal en-
ergy components calculated through: Barron’s model �B�;
Cirrillo’s model �C�, estimating from their suggestions10 a

=0.0058 sm−1 value and a dispersion coefficient s=0.20;
and the proposed model �P�; all versus source-receiver dis-
tance for both Santa Marina and San Marcos churches. In
these figures, the direct sound, which is common to the three
models, their respective early reflected energy �received until
80 ms after the arrival of direct sound�, their late reflected
energy �from 80 ms to infinity�, and total energy, respec-
tively, are shown.

Several aspects of the graphs should be emphasized. In
the early reflected energy, Barron’s values present a great
deviation from the two other models; on comparing Cirillo’s
and the proposed � adjustment, the former gives greater val-
ues in the vicinities of the source and greater attenuations at
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longer distances than the proposed � adjustment. For the late
reflected energy the three models practically coincide as ex-
pected and, for the total energy, Barron’s value shows a re-
markable overestimation while a notable coincidence for the
other two models may be highlighted. It is only at great
distances that Cirillo’s model presents some additional at-
tenuation �about 0.6 dB at 25 m from the source�.

Finally, this method is applied to some churches ana-
lyzed by Cirillo and Martellota, although only partial data
�1 kHz octave band� of C80 are used to obtain the corre-
sponding values of � parameters as described in Fig. 6. The
results for St. Nicholas Basilica in Bari and Lucera Cathedral
are shown in Fig. 13, where the experimental data and the
predicted values from Cirillo’s model and � model are plot-
ted as a function of source-receiver distance. These partial
results suggest the possibility of a generalization of this
methodology so that it can be applied to a wide range of
architectural typologies whereby a range of values of � ca-
pable of predicting the acoustic energy parameters from ba-
sic geometric and acoustic data of the space are provided.

From the presented results it is possible to propose a
typological model to evaluate and predict acoustic energy
parameters for these religious spaces. The proposal is to use
the �̄ value and its geometric �V� and acoustic �T� character-
istics for each church. To this end, Fig. 14 shows the TS

function calculated from this typological model �through Eq.
�24� with �̄ value�, those values from their corresponding �
in Eq. �24�, and the experimental results versus source-
receiver distance, for four churches: San Julián which is in
the lower limit of the � range, Santa Marina and San Esteban
which are in the middle range, and San Marcos in the upper
limit. Only slight differences appear between the two theo-
retical lines. The differences found at the farthest point from
the source are, 23 ms �11%� at 30 m for San Julián church,
4.4 ms �1.6%� at 35 m for Santa Marina church, 1.9 ms
�0.9%� at 25 m for San Esteban church, and 9.6 ms �3%� at
30 m for San Marcos church, respectively.

Consequently, with the calculation of � coefficients de-
veloped in these churches, a relatively simple model based
on C80 experimental data may be obtained which provides an

FIG. 12. Dependence for the different temporal energy components �e, early; �, late; t, total�, as a function of source-receiver distance, calculated from
Barron’s model �B�, Cirillo’s model �C�, and the proposed in this work �P�, �a� for Santa Marina church, and �b� for San Marcos church.

FIG. 13. Measured and predicted values from Cirillo’s model and the proposed � model of G for St. Nicholas Basilica in Bari �a� and of TS for Lucera
Cathedral �b�.
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acceptable prediction of the values of the most important
parameters in order to evaluate acoustic quality of rooms
based on sound energy criteria. By rigidly maintaining the
upper limit of the early energy interval at 80 ms for all re-
ception points, Eq. �23� differs from Cirillo’s model which
establishes a variable time for each position in which the
normalized energy density changes its behavior from linear
to exponential. Hence certain difficulties arise for evaluating
the early energy for clarity calculations according to the po-
sitions of 80 ms time with respect tR, and although Cirillo’s
proposal is a very coherent and elegant theoretical model, the
procedure developed here avoids these complications and
also yields similarly good results in its predictions.

VI. CONCLUSIONS

In the 12 Mudejar-Gothic churches under study an
analysis has been undertaken of the most relevant energy-
based monoaural parameters: clarity, definition, sound
strength, and center time, as a function of source-receiver
distance. These parameters have been averaged spectrally in
the most widely accepted way suggested for concert hall and
auditoria in order to describe sound quality. The limitation of
the previous adjustment model adopted by Sendra, Zamar-
reño, and Navarro8 for this type of religious building is that it
is only capable of justifying the behavior of the total sound
pressure level with source-receiver distance. This limitation
has been overcome by using the procedure developed in this
work. The proposed methodology involved calculating the
early energy by adjusting the � coefficient introduced in the

distance-dependent exponential through nonlinear regression
in order to maximize the correlation between the predicted
and the experimental values of clarity in these spaces, and by
maintaining the late energy expression suggested by Barron’s
model. The input variable �, which takes into account the
conformation of the boundary surfaces, interior decoration
and furniture in those spaces, together with the input vari-
ables V, T, and r, enables all the remaining acoustic param-
eters �definition, sound strength, and center time� to be de-
duced in these worship enclosures with acceptable accuracy.

The accuracy of the methodology has been checked by
comparing spatially averaged measured values for each pa-
rameter with those calculated using Barron’s model and the
proposed model. Likewise, a comparison between mean val-
ues of absolute differences for each position in each church
has been analyzed. In both cases the results confirm the
prevalence of the proposed model for these religious spaces.

From the set of calculated � coefficients, a typological
model is proposed using the �̄ value and the specific geo-
metrical �V� and acoustic �T� data for each church. This ty-
pological model has been verified extensively through the TS

parameter.
The similarity of the predictions for the total early and

total temporal components of the energy with Cirillo’s model
and the one proposed here is remarkable, and although Cir-
illo’s study is a notable theoretical contribution to the insight
of sound field in churches, more simple relations are deduced
with the typological model proposed in this work.

FIG. 14. Comparison of theoretical TS function calculated from �̄ �continuous line� and from its � �dotted line� value, and the experimental results �o� vs
source-receiver distance, �a� for San Julián church, �b� for Santa Marina church, �c� for San Esteban church and �d� for San Marcos church.
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Finally, it is necessary to mention that the methodology
accomplished here may be extended to include other types of
closed rooms, thereby indicating a greater prediction poten-
tial. This would require more intensive in situ measurement
to establish the � values for different typologies. In order to
verify the feasibility of this extension, the � model method-
ology has been applied to the churches analyzed by Cirillo
and Martellota10 and, despite only partial data having been
used, the results nevertheless point towards the validity of
this potential.
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For ideal speech communication in public spaces, it is important to determine the optimum speech
level for various background noise levels. However, speech intelligibility scores, which is
conventionally used as the subjective listening test to measure the quality of speech communication,
is near perfect in most everyday situations. For this reason, it is proposed to determine optimum
speech levels for speech communication in public spaces by using listening difficulty ratings. Two
kinds of listening test were carried out in this work. The results of the tests and our previous work
�M. Morimoto, H. Sato, and M. Kobayashi, J. Acoust. Soc. Am. 116, 1607–1613 �2004�� are jointly
discussed for suggesting the relation between the optimum speech level and background noise level.
The results demonstrate that: �1� optimum speech level is constant when background noise level is
lower than 40 dBA, �2� optimum speech level appears to be the level, which maintains around
15 dBA of SN ratio when the background noise level is more than 40 dBA, and �3� listening
difficulty increases as speech level increases under the condition where SN ratio is good enough to
keep intelligibility near perfect. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2382499�

PACS number�s�: 43.55.Hy, 43.71.Gv �NX� Pages: 251–256

I. INTRODUCTION

Speech communication quality in public spaces is influ-
enced by several factors such as speech level, background
noise level, sound reflections, and so on. Many previous
studies have focused on the relation between the speech
communication quality �as measured by speech intelligibility
scores� and speech to noise ratios �SN ratios�, even though
speech level is an important factor in itself. No previous
study has demonstrated the relation between the speech com-
munication quality and speech level for situations with iden-
tical SN ratios.

Bradley et al.1 used the modified rhyme test �MRT� with
a constant speech level of 55 dBA and with noise levels
varied from 45 to 60 dBA. Sato et al.2 also used the MRT
with a constant noise level and speech levels varying from
39 to 66 dBA. Although they could show the SN ratio where
speech intelligibility scores reached ceiling, they did not de-
termine the optimum speech level for high speech commu-
nication quality, since only SN ratio was used as a parameter
in those tests.

Pearsons et al.3 reported speech levels of real voices in
various everyday situations, but did not refer to speech level
from the standpoint of the speech communication quality.
Studebaker et al.4 demonstrated that word intelligibility is
near perfect for speech levels varying from 64 to 99 dB in
quiet. However, it is easy to imagine that a speech level of
99 dB is too loud to be acceptable in normal speech commu-
nication. There must be an optimum or preferred speech
level lower than 99 dB. ISO9921:2003 �Ref. 5� mentions that
the quality of speech communication is affected by not only
the speech intelligibility, but also the vocal effort. However,
ISO9921:2003 �Ref. 5� mentions only the allowance of the
vocal effort in various cases but does not mention the rela-
tion between speech communication quality and speech
level, which is one of the factors of the vocal effort. Thus, it
is important to determine optimum speech levels for various
background noise levels to realize the good speech commu-
nication quality in public spaces.

Another possible reason why no previous study has
demonstrated the relation between speech level and speech
communication quality is that there was no appropriate sub-
jective measure for evaluating speech communication quality
in public spaces with moderate to excellent SN conditions.
Speech intelligibility scores using words or sentences are the
conventional subjective measures for evaluating speech com-
munication quality. However, speech intelligibility is almost

a�Presently at Technical Research Institute, Toda Corporation, 315 Kaname,
Tsukuba, Ibaraki 300-2622, Japan. Electronic mail:
masaaki.kobayashi@toda.co.jp
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always near perfect, even if the speech level is too loud as
mentioned before. That is, intelligibility tests cannot evaluate
speech communication quality in public spaces with higher
SN ratios where intelligibility scores are all close to 100%.

Morimoto et al.6 proposed the use of “listening diffi-
culty” as a new subjective measure for the evaluation of
speech quality in public spaces and demonstrated that it can
evaluate speech communication quality more accurately and
sensitively than word intelligibility tests for sound fields with
higher SN ratios. Sato et al.3 indicated that word intelligibil-
ity scores do not fall below 90%, whereas listening difficulty
ratings vary from 0 to 100% for SN ratios from 0 to 15 dB,
which is typical of those conditions found in most everyday
situations.3

In this paper, the following two listening tests were car-
ried out in order to determine the relation between the opti-
mum speech level and the background noise level by using
listening difficulty ratings. In the first test, only speech level
was changed without noise. In the second test, both speech
and background noise levels were changed for constant SN
ratio. The results of two listening tests and our previous
work6 which background noise level was changed while
speech level was constant are jointly discussed for suggest-
ing optimum speech level.

II. LISTENING TEST I: EFFECTS OF SPEECH LEVEL
ON SPEECH COMMUNICATION QUALITY IN
QUIET

A. Test sound fields and test words

Figure 1 shows schematically the impulse response of
the sound fields used in this test. The sound fields were com-
posed of a direct sound followed by a reverberant energy,
which was electrically generated by sound effect processor
�YAMAHA SPX-900� and was digitized in the PC. The re-
verberant decay started 50 ms after the direct sound. As Bra-
dley et al.7 reported, increased early reflection energy arriv-
ing at the listener within the first 50 ms after the direct sound
has the same effect on speech intelligibility scores as an
equal increase in the direct sound energy. In this study, simu-
lated sound fields are used including only the direct sound
component as useful sound energy and reverberant signal as
detrimental sound energy. The ratio of the initial amplitude
of the reverberant decay to the direct sound amplitude was
−20 dB which was least reverberant condition in previous
work.6 As a parameter, the speech level of the test signal had

the following values: 25, 30, 35, 40, 45, 50, 55, 60, 65, and
70 dBA. The speech level was adjusted for each word in
terms of the A-weighted peak level �slow response� at the
position corresponding to the center of subject’s head, when
only the direct sound was presented. The variance of the
level was within ±0.3 dBA. The reverberation time was set
at 0.5 s, which is assumed to be measured in residential
house, classrooms, small meeting rooms and so on as in most
real-life situations. The frequency characteristics of the re-
verberation time in octave bands was flat within ±0.1 s for
the center frequencies from 63 to 8 kHz. The reverberation
decay increased the speech level by 4.6 dBA at the listening
position. The ambient noise level at the listening position
was 17.8 dBA.

The word lists developed by Sakamoto et al.8 were used
in the listening tests. Each word list included 50 phonetically
balanced Japanese words with similar word familiarity.
“Word familiarity” is a subjective variable, which indicates
how familiar native speakers are with the word.9 Each word
had four syllables. The words were spoken by a female talker
and recorded in an anechoic room. Four word lists with the
highest word familiarity were used in the listening test. Two
hundred words �50 words�4 lists� were used in total.

All of sound fields were prepared as impulse responses.
Test signals were prepared by convoluting anechoically re-
corded words with impulse responses in PC.

B. Subjects

Nine university students �5 males and 4 females,
21–24 years old� and one adult �male, 31 years old� partici-
pated in the test as subjects. All subjects had normal hearing
sensitivity.

C. Procedure

In the test, 20 of the 200 words were presented to each
subject for each of the ten different speech levels. Thus, each
subject listened to a set of 200 test signals in total �20 words
�10 speech levels�. Moreover, each word was presented to a
subject only once. Two hundred test signals were arranged in
a random order and divided into four units of 50 words. The
four units were presented with a break between each unit.
Different sets consisting of 200 test signals were presented to
ten subjects so that all 2000 test signals �200 words�10
speech levels� were presented during the whole of the listen-
ing test. The interval between test signals was 6 s. The total
length of each unit consisting of 50 words was 6 min.

The test signals were presented to a subject from a loud-
speaker in an anechoic room. The listening positions were
located 2 m from the loudspeaker. The frequency response of
the loudspeaker was flat within ±5 dB from 100 to 10 kHz at
the listening position.

Each subject was asked to write down each test word as
they heard in Japanese and simultaneously to rate the listen-
ing difficulty into one of four categories shown in Table I.
Word intelligibility and listening difficulty were obtained
from the subjects’ responses. The word intelligibility score is
the percentage of the test words heard correctly. The listen-
ing difficulty rating is the percentage of the sum of the dif-

FIG. 1. Schematic diagram of impulse response of the test sound field.
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ficulty responses that were “2,” “3,” or “4” �i.e., all responses
except “1,” where “1” corresponds to not difficult�. The ob-
ject of measuring listening difficulty is classifying conditions
as either to “no-difficulty” or “difficulty.” However, it was
difficult for listeners to identify the boundary between “no-
difficulty” and “difficulty” and to answer in terms of one of
the two categories. The solution employed in the listening
test was to ask subjects to answer in terms of one of four
categories shown in Table I and then to calculate the diffi-
culty ratings with the boundary between “no-difficulty” or
“difficulty” set in analysis which is explained above.

D. Results and discussion

Figure 2 shows the results of the first listening test.
Panel �a� is the result of the word intelligibility tests and
panel �b� is that of the listening difficulty ratings. The ab-
scissa indicates the speech level and the ordinate indicates
the score as a percentage.

First, let us discuss the relation between scores of word
intelligibility and listening difficulty. The intelligibility
�panel �a�� was more than 90% for all speech levels except
25 dBA. Even for 25 dBA of speech level, it is about 80%.
Thus, the intelligibility scores were not much affected by
speech level. On the other hand, the listening difficulty rat-
ings �panel �b�� were clearly affected by speech level. The
scores varied by 70% �i.e., from 28.5% to 98%�. These re-
sults reconfirm that listening difficulty ratings can evaluate
speech communication quality more accurately and sensi-
tively than word intelligibility scores for sound fields with
higher SN ratios as previously demonstrated.6

Here, let us discuss the optimum speech level in terms of
listening difficulty. The minimum listening difficulty is given
at speech level of 50–55 dBA. When the speech level is
more than 55 dBA, the listening difficulty increases as the

speech level increases and reaches 80.5% at 70 dBA even
though the intelligibility is near perfect. On the other hand,
when the speech level is less than 50 dBA, listening diffi-
culty increases as speech level decreases and approaches
98.0% at 25 dBA of speech level. Listening difficulty de-
creases as intelligibility score increases in these conditions.

As a result, the optimum speech level is 50–55 dBA in
quiet, corresponding to the listening difficulty being mini-
mized.

III. LISTENING TEST II: EFFECTS OF SPEECH LEVEL
ON SPEECH COMMUNICATION QUALITY IN
SOUND FIELDS WITH BACKGROUND NOISE

A. Test sound fields and test words

In the second test, background noise was added to the
sound fields used in the first test that was shown in Fig. 1.
The parameters that were varied were the speech level and
the SN ratio. The speech levels of the test signals were set at
50, 55, 60, 65, and 70 dBA, slow, peak response for the
average of all test words at the listening position when only
the direct sound was presented. The variance of the level
among test words was within ±0.2 dBA. The SN ratio was
set at +15 dBA or +30 dBA. Hence the total number of
sound fields used in the listening test was ten �5 speech level
�2 SN ratios�. The background noise was a steady-state
noise and had the same power spectrum shape as that found
by Hoth10 for each octave bands from 125 to 8 kHz.

Four word lists �200 words� with high familiarity in
Japanese were used. None of these lists were used in the first
test.

B. Subjects

Ten university students �6 males and 4 females,
21–24 years old� with normal hearing participated to the test
as subjects. Five male and four female subjects of them were
the same subjects used in the first test.

C. Procedure

The procedure of experiment and timing of presentation
for speech and noise are exactly the same as previous work6

to compare results of this study with previous work in the
discussion. In this test, 20 words were presented to each
subject for each of 10 different sound fields. Thus, each sub-
ject listened to a set of 200 test signals in total �20 words
�10 sound fields�. Moreover, each word was presented to a
subject only once. Two hundred test signals were arranged in
a random order and divided into four units of 50 words. The
four units were presented separately. Different sets consisting
of 200 test signals were presented to 10 subjects so that all
2000 test signals �200 words�10 sound fields� were pre-
sented during the whole of the listening test. The duration of
each word was around 700 ms. The duration of the back-
ground noise for each test signal was around 7 s depending
on the duration of test signal. The background noise was
presented in advance of the test signal by 135 ms and was
ended after each test signal finished. The interval between

TABLE I. Four categories for listening difficulty.

1 Not difficult
2 A little difficult
3 Fairly difficult
4 Extremely difficult

FIG. 2. Word intelligibility scores and listening difficulty ratings as a func-
tion of the speech level. The reverberation time of the sound fields are
constant at 0.5 s. The panel �a� shows the word intelligibility and the panel
�b� shows the listening difficulty.
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presentations of background noise was 6 s. During the inter-
val no noise was presented. The total length of each unit
consisting of 50 words was 10 min.

The test signals were presented to two subjects at a time
from a loudspeaker in an anechoic room. The listening posi-
tions were located 2 m from the loudspeaker and at ±30°
from the central axis of the loudspeaker. The frequency re-
sponse of the loudspeaker was flat within ±5 dB from
100 to 10 k Hz at both listening positions.

Each subject was asked to respond by writing down each
test word as they listened and to rate the listening difficulty
into one of the four categories shown in Table I.

D. Results and discussion

Figure 3 shows the results of the second listening test.
Panel �a� is the result of the word intelligibility test and panel
�b� is that of the listening difficulty ratings. The abscissa
indicates the speech level and the ordinate indicates the score
as a percentage.

First, let us discuss the relation between scores of word
intelligibility and listening difficulty. The intelligibility
�panel �a�� was more than 90% for all test sound fields. On
the other hand, the listening difficulty �panel �b�� was clearly
affected by both speech level and SN ratio. The scores varied
by about 60% for 30 dBA SN ratio and by 40% for 15 dBA
SN ratio with changing speech level. This means that it is
possible to discuss the optimum speech level in sound fields
with background noise based on the listening difficulty rat-
ings, as well as in quiet conditions.

The minimum listening difficulty is given at speech
level of 50–55 dBA for each SN ratio. The minimum values
were 45% and 25% for the SN ratio of 15 dBA and 30 dBA,
respectively.

Listening difficulty increases as the speech level in-
creases for both SN ratios. However, the difference between
the listening difficulty ratings for SN of 15 dBA and
30 dBA, at the same speech level, decreases as the speech
level increases. The difference is smallest at speech level of
70 dBA, where the listening difficulty is about 80% for both

cases. This means that the speech level affects the listening
difficulty more strongly than the difference in SN ratios
where speech level is more than 55 dBA.

The possible reason why the difficulty ratings increase
as the speech level increases for speech levels more than
55 dBA for both SN ratios may be that listeners feel speech
levels more than 55 dBA are too loud even in sound fields
with background noise as well as in quiet. However, if the
speech level were less than 50 dBA, the listening difficulty
rating would be unlikely to decrease, because it would be
more difficult for listeners to recognize the words.

As a result, the optimum speech level in sound fields
with background noise is probably 50–55 dBA. By most ac-
counts, the optimum speech level in sound fields with back-
ground noise is higher than that in quiet. However, these
speech levels are identical with that in quiet obtained in the
first listening test. Furthermore, note that the listening diffi-
culty at the optimum speech level for SN ratio of 30 dBA is
25% which is the same as that in quiet and it is 45% for SN
ratio of 15 dBA which has been found to correspond to ap-
proximately 100% intelligibility as indicated by Bradley
et al.1 and others.

IV. FURTHER DISCUSSION ON OPTIMUM SPEECH
LEVEL FOR SPEECH COMMUNICATION

One of the two tests performed in the previous work6

has shown the effects of SN ratio on listening difficulty and
word intelligibility. In the test, the speech level was kept
constant at 55 dBA and the background noise level set at 0
�no noise was presented from the loudspeaker�, 10, 25, 40,
55, and 60 dBA was added. The background noise level was
controlled by the attenuator, which linearity was confirmed,
and 40 dBA and higher of background noise level were ac-
tually measured by a sound level meter. Hence, background
noise levels described above correspond to the SN ratios of
infinity �no additional noise�, 45, 30, 15, 0, and −5 dBA,
respectively. The reverberation time was set at 0.5 and 2.0 s.

Figure 4 shows the results of the previous test.6 Panel �a�
is the result of word intelligibility and panel �b� is that of

FIG. 3. Word intelligibility scores and listening difficulty ratings as a func-
tion of the speech level for each SN ratio. The reverberation time of the
sound fields are constant at 0.5 s. The panel �a� shows the word intelligibil-
ity and the panel �b� shows the listening difficulty. The open and filled
symbols indicate the scores for the SN ratio= +30 dBA and +15 dBA, re-
spectively.

FIG. 4. Word intelligibility scores and listening difficulty ratings as a func-
tion of the background noise level and SN ratio. The reverberation time of
the sound fields are constant at 0.5 s. Panel �a� shows the word intelligibility
and panel �b� shows the listening difficulty �data from Morimoto et al. �Ref.
6��.
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listening difficulty. The abscissa indicates the background
noise level �SN ratio� and the ordinate indicates the score as
a percentage.

From the results in Fig. 4, listening difficulty ratings can
evaluate speech communication quality more sensitively and
accurately than intelligibility scores when the background
noise is lower than 40 dBA �i.e., SN ratio�15 dBA�. Con-
versely, the intelligibility scores can evaluate speech commu-
nication quality more sensitively than listening difficulty
when background noise is higher than 40 dBA. Namely, the
results of the previous test suggest that listening difficulty
ratings can evaluate speech communication quality more
sensitively than the intelligibility scores for sound fields with
higher SN ratios, and vice versa.

Let us now discuss the optimum speech level for speech
communication quality based on listening difficulty ratings.
Figure 5 shows listening difficulty ratings as functions of the
speech and background noise levels. The abscissa indicates
the background noise level and the ordinate indicates the
speech level. The open triangles and open circles indicate the
sound fields used in the first and second tests, respectively.
The filled circles indicate the sound fields used in the previ-
ous test.6 The numbers and numbers in brackets under the
symbols representing the sound fields indicate the scores of
listening difficulty and word intelligibility, respectively.
Here, both results from two different tests are shown for the
cases, background noise level of 0, 25, and 40 dBA and
speech level of 55 dBA.

From these results, the intelligibility score is more than
95% when the SN ratio is more than +15 dBA and the
speech level is between 40 and 65 dBA. Knudsen11 reported
that for the best conditions the percentage articulation was
96% rather than 100% because the syllable itself possesses
some obscurity. Therefore, it is difficult to differentiate
among these conditions by the intelligibility scores. On the
other hand, the listening difficulty rating is clearly affected

by both speech and background noise levels in these condi-
tions and the optimum speech level can be evaluated sensi-
tively by using the listening difficulty ratings.

First, let us discuss the case of sound fields with noise,
which is less than 25 dBA. When there is no background
noise, the minimum listening difficulty is given at speech
level of 50–55 dBA as shown in the first test. When speech
level is 55 dBA, there is little difference between listening
difficulty at 0 �no background noise� and 25 dBA �SN ratio
= +30 dBA� for both background noise as shown in Fig. 5.
Therefore, the optimum speech level is constant at
50–55 dBA when the background noise level is 25 dBA or
less.

Second, let us consider the sound fields with noise levels
between 25 and 40 dBA. When the background noise level is
35 dBA, listening difficulty is 49% and 59% for speech level
of 50 dBA and 65 dBA, respectively. When the speech level
is 55 dBA, listening difficulty is about 25% and 45% for
background noise level of 25 dBA and 40 dBA, respectively,
so that it would be said that listening difficulty is between
25% and 45% at 35 dBA noise level. Therefore, listening
difficulty for 55 dBA of speech level would be smaller than
that for 50 dBA and that for 65 dBA of speech level when
the background noise level is 35 dBA. Furthermore, as
shown in Fig. 5, listening difficulty ratings for 15 dBA of SN
ratio are lower than that for 30 dBA of SN ratio at the same
background noise level. For example, listening difficulty rat-
ings for 55 dBA of speech level is lower than that for
70 dBA of speech level when background noise level is
40 dBA. Thus, the optimum speech level is 50–55 dBA
when background noise is 40 dBA or less.

Next, let us consider the sound fields with noise levels
more than 40 dBA. When the background noise level ex-
ceeds 40 dBA, 55 dBA and higher speech level is required to
reach +15 dBA SN ratio. In fact, when the background noise
level is 55 dBA, speech communication quality for +15 dBA
of SN ratio �i.e., speech level=70 dBA� is higher than that
for 0 dBA of the SN ratio �i.e., speech level=55 dBA� for
both listening difficulty and intelligibility. Another point is
that louder speech levels make it more difficult for listeners
to listen to speech, which is found in comparison between
speech level of 55 dBA and that of 70 dBA under 40 dBA of
the background noise level. Therefore, the optimum speech
level would be the level required not to maintain 30 dBA of
the SN ratio but around 15 dBA of the SN ratio �i.e.,
19.6 dBA of the SN ratio in the case of including the rever-
beration�. This value is similar to the SN ratio for perfect
intelligibility suggested by Bradley’s work.1

However, listening difficulty increases as background
noise increases even though speech level maintains optimum
level and the value is 86.0% at 55 dBA noise level. There-
fore, listeners always feel difficult to listen to speech under
the sound fields with high background noise level and speech
intelligibility is more suitable for evaluating the optimum
speech level for these sound fields as previous test6 indi-
cated. Furthermore, for maintaining high speech intelligibil-
ity without degrading listening difficulty, it is necessary not
to increase speech level, but to reduce the background noise
level.

FIG. 5. Optimum speech levels as a function of speech and background
noise level. The reverberation time of the sound fields are constant at 0.5 s.
The open triangles and circles indicate the sound fields used in the first and
second test, respectively. The filled circles indicate the sound fields used in
the previous test �Ref 6�. The numbers and numbers under the symbols
representing the sound fields indicate listening difficulty ratings and intelli-
gibility scores, respectively.
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V. CONCLUSIONS

The present paper has demonstrated the relation between
the optimum speech level and background noise level by
using listening difficulty. The results of two listening tests in
this work and our previous work6 indicated the following
results: �1� optimum speech level is constant when back-
ground noise level is lower than 40 dBA, �2� optimum
speech level appears to be the level, which maintains around
15 dBA of SN ratio when the background noise level is more
than 40 dBA, and �3� listening difficulty increases as speech
level increases under the condition where SN ratio is good
enough to keep intelligibility near perfect.

These results indicate that listeners could find louder
speech levels above a certain level more difficult to listen to
speech under background noise at any noise levels. There-
fore, an ideal communication situation should avoid such
high speech levels. That is, amplifying speech to achieve an
adequate SN ratio will not ensure a high quality communi-
cation situation; people will still find it to be difficult to listen
to the speech. The preferred solution would be to reduce
ambient noise levels so that intelligibility can be maintained
without degrading listening difficulty.
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Steady-spectrum contexts and perceptual compensation
for reverberation in speech identification
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Perceptual compensation for reverberation was measured by embedding test words in contexts that
were either spoken phrases or processed versions of this speech. The processing gave
steady-spectrum contexts with no changes in the shape of the short-term spectral envelope over
time, but with fluctuations in the temporal envelope. Test words were from a continuum between
“sir” and “stir.” When the amount of reverberation in test words was increased, to a level above the
amount in the context, they sounded more like “sir.” However, when the amount of reverberation in
the context was also increased, to the level present in the test word, there was perceptual
compensation in some conditions so that test words sounded more like “stir” again. Experiments
here found compensation with speech contexts and with some steady-spectrum contexts, indicating
that fluctuations in the context’s temporal envelope can be sufficient for compensation. Other results
suggest that the effectiveness of speech contexts is partly due to the narrow-band
“frequency-channels” of the auditory periphery, where temporal-envelope fluctuations can be more
pronounced than they are in the sound’s broadband temporal envelope. Further results indicate that
for compensation to influence speech, the context needs to be in a broad range of frequency
channels. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2387134�

PACS number�s�: 43.55.Hy, 43.71.Gv, 43.71.Es, 43.71.An �PEI� Pages: 257–266

I. INTRODUCTION

In perceptual compensation for reverberation, a room’s
acoustic properties appear to inform listeners’ decisions
about the characteristics of speech sounds heard in the room.
The mechanism responsible seems to pick up information
about reverberation from lengths of running speech that ex-
tend over several words, and to use this information in ame-
liorating effects that reverberation might otherwise have on
individual syllables in the neighborhood �Watkins, 1992,
2005a�. By operating in this way, the compensation mecha-
nism can capitalize on the fact that in real-world situations,
reverberation is unlikely to change substantially during the
course of a few words in a phrase or sentence. In this respect,
reverberation differs from factors such as rate, which regu-
larly changes from one syllable to the next �Summerfield,
1981�. The decaying “tails” that reverberation adds at sharp
offsets in sounds appear to be particularly salient information
for compensation �Watkins, 2005b, 2005c�. Such tails are a
consequence of the smoothly decreasing energy decay that is
typical of reverberation patterns in box-shaped rooms
�Schroeder, 1965; Allen and Berkely, 1979�.

While the presence or absence of tails over the course of
a few words seems to be informative about the presence of
reverberation, the tails can also obscure certain phonetic dis-
tinctions. This is because tails give rise to distortion of
sounds’ temporal envelopes as they reduce the steepness of
offsets and fill gaps. This can affect phonetic distinctions that
are cued by features of the temporal envelope, such as the �s�
vs �st� distinction between “sir” and “stir” test words �Wat-

kins, 2005a, 2005b, 2005c�. These distorting effects of tails
seem to arise through masking �Bolt and Macdonald, 1949;
Nábělek et al., 1989� and fusion �Haas, 1951; Watkins and
Holt, 2000�.

Tails from reverberation will be added at the ends of
sounds when they have sharp offsets, but tails will also be
introduced during the sound in some of its frequency bands.
This is because the sound’s short-term spectrum can change,
forming a “spectral transition” �Furui, 1986�, with a reduc-
tion of the power in some of the sound’s frequency bands.
These “narrow-band offsets” occur in continuous speech, as
the inherently dynamic origins of this sound give rise to
numerous spectral transitions. Tails at narrow-band offsets
might therefore provide listeners with information about a
room’s acoustic properties, because the “auditory filters” that
characterize peripheral auditory processing perform a
narrow-band analysis of incoming sounds.

Experiments on compensation have used test words em-
bedded in different types of “context.” These contexts are
typically a few spoken words in a short phrase, or they are a
version of this speech that has been transformed by signal-
processing manipulations. Such experiments can demon-
strate compensation because they alter the reverberation be-
tween the context and the test word, which gives systematic
changes in listeners’ identifications when compensation oc-
curs. These experiments have so far only shown a compen-
sation effect when the context is a sound that contains
speech-like spectral transitions, while steady-spectrum
“noise contexts” give little or no compensation �Watkins,
2005a, 2005b�. These noise contexts were generated from the
speech contexts by turning them into signal-correlated noise
�Schroeder, 1968� with an “SCN operation,” which gives
sounds that have the same temporal envelope as the broad-a�Electronic mail: syswatkn@reading.ac.uk
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band speech signal. However, these noise sounds have a
steady spectrum in that the shape of the short-term spectral
envelope is made to be the same throughout, and so pre-
cludes any spectral transitions.

Reasons for the ineffectiveness of noise contexts are in-
vestigated in experiment 1, which tests the following possi-
bilities:

�1� It may be that speech-like spectral transitions in a con-
text sound are necessary for there to be a compensation
effect on a neighboring speech sound.

�2� Compensation might only affect test words that are se-
quentially grouped �Bregman, 1990� with the context,
and test words might not group with a steady spectrum
context because it has a “noise-like” character that is
unlike speech. In this case, the context might be heard as
a separate source, so that the compensation mechanism
assesses the signal’s reverberation from only the test
word and does not include the context.

�3� The SCN operation might reduce information about re-
verberation from the sound’s narrow-band offsets. This
could happen because an effect of the SCN operation is
to make the sound’s narrow-band temporal envelopes to
be all the same as the original broadband temporal enve-
lope. Since the broadband temporal envelope of speech
is generally smoother than its narrow-band temporal en-
velopes, the SCN operation on this signal will have a
tendency to reduce the steepness of narrow-band offsets.
When this happens, the presence �or absence� of tails
from reverberation might be obscured. This effect is il-
lustrated in Figs. 1 and 2, which plot the temporal enve-

lopes of contexts used in the present experiments. These
plots show that the envelope’s downward-going slopes,
where offsets occur, are less steep when there is more
reverberation. However, these slopes are also less steep
in the broadband envelopes than they are in the corre-
sponding narrow-band envelopes.

To test these three possibilities, experiment 1 here uses
both rapid and more slowly spoken test words together with
different types of steady-spectrum noise contexts. These con-
texts have either the temporal envelope of the broadband
speech signal, or else they have the temporal envelope of a
narrow band of the speech that was obtained by playing it
through an auditory-filter simulation.

Experiments 2 and 3 ask whether compensation for re-
verberation in speech is similar to effects of tails on loud-
ness. Stecker and Hafter �2000� found that damped sounds
with slowly decaying offsets �i.e., tails� were judged less
loud than time-reversed “ramped” versions with rapid offsets
�and slowly building “heads”�. This effect can be explained
by assuming that tails do not contribute as much to sounds’
loudness because they resemble an effect of room reverbera-
tion. This loudness effect was just as prominent with narrow-
band sounds as with broadband sounds. Experiments 2 and 3
therefore measure compensation effects with narrow-band
contexts, which are generated with auditory-filter simulations
to give bands centered at the auditory-filter’s center fre-
quency.

Experiment 3 also asks whether restrictions on temporal
coding in the auditory nerve might influence compensation
in speech. Such restrictions seem to affect the perceptual
contrast between certain types of “ramped” �no tail� and
“damped” �with tail� sounds when they are presented in a
repeating sequence �Patterson, 1994a, 1994b�. This contrast
arises as the damped sounds appear less continuous than the

FIG. 1. �a� Temporal envelopes obtained from broadband speech contexts
by full-wave rectification followed by a low-pass filter that has a corner
frequency of 50 Hz. Here, the context is “Next you’ll get…” that was used
with the slowly spoken test words. The envelope’s power �in dB� is plotted
on the ordinate, and only the upper 30 dB is shown. �b� Temporal envelopes
obtained as in �a�, but after filtering the speech with an auditory filter cen-
tered at 2 kHz. The traces were obtained after the speech had been con-
volved with the left channel of a binaural room impulse response �BRIR�. In
both plots the source to receiver distance is 10 m in the upper trace and
0.32 m in the lower trace.

FIG. 2. Temporal envelopes from the context “OK, next you’ll get…” used
with the rapidly spoken test words. Other details are the same as Fig. 1.
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ramped sounds, with a reduced prominence of damped
sounds’ tails. Lowering the center frequency of these sounds
enhances the contrast, and this effect has been attributed to a
more robust coding of time intervals in the auditory nerve at
lower frequencies �Patterson, 1994a, 1994b�. Experiment 3
therefore uses a lower center frequency for the auditory filter
used to generate the narrow-band context, to determine
whether compensation is similarly more prominent under
these conditions.

II. EXPERIMENT 1

Test words were drawn from a continuum of steps be-
tween “sir” and “stir,” which was formed using an amplitude
modulation technique described by Watkins �2005b�. In
some conditions, listeners heard the rapidly spoken test
words and contexts used in the earlier investigation of noise
contexts �Watkins, 2005b�, while in other conditions the
more slowly spoken test words were heard. The temporal
envelopes of these sounds are shown in Fig. 3.

The test words were used to measure distorting effects
of adding reflected sound, as well as to measure any percep-
tual compensation for this distortion. Accordingly, the cat-
egory boundary was measured, which is the continuum step
where listeners switch from sir-to stir identifications. If dis-
tortion from reflections is sufficient to oppose the effects of
the amplitude modulation that formed the continuum, by ob-
scuring the gap that indicates the presence of the �t�, then
more steps will be identified as sir. When identification
changes in this way, there is a “category boundary shift” as
the boundary-step moves away from the sir end of the con-
tinuum to a higher step number.

Test words were embedded in a context phrase. When
the amount of reflected sound in the context is kept at a
minimal level, reflections added to the test word typically
give a category boundary shift. If this happens, compensa-
tion may be seen when the amount of reflected sound in the
context is also increased, to a level close to the amount in the
test word. The compensation moves the category boundary
back down towards sir, to a step close to that found when test
words have a minimal amount of reflected sound. Figure 4
plots identification functions and category boundaries from
conditions that show this compensation effect.

FIG. 3. Temporal envelopes of the sir to stir continua that were used as test
words in the present experiments. These envelopes were obtained as de-
scribed in Fig. 1, and are plotted here with amplitude on the ordinate. The
traces run sequentially from step 0 at the top down to step 10 at the bottom.
Arrows indicate voicing onset. �a� Slowly spoken test words. �b� Test words
spoken more rapidly.

FIG. 4. Identification functions that show compensation for the distorting
effects of adding reverberation to test words. Data points are means across
six listeners and vertical bars are standard errors. Means of category bound-
aries are the vertical dashed lines, with their standard errors shown as hori-
zontal bars. These examples are from conditions in experiment 2 where the
context was wideband noise and the test words were spoken slowly. In both
cases the test word’s reverberation was from the 10-m distance. In the upper
panel, the context’s distance �cont. dist.� is 0.32 m, so it contains less rever-
beration than the test word. In the lower panel the context’s distance is
increased, to be the same as the test word’s distance. This increase in the
context’s reverberation gives a compensation effect as more of the test
words sound like stir, and so the category boundary moves leftwards, to-
wards the sir end of the continuum.
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The context phrase was processed to form two types of
steady-spectrum sound in which the shapes of the short-term
spectral envelopes are all the same as the long-term averaged
spectrum of the original speech. The temporal envelopes of
these two sounds were different. One sound had the “broad-
band” temporal envelope of the original speech, while the
other had a “narrow-band” temporal envelope, which arises
at the output of a single auditory filter excited by the same
speech. The auditory filter used had a center frequency at
2 kHz, which is in a range that is likely to be salient in
hearing the �s� vs �st� distinction in test words. The experi-
ment was designed to ask whether contexts with a narrow-
band temporal envelope are more effective in generating
compensation than the contexts with broadband temporal en-
velopes.

Listening conditions were chosen with the aim of pro-
viding substantial compensation effects. Accordingly, mon-
aural presentation was used, as here effects of adding rever-
beration to test words are larger than in dichotic conditions
�Watkins, 2005b�. A further aim was to try and make cat-
egory boundary shifts roughly comparable between condi-
tions with test words spoken at the two rates, so that the
amount of compensation could be compared. To this end,
reverberation from a corridor was used in conditions with
rapidly spoken test words, while reverberation from a larger,
L-shaped room was used for the more slowly spoken test
words �see Watkins, 2005b, experiment 1�.

A. Method

1. Stimuli

The methods described by Watkins �2005b� were used to
obtain recordings of context phrases containing sir and stir
tokens. The recordings had a 16-bit resolution with a 48-
kHz sampling rate, and were obtained in an IAC 1201 booth
using a Sennheiser MKH 40 P48 cardioid microphone. The
phrase “OK, next you’ll get�to click on” was used for the
more rapidly spoken test words that lasted 294 ms each. This
duration was achieved by speaking so that only the “OK”
was stressed, with no particular emphasis on the test word.
The slower, 577-ms test words were spoken as the stressed
word in the context “Next you’ll get�to click on.” The overall
speaking rates of these phrases were a moderate 3 to 4 syl-
lables per second, so that the large changes in test-word rates
were mostly effected by the differences in stress. Clear stir
sounds were obtained by amplitude modulation of the re-
cordings of sir, using a modulation function that inter-
changed the temporal envelopes of the two words’ wave-
forms. Interpolations between these end-point envelopes
gave intervening steps to form the 11-step continua of test
sounds. Dry test words from these continua were heard as sir
at the lower step numbers, with a switch to stir at around step
3 or 4.

Test words were re-embedded in the context parts of the
original utterance in a way that allowed different amounts of
reverberation to be separately introduced into the two
sounds. This was done by adding the context’s waveform to

the test word’s waveform after silent sections had been added
to each waveform to preserve the original temporal align-
ment.

The methods described by Watkins �2005b� were also
used to introduce reverberation into the dry contexts and test
words by convolution with the left channel of a binaural
room impulse response �BRIR�. This gives the effect of mon-
aural real-room listening over headphones. The impulse re-
sponses were obtained in rooms with dummy-head transduc-
ers �a speaker in a Bruel & Kjaer 4128 head and torso
simulator, and Bruel & Kjaer 4134 microphones in the ears
of a KEMAR mannequin�, so that they incorporate the direc-
tional characteristics of a human talker and a human listener.
To obtain signals at the listener’s eardrum that match the
signal at KEMAR’s ear, the frequency-response characteris-
tics of the dummy head talker and of the listener’s head-
phone were removed using appropriate inverse filters.

BRIRs were obtained in two rooms of a disused office
building. One room was a corridor that was 2 m wide, and
about 35 m long, with a ceiling height of approximately
3.4 m. The other, larger room was L-shaped, comprising a
6�7 m rectangle and a 4�3 m rectangle with a ceiling
height of about 3.4 m.

To obtain different amounts of reflected sound in a
“natural” way, different distances between the dummy-head
transducers of the talker and listener were used. The trans-
ducers faced each other, while the talker’s position was var-
ied to give distances from the listener of 0.32 or 10 m. The
amounts of reflected sound at these distances, as indicated by
measures of the time taken for the room’s impulse-response
energy to decay from its initial 0 to −10 dB, are shown in
Table I. The slopes of the later parts of the energy decay are
shown in Table II. These two sorts of measurement are simi-
lar to Early Decay Time �EDT� and Reverberation Time �T�,

TABLE I. The amount of reflected sound at the 10-m distances, as indicated
by the time taken for the room’s impulse-response energy to decay from its
initial 0 to −10 dB. Values of this decay time at 0.32 m were all less than
0.01 s. These values are similar to early decay time, but see the text for
caveats.

Room

Octave band

A-weightedfC=0.25 kHz fC=2 kHz

Corridor 0.15 s 0.12 s 0.12 s
L-shape 0.16 s 0.14 s 0.14 s

TABLE II. The slopes of the room impulse responses’ energy decay. The
table shows the time taken for a fall of 60 dB, extrapolated from measure-
ments between −20 and −30 dB. These values are similar to reverberation
time, but see the text for caveats.

Room Distance

Octave band

A-weightedfC=0.25 kHz fC=2 kHz

Corridor 0.32 m 0.39 s 0.48 s 0.55 s
Corridor 10 m 1.14 s 1.08 s 0.96 s
L-shape 0.32 m 0.32 s 0.43 s 0.46 s
L-shape 10 m 0.99 s 0.99 s 0.90 s
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respectively, in ISO 3382 �1997�. However, these measure-
ments do not comply with the standard’s recommendations
for omnidirectional transducers and spatial averaging, be-
cause the present purpose is to capture features that are
present for listeners at different source-to-receiver distances.

To obtain steady-spectrum noise contexts whose broad-
band temporal envelopes were the same as the original
speech, the speech contexts were processed with an “SCN
operation.” This involves reversing the polarity of a ran-
domly selected half of the signal’s samples to give signal-
correlated noise �Schroeder, 1968�. A filter was then applied
to give these sounds the same long-term average spectrum as
the original speech �Watkins and Makin, 1996�.

To obtain steady-spectrum contexts that have the
narrow-band temporal envelope of the original speech, the
signals were first played through an auditory-filter simulation
�gammatone, n=4, fC=2 kHz, with a bandwidth equal to the
“Cambridge ERB” �Hartmann, 1998��, followed by the SCN
operation. This gives a sound with the same temporal enve-
lope as the signal emerging from a single auditory filter when
the context’s speech is processed by the auditory periphery.
A second stage of processing was then performed on this
signal so that its temporal envelope would occur in the au-
ditory filter of a listener. This processing compensates for the
fact that the ear of the listener filters the sound again. Ac-
cordingly, the signal was played through a version of the
gammatone filter whose impulse response was reversed in
time. Finally, a second SCN operation gave a wideband sig-
nal, which was filtered to give the sound the same long-term
average spectrum as the original speech signal. Temporal en-
velopes of these contexts are shown in Figs. 1 and 2.

2. Procedure

Category boundaries for the sir to stir continua were
measured by asking listeners to identify test words from each
continuum step. On each trial, listeners heard a context with
an embedded test word. Listeners then identified the test
word with a click of the computer’s mouse, which they po-
sitioned while looking through the booth’s window at the sir
and stir alternatives displayed on the computer’s screen. The
computer waited for the listener to respond before presenting
the following trial. Each of the 11 steps of a continuum was
presented 3 times in a randomized sequence. The step corre-
sponding to the category boundary was then found from the
total number of sir responses to all of a continuum’s steps, by
dividing this total by 3 before subtracting 0.5, giving a
boundary step number between −0.5 and 10.5.

Sounds were delivered to listeners at a peak level of
48 dB SPL through the left earpiece of Sennheiser HD480
headphones in the otherwise quiet conditions of an IAC 1201
booth. The experiment was administered to listeners in indi-
vidual sessions by an Athlon 3500 PC computer with MAT-

LAB 7.1 software and with an M-Audio Firewire 4100 sound
card. Before the experimental trials, listeners were infor-
mally administered with a few randomly selected practice
trials to familiarize them with the setup and attributes of the
sounds such as their rate and their general variation across
the different types of context.

3. Design

One group of six listeners identified rapidly spoken test
words, while another group of six listeners identified slowly
spoken test words. The test words were presented for identi-
fication in the speech context that was appropriate for their
rate, as well as in the steady-spectrum versions of this con-
text. BRIRs for the 0.32- and 10-m distances were applied to
the context and to the test words. Over a sequence of trials,
listeners heard all combinations of the context and test-word
distances. This gives 2 test-word distances�2 context
distances�3 types of context�11 continuum steps�3
repeats=396 trials for a listener. Each listener received their
trials in a different randomized order.

Listeners were Reading University Psychology under-
graduates, who were native or fluent non-native English
speakers and who did not report any hearing problems. They
had had previous experience participating in category bound-
ary experiments in their practical classes, but had not heard
the stimuli used in this study before.

B. Results

Figure 5 shows means of category boundaries across the
two groups of six listeners.

A four-way analysis of variance was performed on the
category boundaries. There was a two-level between-subject
factor, test-word rate, to indicate whether listeners heard
rapid or more slowly spoken test words. Two within-subject
factors were used to indicate the amount of reverberation in
BRIRs by the distance at which they were recorded, giving
two-level factors for context distance and test-word distance.
The other within-subject factor, with three levels, was used
to indicate the different types of context.

There were substantial compensation effects, as shown
by the reductions in category boundaries when the context’s
distance was increased. These compensation effects were
mainly confined to test words at the 10-m distance, and were
more prominent with speech contexts than with the steady-
spectrum noise contexts. This pattern of results shows in the
analysis as a three-way interaction among the factors: con-
text’s distance, test word’s distance, and context type, where
F�2,20�=9.30, Huynh-Feldt epsilon=0.8994, and p
=0.0021. Nevertheless, compensation effects were present to
an extent with the steady-spectrum contexts, and were more
pronounced when test words were slowly spoken, especially
with the broadband contexts. This pattern shows in the analy-
sis as a three-way interaction among: context’s distance, con-
text type, and test word’s rate, where F�2,20�=9.25, Huynh-
Feldt epsilon�1, and p=0.0014.

Effects of increasing the distance of the test word’s
BRIR were generally more substantial with speech contexts
than they were with the steady-spectrum contexts, as indi-
cated by the two-way interaction between context type and
test word’s distance with F�2,20�=22.53, Huynh-Feldt
epsilon�1, and p�0.0001. There was also a two-way inter-
action between test-word’s distance and test word’s rate with
F�1,10�=5.16, and p=0.0464, indicating that effects of in-
creasing the distance of the test word were more prominent
overall with the fast test words. However, compensation was
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generally more prominent with the more slowly spoken test
words, as indicated by the two-way interaction between the
context’s distance and the test word’s rate, where F�1,10�
=17.87, and p=0.0018.

On average, compensation effects were more substantial
with the speech contexts, as indicated by the two-way inter-
action between context type and context’s distance where
F�2,20�=3.52, Huynh-Feldt epsilon�1, and p=0.049. In
conditions with steady-spectrum contexts, the more rapidly
spoken test words were more influenced by an increase in the
test word’s distance, but at the same time there was less
compensation than there was with the slow test words, espe-
cially for the broadband contexts. This combination of ef-
fects led to generally higher category boundaries for the fast
test words in steady-spectrum contexts, which shows as an
interaction between context type and test-word’s rate with

F�2,20�=8.42, Huynh-Feldt epsilon�1, and p=0.0022.
There was an interaction between the context’s distance and
the test word’s distance, with F�1,10�=68.98, and p
�0.0001, which came about as effects of compensation were
mostly confined to the test words with more reverberation, at
the 10-m distance.

Main effects in the analysis arose largely through the
nature of the interactions described above. Increasing the test
word’s distance raised category boundaries on average,
which shows as a main effect of test word’s distance with
F�1,10�=107.54, and p�0.0001. The compensation tended
generally to reduce category boundaries, as indicated by the
main effect of context’s distance with F�1,10�=394.25, and
p�0.0001. Category boundaries were on average higher for
fast test words, where the effects of increasing the test word
distance were generally larger, while compensation effects
were smaller than in conditions with the slow test words.
This general pattern contributes to a main effect of test-word
rate where F�1,10�=26.83, and p=0.0004. Overall, category
boundaries were higher with speech contexts, giving a main
effect of context type, with F�2,20�=11.83, Huynh-Feldt
epsilon�1, and p=0.0004. This last effect seems mostly due
to the relatively large effects of test-word distance with
speech contexts. There were no other significant F-ratios.

These results replicate earlier findings with speech con-
texts �Watkins, 2005a, 2005b, 2005c� and show that steady-
spectrum contexts can be sufficient for compensation, par-
ticularly with the more slowly spoken test words and their
contexts. With these slowly spoken test words, steady-
spectrum contexts reduced compensation a little, but the bulk
of the effect remained with both types of temporal envelope.
Compensation with the more rapidly spoken test words was
found to be most apparent with speech contexts. However,
with these fast test words, compensation was found with
steady-spectrum contexts to some extent, and was more
prominent with a narrow-band temporal envelope from an
auditory filter centered at 2 kHz.

III. EXPERIMENT 2

Watkins �2005b� found that there were certain similari-
ties between speech compensation effects and effects of
sounds’ tails in the loudness experiments of Stecker and
Hafter �2000�. These loudness experiments used noise bands
or tones and found that the loudness of sounds with slowly
decaying offsets, or “tails,” was lower than the loudness of
sounds with rapid offsets. This lowering of loudness oc-
curred mainly when the preceding trial’s sound had a tail, so
this could be interpreted as an effect of “context” similar to
that found in the speech compensation experiments of Wat-
kins �2005b�. The loudness effects were as prominent with
the narrow-band tones as they were with broadband noise
sounds. Here, experiment 2 asks whether narrow-band con-
texts are also effective in speech compensation, using
narrow-band versions of the contexts used in experiment 1.

A. Method

Broadband contexts were obtained by the same process-
ing used to obtain the steady-spectrum “narrow-band enve-

FIG. 5. Results of experiment 1, showing means and standard errors of
category boundaries from the two groups of six listeners who identified test
words with contexts that were speech �top panels� or steady-spectrum noise.
The temporal envelopes of the noise contexts were from either the broad-
band speech signal �broadband env., middle panels� or from the speech
played through an auditory filter simulation centered at 2 kHz �narrow-band
env., bottom panels�. The different groups heard test words that were spoken
slowly �slow, left panels� or more rapidly �fast, right panels�. Slow test
words and their contexts were convolved with BRIRs from the L-shaped
room while the fast test words were convolved with BRIRs from the corri-
dor. The parameter in all the panels is the test word’s distance �test dist.�
shown in the bottom left panel.
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lope” contexts in experiment 1, using an auditory filter cen-
tered at 2 kHz as before. Narrow-band contexts centered at
this frequency were obtained with the same processing, but
with the final SCN operation omitted. As a result, the tem-
poral envelopes of the broadband and narrow-band contexts
were the same. Other aspects of the method were the same as
for experiment 1.

There were two groups of six listeners who had not par-
ticipated in experiment 1. These listeners identified either
rapid or slowly spoken test words both in the narrow-band
and broadband types of steady-spectrum contexts. BRIRs for
the 0.32- and 10-m distances were applied to the context and
to the test words. Over a sequence of trials, listeners heard all
combinations of the context and test-word distances. This
gives 2 test-word distances�2 context distances�2 types of
context�11 continuum steps�3 repeats=264 trials for a lis-
tener, and each listener received the trials in a different ran-
domized order.

B. Results

Figure 6 shows means of category boundaries across the
two groups of six listeners.

A four-way analysis of variance was performed on the
category boundaries. The analysis used a two-level between-
subject factor for test-word rate, along with two within-

subject factors for context distance and test-word distance.
These three factors were all the same as in experiment 1. One
other within-subject factor, context bandwidth, had two lev-
els for the narrow-band and broadband contexts.

Compensation effects were again apparent in this experi-
ment, as there were reductions in category boundaries as the
context’s distance was increased. The compensation was
largely confined to conditions with broadband contexts, and
it occurred mostly with the test words at the 10-m distance.
This pattern shows in the analysis as a three-way interaction
among the factors: context’s distance, context bandwidth,
and test word’s distance, with F�1,10�=5.08 and p=0.0478.
The compensation effects were again more prominent with
the slow test words, and at the 10-m test-word distance. This
pattern is indicated by the three-way interaction among: con-
text’s distance, test-word rate, and test-word distance, where
F�1,10�=5.96, and p=0.0348.

There was a two-way interaction between test word’s
distance and test word’s rate with F�1,10�=6.79, and p
=0.0262, indicating that effects of increasing the distance of
the test word were more prominent overall with the fast test
words. Conversely, compensation was generally more promi-
nent with the more slowly spoken test words, as indicated by
the two-way interaction between the context’s distance and
the test word’s rate, where F�1,10�=8.12, and p=0.0173.

The overall effect of increasing the test word’s distance
was lower with broadband contexts, giving a two-way inter-
action between bandwidth and test-word distance, with
F�1,10�=7.25, and p=0.0226. This effect seems partly due
to there being little or no compensation in narrow-band con-
ditions, along with the reductions in category boundaries
brought about by the compensation effect in broadband con-
ditions. There was also a two-way interaction between the
context’s distance and the test word’s distance, with
F�1,10�=68.98, and p�0.0001, indicating that when com-
pensation occurred, it was generally confined to the 10-m
test words.

Main effects in the analysis seemed largely to come
about through the nature of the interactions described above.
Increasing the test word’s distance raised category bound-
aries on average, which shows as a main effect of test-word
distance with F�1,10�=34.57, and p=0.0002. The compen-
sation tended overall to reduce category boundaries, as indi-
cated by the main effect of context’s distance with F�1,10�
=87.31, and p�0.0001. On average, category boundaries
were higher with narrow-band contexts, giving an overall
main effect of context type, with F�1,10�=7.94, and p
=0.0182. This effect seems mainly due to there being little or
no reduction in category boundaries from compensation in
narrow-band conditions. Category boundaries were higher
overall for fast test words, giving a main effect of test-word
rate, where F�1,10�=48.93, and p�0.0001. This last effect
seems mainly to arise as increasing the distance of fast test
words led to larger increases in their category boundaries,
while reductions in category boundaries through compensa-
tion were generally smaller than in conditions with the slow
test words. In addition though, at 0.32 m, the category

FIG. 6. Means and standard errors of category boundaries from experiment
2 where the two groups of six listeners identified test words with contexts
that were steady-spectrum noise. The context had a broad bandwidth �lower
panels� or a narrow bandwidth, centered at 2 kHz �upper panels�. For both
types of context, the temporal envelope was from the speech context played
through an auditory filter centered at 2 kHz. Other details are the same as
Fig. 5.
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boundaries tended to be somewhat higher for fast test words
than for slow test words. There were no other significant
F-ratios.

These results replicate the findings of experiment 1 with
broadband steady-spectrum contexts, and they show that
compensation is substantially reduced with narrow-band ver-
sions of these contexts.

IV. EXPERIMENT 3

There are some perceptual effects of sounds that have
tails which seem to depend on the spectral location of the
sound’s frequency components. One is the perceptual differ-
ence between sounds with ramped and damped temporal en-
velopes presented in a repeating sequence �Patterson 1994a,
1994b�. In Patterson’s experiments, effects were confined to
lower frequencies, and this was attributed to restrictions on
the neural coding of temporal information in the “phase-
locked” response of the auditory nerve’s fibers. On the other
hand, effects of sounds’ tails that affect loudness judgments
do not seem to depend on this sort of temporal coding, as
they occur across a broad range of frequencies �Stecker and
Hafter, 2000�. Experiment 2 found that there was little com-
pensation with narrow-band contexts centered at 2 kHz, and
this finding might conceivably be due to some restriction on
temporal coding. Therefore, experiment 3 investigates effects
at a lower center frequency, as the phase-locked response of
the auditory nerve’s fibers becomes more pronounced to-
wards lower frequencies.

A. Method

Broadband and narrow-band contexts were obtained
with the same processing that was used to obtain the steady-
spectrum contexts of experiment 2, but in experiment 3 the
auditory filter involved was centered at 250 Hz. Temporal
envelopes from the resulting contexts are shown in Fig. 7.

There were two groups of six listeners who had not par-
ticipated in experiment 1 or 2. These listeners identified ei-
ther rapid or slowly spoken test words both in the narrow-
band and broadband types of steady-spectrum contexts.
BRIRs for the 0.32- and 10-m distances were applied to the
context and to the test words. Over a sequence of trials,
listeners heard all combinations of the context and test-word
distances. This gives 2 test-word distances�2 context
distances�2 types of context�11 continuum steps�3
repeats=264 trials for a listener, and each listener received
the trials in a different randomized order.

B. Results

Figure 8 shows means of category boundaries for the
two groups of six listeners.

A four-way analysis of variance was performed on the
category boundaries, using the same factors as in experiment
2.

Compensation effects like those in experiments 1 and 2
were found, with reductions in category boundaries for the
10-m test words when the context’s distance was increased.
As in experiment 2, this pattern is largely confined to condi-
tions with broadband contexts. These aspects of the data

show in the analysis as a three-way interaction among the
factors: context’s distance, test word’s distance, and context
bandwidth, with F�1,10�=25.81, and p=0.0005. In one re-
spect results differ from experiment 2, as in experiment 3 the
compensation effect in broadband-context conditions with
the fast test words seems to be substantially similar to the
compensation in these conditions with slow test words.

Category boundaries were lower on average with broad-
band contexts, giving a two-way interaction between band-
width and test-word distance, with F�1,10�=33.84, and p
=0.0002. This effect seems partly due to there being little or
no compensation in narrow-band conditions, coupled with
the reductions in category boundaries through the compensa-
tion effect in broadband conditions. There was also a two-
way interaction between the context’s distance and the test
word’s distance, with F�1,10�=17.27, and p=0.0020, indi-
cating that when compensation occurred, it was most promi-
nent with the 10-m test words. On average, effects of the
context’s distance were greater with the more slowly spoken
test words, as indicated by the two-way interaction between
the context’s distance and the test word’s rate, where
F�1,10�=8.08, and p=0.0175. This effect seems to arise
here mainly through combining with narrow-band condi-
tions, rather than from variations in compensation at the two
rates.

Main effects in the analysis seemed largely to come
about through the nature of the interactions described above.
Increasing the test word’s distance raised category bound-
aries on average, which shows as a main effect of test word’s
distance, with F�1,10�=39.78, and p�0.0001. The compen-
sation tended overall to reduce category boundaries, as indi-

FIG. 7. Temporal envelopes obtained from contexts played through an au-
ditory filter centered at 250 Hz. �a� “Next you’ll get…” used with the slowly
spoken test words. �b� “OK, next you’ll get…” used with the more rapidly
spoken test words. Other details are the same as Fig. 3.
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cated by the main effect of context’s distance, with
F�1,10�=91.46, and p�0.0001. On average, category
boundaries were higher with narrow-band contexts, giving
an overall main effect of context type, with F�1,10�=7.94,
and p=0.0182, which seems mainly due to there being little
or no reduction in category boundaries from compensation in
narrow-band conditions. Category boundaries were generally
higher with fast test words, giving a main effect of test-word
rate, where F�1,10�=15.18, and p=0.0030. This last effect
seems primarily due to the larger effects of test-word dis-
tance with fast test words. There were no other significant
F-ratios.

These results again show that narrow-band versions of
steady-spectrum contexts effect little or no compensation,
even though there is substantial compensation from their
broadband counterparts that have the same temporal enve-
lope. This finding does not appear to be due to restrictions on
temporal coding in the auditory nerve since the results found
here, using narrow-band contexts at a low center frequency
�250 Hz�, are similar to results with narrow-band contexts in
experiment 2 where a higher center frequency �2 kHz� was
used.

V. DISCUSSION

The main finding of these experiments is that the per-
ceptual compensation mechanism can pick up information
about reverberation from different types of sounds that form
a context for test words. Contexts that are effective in this
respect include not only running speech, but also broadband
noise-like sounds that have a steady spectrum with no
changes in the spectral envelope’s shape over time. In both
cases, the effects of reverberation on a neighboring test word
are reduced when the context’s reverberation is increased to
match the test word’s reverberation. Therefore, offsets at the
spectral transitions inherent in speech signals are not always
necessary for compensation, as spectral transitions are absent
from the noise contexts used in the present experiments.

These results with noise contexts indicate that a failure
of perceptual grouping �Bregman, 1990� is unlikely to have
been the cause of reductions in compensation in earlier ex-
periments with similar noise contexts. Nevertheless, it may
still be the case that compensation only affects test words
that are sequentially grouped with the context, as it remains
plausible that a noise-like context is grouped with the speech
test word in these compensation experiments.

The present experiments suggest that it is the presence
of sharp offsets in a context sound that allows it to inform
compensation. Sharp offsets do occur in narrow frequency
bands at spectral transitions, but they can also be present in a
sound’s broadband temporal envelope. These two factors are
separated in the present experiments, where the noise con-
texts contained no spectral transitions while their temporal
envelopes were varied. In this way, experiment 1 showed
that the broadband temporal envelope of speech can contain
offsets that are sufficient for compensation, and this result is
clearest with the more slowly spoken test words.

In other conditions of experiment 1, with the rapidly
spoken test words, compensation increased when the tempo-
ral envelope from a narrow frequency band of speech was
used, compared with the smaller amount of compensation
seen with the broadband temporal envelope. These results
confirm that temporal envelopes of speech in the ear’s nu-
merous frequency channels can give more information about
a room’s acoustic properties than is apparent from the broad-
band temporal envelope.

These results with rapidly spoken test words in the
broadband and narrow-band conditions of experiment 1 are
also consistent with the ideas about effects of the SCN op-
eration that were raised in the Introduction. When the SCN
operation is used to generate a noise with the broadband
temporal envelope of a speech signal, the effect appears in
some ways to be similar to that of adding reverberation. Both
of these operations will have a tendency to obscure offsets in
narrow frequency bands, as they both reduce the steepness of
downward-going slopes in the temporal envelope. The effect
on temporal envelopes can be seen by comparing the corre-
sponding traces in Figs. 1 and 2, and the effect on listeners is
that there is less compensation when using the “smoother”
broadband temporal envelope.

The speech contexts were more effective than steady-
spectrum contexts in experiment 1, giving larger compensa-

FIG. 8. Means and standard errors of category boundaries from experiment
3 where the two groups of six listeners identified test words in contexts with
a broad bandwidth �lower panels� or a narrow bandwidth, centered at
250 Hz �upper panels�. For both types of context the temporal envelope was
from the speech context played through an auditory filter centered at
250 Hz. Other details are the same as in Fig. 6.
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tion effects with both the slowly- and rapidly spoken test
words. It seems likely that this reflects the wide range of
frequency channels available when listening to speech. The
temporal envelopes in some of these channels might well be
more informative about the presence of reverberation than
the single channels that were selected for study in the present
experiments.

Experiment 2 failed to demonstrate compensation with a
narrow-band context. This result does not appear to be due to
restrictions on temporal coding in the auditory nerve �Patter-
son, 1994a, 1994b�, as the narrow-band contexts with a
lower center frequency in experiment 3 were similarly inef-
fective.

The effects of tails on loudness reported by Stecker and
Hafter �2000� occur with narrow-band sounds, unlike the
speech compensation measured in experiments 2 and 3
where narrow-band contexts are ineffective. However, an im-
portant difference between these experiments is that the test
sound in the loudness experiment is in the same narrow
frequency-band as its “context” �i.e., the preceding trial�,
whereas a speech test word contains a wide range of frequen-
cies. So, it is possible that a similar compensation is occur-
ring in the two types of experiment if it is one that is con-
fined to the peripheral frequency channels that the context
occupies. This sort of mechanism would leave much of the
test word’s frequency content unaffected by the narrow-band
contexts in experiments 2 and 3, and it seems likely that this
is why there is little or no compensation in these conditions.

Although the present experiments have investigated the
temporal-envelope distinction between only one pair of con-
sonants, it seems likely that there are more diverse influences
of the reverberation and compensation effects that are re-
ported here. This is because information from the temporal
envelope is pervasive in speech �Plomp, 1983; Rosen, 1992�
to the extent that listeners can understand spoken messages
on the basis of the temporal envelopes in only a few fre-
quency bands �van Tasell et al., 1992; Shannon et al., 1995�.
Furthermore, the present experiments indicate that informa-
tion about reverberation can be picked up from nonspeech
sounds as well as from speech, and so suggest that compen-
sation for reverberation may not be confined to speech.
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Sound transmission loss through double panels is studied with a patch-mobility approach. An
overview of the method is given with details on acoustic and structural patch mobilities. Plate
excitation is characterized by blocked patch pressures that take into account room geometry and
source location. Hence, panel patch velocities before coupling can be determined and used as
excitation in the mobility model. Then a convergence criterion of the model is given. Finally,
transmission loss predicted with a patch-mobility method is compared with measurements.
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I. INTRODUCTION

The first studies on sound transmission were done using
unbounded plates excited by plane waves. Cremer’s1 and
London’s works on single panels2 and on double panels3 en-
abled us to underline several important aspects: the critical
frequency, the double panel resonance, and the existence of
an incidence angle where sound was greatly transmitted.
Modal behavior of plates was introduced by Vogel.4 Later,
coupling between a panel and a cavity has been studied5–7

and sound transmission through nonresonant modes below
critical frequency has been shown. Finally, several expres-
sions of transmission loss through single and double panels
were formulated by different authors like Beranek8 or Fahy.9

Their models, summed up and compared with experiment in
Ref. 10, are based on the mass law with additional terms
enabling to take into account some particular effects like
critical frequency effect or reverberant field excitation. How-
ever, for more complicated systems, other tools are necessary
like finite element models. A review of numerical solutions
for low frequency structural acoustic problems and their
limitations was done by Atalla and Bernhard.11 Expansion of
solution on a functional base to describe structural acoustic
problems was presented in Refs. 12 and 13. At high fre-
quency statistical energy analysis was used �Refs. 14 and
15�. The different methods were then applied to design
simple or double panels with optimized sound insulation
properties on a given frequency band. Kropp and Rebillard16

have for example studied the case of double panels with a
transfer matrix method that is not very time consuming and
give accurate results compared to the experiment. It is
adapted to a description of diffuse field by uncorrelated plane
waves summation. Unfortunately, it is not adapted to evalu-
ate the influence of excitation conditions such as source
room geometry, source location, and panel location on trans-
mission loss of a panel.

Transmission loss of more sophisticated panels were
also studied. Guyader17–19 studied, for example, the case of

orthotropic multilayered plates, and Nilsson20 studied the
case of sandwich structures with honeycomb and foam cores.
Finally, developments of numerical poroelastic models �Refs.
21 and 22� enabled to study sound transmission through fi-
nite multilayered systems containing poroelastic materials.23

Practically, two main difficulties appear when dealing
with calculation of transmission loss of double panels. The
first is related to the excitation by diffuse field. The standard
approach consist in decomposing the sound field in uncorre-
lated plane waves as in diffuse theory and cumulating the
transmission loss calculated for each angle of incidence. This
method has an extremely high computation cost that can be
reduced drastically using the approach proposed by
Spronck24 and Guyader18 using radiation impedance of plate
modes in a reciprocal way. Another possibility of avoiding
angle summation was proposed by Coyette,25 based on a
coherence length in diffuse field. A second difficulty with
waves summation is the approximation of reality by diffuse
field that can be bad especially at low frequency. A better
comparison with the experiment was obtained by limiting the
angle of incidence in order to suppress grazing waves exci-
tation. In addition to the difficulty of fixing a limit angle, the
numerical cost of cumulating results for different incident
angles remains because the approach in Refs. 18 and 24 can-
not be used in this case. The method presented in this paper
avoids that difficulty, calculating the cavity boundary pres-
sure field over the blocked panel, transmission loss is calcu-
lated without angle summation, and takes into account
source room characteristics. A second difficulty associated
with classical methods is the global modelization of the
problem that necessitates a complete calculation when one
element is modified. The use of a mobility technique permits
us to characterize each component of the vibroacoustic prob-
lem separately, then to calculate the transmission loss solving
the interaction equation. If one element is modified, only its
own characterization has to be calculated before solving in-
teraction equations. The mobility technique introduced in
Refs. 26 and 27 is now widely used in structural
coupling,28–30 and an extension to energy mobility was pre-
sented by Orefice et al.31 The mobility approach for vibroa-a�Electronic mail: jdchazot@lva.insa-lyon.fr
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coustic problems used here appears as an integral equation
discretized by collocation leading to patch mobilities. This
method was used previously by Ouisse et al.32 for coupling
acoustic subdomains.

II. PATCH-MOBILITY METHOD

A. Simple case of one coupling point

The mobility method enables us to calculate the re-
sponse of vibrating coupled linear systems thanks to the
knowledge of their isolated behaviors. The following ex-
ample describes the principles of the mobility method. Let us
consider a linear system � constituted of two subsystems �A

and �B coupled at a point C �Fig. 1�.
In all the following calculations, harmonic motions of

angular frequency � are assumed, and for sake of simplicity,
time dependence ej�t is omitted. In a first step, transfer mo-
bilities between two points M and Q are determined. This
mobility being defined as the ratio of velocity at point M and
force applied at point Q : Y�M ,Q�=V�M� /F�Q�. From mo-
bility Y�M ,Q�, velocity at point M created by a force located
at point Q can be calculated. However, excitation of a sub-
system is produced by external forces, but also by coupling
to other subsystems. This gives for subsystem A:

�1�

Two velocities can be identified from Eq. �1�: the veloc-

ity before coupling ṼA�M�, and the velocity generated by the
coupling VA

c �M�. The second one is produced by the coupling
force which is unknown, and appears as well in the sub-
system B �notice that: FB→A�C�=−FA→B�C��:

VB�M� = YB�M,F�Fext→B�F�

+ YB�M,C�FA→B�C� ∀ M � B . �2�

To be able to find out the velocity at any point belonging
to system A or B, the coupling force has to be determined.
This is done with continuity condition at coupling point C:
velocities of each subsystem have to be equal at the coupling
point �VA�C�=VB�C��. From these relations one can obtain
the coupling force

FB→A =
YB�C,F�Fext→B�F� − YA�C,E�Fext→A�E�

�YA�C,C� + YB�C,C��
. �3�

Finally, the velocity of any point M can be calculated by
using Eqs. �1� and �2�.

B. Case of surface coupling with a patch-mobility
method

When the coupling between subsystems is applied
through a surface, Eqs. �1� and �2� must be adapted. External
forces are considered surfacic as well. Tangential velocities
and forces are not taken into account, that is realistic for
acoustic subsystems and vibroacoustic coupling. Therefore
the mobility Y�M ,Q� is only associated to transverse motion,
and normal velocities and forces are defined as algebric val-
ues. Coupling velocities are then calculated by integrating
the product of mobility and coupling �respectively, external�
surfacic force over coupling �respectively, excited� surface

VA�M� = �
SA

�YA�M,E�Fext→A�E��dS

+ �
Sc

�YA�M,C�FB→A�C��dS ∀ M � �A� , �4�

VB�M� = �
SB

�YB�M,F�Fext→B�F��dS

+ �
Sc

�YB�M,C�FA→B�C��dS ∀ M � �B� . �5�

External forces of subsystem A �respectively, B� are ap-
plied on surface SA �respectively, SB�, and coupling forces are
applied on coupling surface Sc.

A collocation method can be used to solve the problem,
separating surfaces such as SA=�i=1

NA SAi and SAi�i�jSAj =�,
SB=�i=1

NB SBi and SBi�i�jSBj =�, Sc=�i=1
Nc Sci and Sci�i�jScj

=�. Let us first calculate averaged velocities on patch i:

�VA�i = �
SAi

�
j=1

NA 	�
SAj

�YA�M,E�Fext→A�E��dE
dM

+ �
SAi

�
j=1

Nc 	�
Scj

�YA�M,C�FB→A�C��dC
dM

∀ M � A , �6�

�VB�i = �
SBi

�
j=1

NB 	�
SBj

�YB�M,E�Fext→B�E��dE
dM

+ �
SBi

�
j=1

Nc 	�
Scj

�YB�M,C�FA→B�C��dC
dM

∀ M � B . �7�

Assuming in a second step that surfacic forces are con-
stant on patches �F�x ,y�= �F� j if �x ,y��Sj�, Eqs. �6� and �7�
give

�VA�i = �
j=1

NA

��YA�i� j�Fext→A� j + �
j=1

Nc

��YA�i� j�FB→A� j , �8�

FIG. 1. Simple case of one coupling point.
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�VB�i = �
j=1

NB

��YB�i� j�Fext→B� j + �
j=1

Nc

��YB�i� j�FA→B� j . �9�

A new transfer mobility expression appears, it is the ra-
tio of averaged patch i velocity to averaged patch j surfacic
force

��YA�i� j =
�V�i

�F� j
, �10�

where

�V�i =

�
Si

V�x,y�dxdy

Si
and �F� j =

�
Sj

F�x,y�dxdy

Sj
.

�11�

Of course, assuming a constant surfacic force on each
patch is an approximation, only valid if patch areas have
small dimensions compared to wavelengths.

Then, velocity continuity over coupling patches gives Nc

equations �one for each coupling patch�

∀k � �1,Nc� �VA�k = �VB�k. �12�

Hence, Eqs. �8� and �9� give ∀k� �1,Nc�:

�
j=1

Nc

��YA�k� j�FB→A� j + �
j=1

Nc

��YB�k� j�FB→A� j

= �
j=1

NB

��YB�k� j�Fext→B� j − �
j=1

NA

��YA�k� j�Fext→A� j . �13�

The following matrices �YA� and �YB� are defined such as
YA�i , j�= ��YA�i� j and YB�i , j�= ��YB�i� j. Vectors �FB→A�,
�Fext→A�, and �Fext→B� are also defined such as FB→A�j�
= �FB→A� j, Fext→A�j�= �Fext→A� j, and Fext→B�j�= �Fext→B� j.

Equation �13� can then be written in a matrix form, lead-
ing to the determination of coupling patch surfacic forces

�FB→A� = ��YA� + �YB��−1��YB��Fext→B� − �YA��Fext→A�� .

�14�

This extension of the mobility method, for surface cou-
pling, is named the patch-mobility method and is applied in
the following to sound transmission through double panels.

III. VIBROACOUSTIC RESPONSE OF A DOUBLE
PANEL CALCULATED BY THE PATCH-
MOBILITY METHOD

In this section, the patch-mobility method is applied to
the vibroacoustic response of a double panel coupled to a
cavity and radiating in the open external space.

In a first step, the system is divided into subsystems �cf.
Fig. 2�: A: emission chamber, B: first panel, C: cavity be-
tween the two panels, D: second panel, and E: semi-infinite
medium.

Coupling surfaces are defined as: SAB �respectively, SBC,
SCD, SDE� is the coupling surface between subsystems A and
B �respectively B and C , C and D , D and E�.

Equations governing patch velocities of plates, room,
cavity, and infinite acoustic medium, write:

For the source room coupling surface

�VA�i = �ṼA�i + �
j=1

NAB

��YA�i� j�F�B→A�� j . �15�

For the first panel

�VB�i = �ṼB�i + �
j=1

NAB

��YB�i� j�F�A→B�� j

+ �
j=1

NBC

��YB�i� j�F�C→B�� j . �16�

For the cavity coupling surfaces

∀i � SBC:�VC1�i = �ṼC1�i + �
j=1

NBC

��YC1�i� j�F�B→C�� j

+ �
k=1

NCD

��YC1�i�k�F�D→C��k, �17�

∀i � SCD:�VC2�i = �ṼC2�i + �
j=1

NCD

��YC2�i�k�F�D→C��k

+ �
k=1

NBC

��YC2�i� j�F�B→C�� j . �18�

For the second panel

�VD�i = �ṼD�i + �
k=1

NCD

��YD�i�k�F�C→D��k

+ �
k=1

NDE

��YD�i�k�F�E→D��k. �19�

For the semi-infinite medium coupling surface

�VE�i = �ṼE�i + �
k=1

NDE

��YE�i�k�F�D→E��k. �20�

The complete set of equations �Eqs. �15�–�20�� describe
all the physical interactions taking part in the vibroacoustic
response of the double panel. Nevertheless, some of these

FIG. 2. Sketch of double panel coupled with a source room and a semi-
infinite medium.

J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 J. Chazot and J. Guyader: Transmission loss of double panels 269



phenomena can be neglected. For example, the first panel
excitation can be separated in two acoustic fields: acoustic
room response with blocked panel and pressure radiated by
the panel. The radiated field, coming from the plate induced
vibrations, is usually neglected as a second order phenom-
enon. On the contrary, the coupling between the cavity C and
the two panels B and D is much more important. The small
volume of the cavity C produces a high cavity stiffness that
has a real effect upon the vibrations of the double panel.

After the discussed simplifications, Eqs. �16�–�19� write:
First panel

�VB�i = �ṼB�i + �
j=1

NBC

��YB�i� j�F�C→B�� j . �21�

Cavity

∀i � SBC: �VC1�i = �
j=1

NBC

��YC1�i� j�F�B→C�� j

+ �
k=1

NCD

��YC1�i�k�F�D→C��k, �22�

∀i � SCD: �VC2�i = �
k=1

NCD

��YC2�i�k�F�D→C��k

+ �
j=1

NBC

��YC2�i� j�F�B→C�� j . �23�

Second panel

�VD�i = �
k=1

NCD

��YD�i�k�F�C→D��k. �24�

Excitation appears in Eq. �21� as a patch velocity vector

before coupling �ṼB�i. It is calculated using blocked patch
pressures �PBlocked� applied to the first panel by the acoustic
field in the source room. The first panel velocity before cou-
pling is then calculated as follows:

�ṼB�i = �
j

��YB�i� j�P� j�Blocked�Sj . �25�

Blocked patch pressures are calculated by integrating the
pressure generated by a source in the emission chamber over
the panel assumed to be rigid �blocked�. Therefore room di-
mensions, excitation location, and position of the aperture in
the room wall are, hence, taken into account. For rectangular
cavity, modes are well known and calculation of room re-
sponse is straightforward. Of course for large room the com-
putation can be time consuming. However, for a given room
configuration, blocked patch pressures are only calculated
once whatever the plates under study.

Finally, continuity conditions over coupling surfaces SBC

and SCD are written: ∀i�SBC: �VB�i= �VC�i, and ∀i�SCD:
�VC�i= �VD�i. It yields to

	�Ṽ1�i

0

 = ��YC1�i� j + ��YB�i� j ��YC1�i�k

��YC2�i� j ��YC2�i�k + ��YD�i�k
�

�	�F�B→C�� j

�F�D→C��k

 . �26�

Solving the linear system �26� allows us to get coupling
forces �F�B→C�� j and �F�D→C��k and then to calculate patch
velocities after coupling by using Eqs. �21�–�24�.

IV. PANEL PATCH MOBILITIES

In this section, panel mobilities are derived thanks to the
Love–Kirchhoff equation of motion �flexural vibration of
thin plates�

− �2�hU�x,y� + D*�4�U�x,y�� = P�x,y� , �27�

where D*=E*h3 /12�1−�2�, and E* is the complex Young
modulus which takes into account structural damping such
as E*=E�1+ j�s�, and �s is the damping loss factor.

The excitation term is defined on patch j as follows:

P�x,y� = � �F� j

Sj
if �x,y� � patch j

0 else
� .

The modal expansion of the plate transverse displacement
with simply supported boundary conditions writes

U�xM,yM� = �
pq

apq�pq�xM,yM� , �28�

where mode shapes are given by

�pq�x,y� = sin� p�

Lx
x�sin�q�

Ly
y� . �29�

Incorporating Eq. �28� into Eq. �27�, and using modes
orthogonality yield to the modal amplitude

apq =
�F� j�� j�pq�x,y�dS�

Sj�Kpq
* − �2Mpq�

�30�

where Kpq
* =�SD*�pq�

4��pq�dS, Mpq=�S�h�pq
2 dS, and

�pq
* =�Kpq

* /Mpq.
The patch mobility as defined by Eq. �10� is then ob-

tained

��YP�i� j =
j�

SiSj
�
pq

��i�pq�x,y�dS��� j�pq�x,y�dS�
Mpq��pq

* − �2�
. �31�

Figure 3 shows an example of input and transfer panel
patch mobilities versus frequency calculated for an alumi-
num panel �Lx=1.5 m, Ly=0.96 m, Lz=0.002 m�. As ex-
pected, transfer patch-mobility magnitude �thin curve� is
lower than input patch-mobility magnitude �thick curve�. It
can also be noticed that as frequency increases, mobility
curve is smoothed, due to modal overlap. However, this is
more marked on input patch mobility than on transfer patch
mobility.
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V. ACOUSTIC PATCH MOBILITIES OF A CAVITY

A. Problem description

Neumann inhomogeneous problem �32� is considered,
that is to say an acoustic cavity with rigid wall boundary
condition on �	− and excited by a boundary velocity field on
�	+. The aim is to find the pressure at any point M, radiated
by a vibrating surface of normal velocity Vn:


P�M� + k2P�M� = 0 ∀ M � 	 ,

�P�Q�
�n

= − j��Vn�Q� ∀ Q � �	+,

�P�Q�
�n

= 0 ∀ Q � �	−. �32�

Acoustic damping is introduced with a complex wave
number: k*=� /c*=� / �c��1+ j�a��, and to solve this prob-
lem, expansion on modes of undamped cavity is used.

B. Pressure modal expansion

Modal expansion is used to describe the cavity pressure
field

P�M� = �
p

ap�p�M� . �33�

After some calculations �cf. Appendix A�, pressure radi-
ated at point M is given by

P�M� = �
p
���	+

��p�Q��− j��Vn�Q���dQ

�k*2 − kp
2�Np

�p�M�� .

�34�

To obtain the acoustic transfer impedance between two
patches i and j, a uniform normal velocity Vn is given on
patch j, and pressure �34� is integrated over the observation
patch i:

��Z�i� j =
�Si

P�M�n̄idSi

�Si
V̄n�M�dSj

Sj

=
�Si

P�M�n̄idSi

�Vn� j
=

�F�i

�Vn� j
.

With pressure modal expansion, the following expres-
sion for patch acoustic impedance is obtained:

��Z�i� j = − j���
p

��Si�p�x,y�dS���Sj�p�x,y�dS�
�k*2 − kp

2�Np

. �35�

Equation �35� is the general cavity acoustic impedance
expression. For a rectangular cavity with rigid walls, analyti-
cal expression of mode shapes can be derived

�pqr�M� = cos� p�x

Lx
�cos�q�y

Ly
�cos� r�z

Lz
� . �36�

A mode being defined with three indices, expression �35�
writes

��Z�i� j = − j��

��
pqr

��Si�pqr�x,y,Zi�dxdy���Sj�pqr�x,y,Zj�dxdy�
�k*2 − kpqr

2 �Npqr

.

�37�

The global impedance matrix describing the cavity behavior
writes

Then patch mobility matrix is obtained as the inverse of
patch impedance matrix

Figure 4 presents two acoustic patch input impedances
versus frequency of a cavity �Lx=1.5 m, Ly=0.96 m, Lz
=0.01 m� that show its modal behavior. One can see also that
modes are responding differently according to patch location.
Acoustic patch impedances between patches located on op-
posite boundary surfaces such as Zi�Zj are not presented
since they are not different from impedances between
patches located on the same boundary surface such as Zi

=Zj. This is of course due to the small thickness of the cav-
ity, and the studied frequency range.

Figure 5 presents two acoustic patch mobilities versus
frequency for the same cavity �Lx=1.5 m, Ly=0.96 m, Lz

FIG. 3. Panel patch mobility—Thick line: Input patch mobility �patch 42�,
Thin line: Transfer patch mobility �patch 42/72�—Aluminium panel: Lx
=1.5 m, Ly=0.96 m, Lz=0.002 m—Patch size: 
x=7.9 cm,

y=7.4 cm—Patch 42: X= �0.24 m; 0.32 m�, Y = �0.15 m; 0.22 m�—Patch
72: X= �1.11 m; 1.18 m�, Y = �0.22 m; 0.30 m�.

FIG. 4. Acoustic patch impedance—Thin line: Input patch impedance
�patch 42�, Thick line: Transfer patch impedance �patch 42/72�—Cavity:
Lx=1.5 m, Ly=0.96 m, Lz=0.01 m—Patch size: 
x=7.9 cm,

y=7.4 cm—Patch 42: X= �0.24 m; 0.32 m�, Y = �0.15 m; 0.22 m�—Patch
72: X= �1.11 m; 1.18 m�, Y = �0.22 m; 0.30 m�.
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=0.01 m�. Results are surprising since patch mobilities do
not exhibit the modal behavior that can be seen on patch
impedances. To explain this strange result, one has to
remember that direct patch mobility calculation will be
obtained by solving the Dirichlet problem �null boundary
pressure except on excited patch�, and calculating
the patch averaged velocity created at boundary. Cavity res-
onances with Dirichlet boundary conditions are obviously
different from that of a cavity with Neumann bound-
ary conditions. The first resonance of the rectangular
cavity with Dirichlet boundary conditions is equal to
�c /2����� /Lx�2+ �� /Ly�2+ �� /Lz�2, that is to say
17 000 Hz. That explains why no resonance appears in the
studied frequency band.

VI. SEMI-INFINITE MEDIUM

This section describes the method used to calculate the
power radiated into the semi-infinite receiving medium.

A. Radiated pressure

Radiation impedance is defined as the ratio of averaged
patch i radiated pressure to averaged patch j velocity:
��Z�i� j = �Prad�i / �V� j. The radiated pressure can thus be calcu-
lated from panel patch velocities �cf. Fig. 6�.

Radiation impedance calculations are based on Ray-
leigh’s integral and are detailed in Appendix B. A particular
case is defined when emitting and receiving patch are the
same �i.e., i= j�. In this case radiation impedance expression
is given by Eq. �38� where “ai” is the radius of a circular
patch of surface Si. Otherwise, when emitting and receiving
patch are different �i.e., i� j� Eq. �39� is used to calculate
radiation impedance where dij is the distance between two
patches central points

��Z�i�i =
�Prad�i

�V�i
= �0c�1 − exp−jka� , �38�

��Z�i� j =
�Prad�i

�V� j
=

1

2�
�0j

exp−jkdij

dij
Sj . �39�

Radiation patch mobilities are obtained by inversion of
impedance matrix calculated from previous Eqs. �38� and
�39�. Figure 7 illustrates radiation patch mobility behavior.
As one can see, radiation patch mobility magnitude de-
creases with frequency and also when distance between ra-
diating and receiving patch dij decreases.

B. Radiated power

Radiated power is calculated from patch velocities and
radiated patch pressures, and can be written using radiation
patch mobilities �40�:

Irad =
1

2�
i

Re��V�i
*�Prad�i� =

1

2
��Yrad�−1�V����V�*. �40�

VII. SOURCE ROOM MODELING

This section describes a simple way to model the source
room as depicted in Fig. 8 using its modal behavior. Two
quantities are presented: the mean quadratic room pressure
that is used to calculate double panel transmission loss, and
blocked patch pressures �BPP� that are used to calculate
patch velocities before coupling in Eq. �25�. To calculate
these quantities one has to replace the flexible panel by a
rigid wall.

Standard room response modal expansion writes

FIG. 5. Acoustic patch mobility—Thin line: Input patch mobility �patch
42�, Thick line: Transfer patch mobility �patch 42/72�—Cavity: Lx=1.5 m,
Ly=0.96 m, Lz=0.01 m—Patch size: 
x=7.9 cm, 
y=7.4 cm—Patch 42:
X= �0.24 m; 0.32 m�, Y = �0.15 m; 0.22 m�—Patch 72: X= �1.11 m;
1.18 m�, Y = �0.22 m; 0.30 m�.

FIG. 6. Radiating panel description.

FIG. 7. Patch radiating mobility—Thick solid line: Input patch mobility,
Thick dotted line: Transfer patch mobility with dij =0.08 m, Thin line:
Transfer patch mobility with dij =0.84 m—Panel: Lx=0.96 m,
Lz=1.5 m–Patch size: 
x=7.9 cm, 
y=7.4 cm.

FIG. 8. Sketch of the excitation room.
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P�x,y,z� = �
p,q,r

Apqr�pqr�x,y,z� , �41�

where Apqr=�	�pqr�x ,y ,z�S�x ,y ,z�d	 / �k*2−kpqr
2 �Npqr, and

Npqr=�	�pqr
2 �x ,y ,z�d	. A point source excitation is used

such as: S�x ,y ,z�=S0��x−x0���y−y0���z−z0�. The wave
number k* takes into account fluid damping with a complex
sound speed: k*=� /c*=� /c��1+ j�r�, where �r=2.2/ fTr

and Tr is reverberation time.
The source room, being assumed to be a

parallelepipedic-shaped room with rigid walls, has the fol-
lowing mode shapes:

�pqr�x,y,z� = cos� p�

lx
x�cos�q�

ly
y�cos� r�

lz
z� .

A. Quadratic room pressure

Mean quadratic room pressure calculation that is useful
in the prediction of the transmission loss, is straightforward

Pr
2 = �

pqr

�Apqr
2 �pqr

8

and p = 	1 if p = 0

2 if p � 0

 . �42�

Figure 9 shows the mean quadratic pressure given by
Eq. �42�. At low frequency, despite the large room volume
��400 m3�, modal behavior is predominant. Modes �2,1,1�
at 55 Hz, �1,2,1� at 59 Hz, �2,2,1� at 65 Hz are clearly iden-
tified. On the contrary, at higher frequency modal overlap
occurs, reducing the mean quadratic room pressure varia-
tions with frequency. The cut off frequency given by fc

=�c3Tr /8.8�V corresponds roughly to the limit between
modal and diffuse field behavior. Above that frequency,
modal separation is lower than the −3 dB bandwidth. In the
present case �Tr�10 s and V�400 m3�, the cutoff frequency
is equal to 187 Hz.

B. Blocked patch pressure

Modal expansion �41� of the room response gives the
pressure distribution in the room. Blocked patch pressures
over a panel are then calculated by integrating the room pres-
sure over a patch surface located on a rigid wall

�P�i = �
Si
�

p,q,r
Apqr�pqr�x,y0,z��dxdz . �43�

These blocked patch pressures are used in Eq. �25� to
calculate panel patch velocities before coupling and enable
to solve the set of Eqs. �21�–�24�.

Figure 10 illustrates variations with frequency of two
blocked patch pressures. Peaks and antipeaks can have dif-
ferent values, but both curves have the same averaged value
over frequency �85 dB�. These differences come obviously
from mode shapes. Moreover, a large amplitude of variation
with frequency is noticed even at high frequency, contrary to
space averaged pressure in the room presented in Fig. 9.
Blocked patch pressure behavior is a bit surprising compared
to standard way of thinking on reverberant pressure in large
room, however, it is a quasilocal quantity, contrary to rever-
berant pressure that is averaged over the room volume. Con-
trary to mean quadratic pressure, no obvious frequency limit
between modal behavior and diffuse field, such as the cutoff
frequency �187 Hz�, can be observed on blocked patch pres-
sure.

Figure 11 presents the blocked patch pressure distribu-
tion pattern at two frequencies for two window locations on
source room wall. As a general rule, the blocked patch pres-
sure patterns display clearly the acoustic wave length at each
frequency. However, a change in pressure distribution is ob-
served for the two window locations, that leads to transmis-
sion loss differences particularly at low frequency.

FIG. 9. Room pressure level—room dimensions: lx=11.5 m, ly=8.69 m,
lz=4.03 m—Source at: Xs=2 m, Ys=4 m, Zs=1 m, amplitude:
S0=2—Cutoff frequency: 187 Hz.

FIG. 10. Blocked patch pressure level on two patches—Dotted line: patch
124, Solid line: patch 1—Located at X124=6 m, Y124=0 m, Z124=1.75 m,
and X1=5.245 m, Y1=0 m, Z1=1.27 m—Room dimensions: lx=11.5 m,
ly=8.69 m, lz=4.03 m—Patch size: 
X=0.08 m, 
Z=0.074 m—Source
position: Xs=2 m, Ys=4 m, Zs=1 m, amplitude: S0=2—cutoff frequency:
187 Hz.

FIG. 11. �Color online� Blocked patch pressure magnitude for two window
locations �lx=0.96 m, lz=1.5 m�—on the top: 400 Hz—on the bottom:
1000 Hz—on the left, the window is centered on point X=6 m, Y =0 m, Z
=1.75 m—on the right the window is centered on point X=6.96 m, Y
=0 m, Z=2.78 m—Room dimensions: lx=11.5 m, ly=8.69 m,
lz=4.03 m—Patch size: 
X=0.04 m, 
Z=0.037 m—Source position: Xs
=2 m, Ys=4 m, Zs=1 m, amplitude: S0=2—cutoff frequency: 187 Hz.
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VIII. ACOUSTIC TRANSMISSION THROUGH DOUBLE
PANELS

This section presents the transmission loss calculation
through a double panel.

A. Transmission loss calculation

Transmission loss � is defined as the ratio of transmitted
power �t to incident power �i. Transmitted power can be
calculated thanks to the mobility method with Eq. �40�. With
the procedure of standard measurement of transmission loss,
incident power is deduced from mean quadratic room pres-
sure using a classical result of Sabine’s theory: �i

=S�Pr
2 /4�0c�. Of course the assumption of Sabine’s theory is

not exactly verified for standard rectangular rooms specially
at low frequency, but is nevertheless used for sake of sim-
plicity.

This way of calculating transmission loss in a reverber-
ant field �i.e., by using blocked patch pressures� avoids inte-
gration over incidence angles that is usually employed.
When good accuracy is desired, several incidence angles
must be considered with a plane wave summation method,
and time needed to compute transmission loss becomes tre-
mendous compared to time necessary with room blocked
patch pressures excitation.

B. Convergence criterion

The usual mesh condition for finite element analysis is
given by 
L��min/6, and sometimes �min/4 is admitted.

If we assume that the same criterion can be used for the
patch mobility method, therefore the maximum patch
length necessary to go up to 1000 Hz is 5.7 cm for
acoustic media �8.5 cm with �min/4�. For the structure, one
needs to look at the bending wave length �=cflx / f
= �1/ f����4 Eh2 /��12�1−�2�.

Four meshes have been tested to find which criterion had
to be taken with linear elements. Figure 12 presents the
transmission loss calculated with two meshes, and Fig. 13
shows the transmission loss comparison with a third octave
analysis for each mesh. Table I gives structural and acousti-
cal criterions associated with each mesh.

Meshes 30�20, 21�16, and 15�10 give similar re-
sults: the three curves are superimposed and cannot be dis-
tinguished. The 8�5 mesh curve starts to be slightly differ-
ent around 150–200 Hz. This frequency can be viewed as
the limit frequency given by the �s /4 criterion. However,
results obtained with mesh 8�5 can be accepted up to
577 Hz which is the limit given by criterion �s /2. This result
agrees with criterions found in Ref. 33 where authors
showed that a � /2 criterion could be taken to couple linear
acoustic problems with a similar method �patch transfer
functions�.

In the following, presented results are obtained with el-
ementary plane rectangular patches verifying the �s /2 crite-
rion.

C. Influence of room characteristics on acoustic
transmission

Several studies have shown transmission loss measure-
ments differences in interlaboratory comparisons at low fre-
quencies not only for small reverberant rooms, but even for
large ones. In this section, two large rooms of same volumes
are studied �cf. Table II�. Transmission loss results for both
rooms are plotted in Fig. 14. Differences of transmission loss
are up to 6 dB for the same double panel. At 78 Hz, it can be
explained by looking at the BPP distribution �Fig. 15� that
are quite different for the two source rooms. This result was
expected since it is known that for frequencies below the
cutoff frequency, the acoustic field cannot be considered as
diffuse. At higher frequencies differences are still noticeable,
that is more unexpected. As can be seen in Fig. 15, though

TABLE I. Maximal frequency given by different criterions.

Criterion �a /6 �a /4 �a /2 �s /6 �s /4 �s /2

Mesh 30�20 2833 4250 8500 1026 2309 9237
Mesh 21�16 1983 2975 5950 503 1132 4526
Mesh 15�10 1416 2125 4250 256 577 2309
Mesh 8�5 708 1062 2125 64 144 577

FIG. 12. Transmission loss comparison with two meshes—Thick line: mesh
30�20, Thin grey line: mesh 8�5—Double panels in steel �Lx=0.6 m,
Lz=0.4 m�, 2 and 1.5 mm thickness, separated by 1 cm of air.

FIG. 13. Mesh comparison with third octave analysis—Double panels in
steel �Lx=0.6 m, Lz=0.4 m�, 2 and 1.5 mm thickness, separated by 1 cm of
air.

TABLE II. Test room dimensions, source location, and panel location.

lx
�m�

ly
�m�

lz
�m�

Xsource

�m�
Ysource

�m�
Zsource

�m�
Xcentralpatch

�m�
Zcentralpatch

�m�

Room 1 4.03 5 10 0.8 2 2.5 1.75 5
Room 2 10 5 4.03 2 2 1 5 1.75

274 J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 J. Chazot and J. Guyader: Transmission loss of double panels



the field is more diffuse at 800 Hz, the two rooms do not
provide the same pressure distribution over the panel. More-
over, as long as structural wavelength is not much higher
than acoustical wavelength, differences in pressure distribu-
tion over the panel will have an effect on the panel response
and on sound transmission. Therefore, even above the cutoff
frequency, panel excitation depends on room characteristics,
source location, and aperture location.

IX. COMPARISON WITH A FINITE ELEMENT MODEL

The patch-mobility method has been applied to the
double panel studied by Panneton and Atalla with a finite
element model in Ref. 23: simply supported aluminum plates
�0.35 m by 0.22 m, 1 mm thickness� separated by 0.0762 m
of air. Excitation is realized by a normal incident plane wave.
Results obtained with patch mobility method are presented
up to 4000 Hz in Fig. 16. A good agreement is observed with
results obtained by Panneton and Atalla in Ref. 23, at least
up to maximal finite element calculation frequency �500 Hz�.

Two particular aspects of the patch-mobility method
must be underlined in this comparison: the mesh criterion in
� /2 that is very coarse compared to the criterion in � /6 used
in finite element method �FEM� and the possibility to char-
acterize each subsystem separately with the patch mobility
method contrary to FEM �if one element is modified, only its
own characterization has to be calculated before solving in-
teraction equations�.

X. EXPERIMENTAL RESULTS

Figure 17 presents the experimental setup. Measure-
ments of transmitted power were done using intensity tech-
nique with a 50 mm intensity probe located at 20 cm from
the radiating panel. 100 points have been used to measure
radiated intensity. Source room is a reverberant room �lx
=11.5 m, ly=8.69 m, lz=4.03 m, cutoff frequency=187 Hz�
where walls are not parallels and with diffusers in the cor-
ners. Five microphones in the reverberant chamber enabled
to measure reverberant pressure. Receiving room is not re-
verberant and is treated to be the most isolated from exterior
sound and with a high sound absorption to limit reflections
of radiated sound by tested panel. It can thus be considered
as a semi anechoic enclosure.

Transmission loss of a double aluminum panel was then
measured. The double panel dimensions were: width 0.96 m,
length 1.5 m, thickness 2 mm and 1.5 mm, air gap thickness
1 cm. Panel critical frequencies are 7961 Hz for the alumi-
num panel of 1.5 mm thickness, and 5971 Hz for the alumi-
num panel of 2 mm thickness. The theoretical mass-spring-
mass frequency for diffuse field is 328 Hz.

Figures 18 and 19 show comparisons of double panels
transmission loss obtained by experiment and with the patch-
mobility model. The model gives the same tendency as mea-
surements and differences observed on some third octaves
are quite reasonable. Indeed, compared to reproducibility and
repeatability values mentioned in norm ISO 140-3, differ-
ences observed with third octave analysis between the model
and the experiment are quiet good �example of repeatability
values given by the norm 4.5 dB at 100 Hz and 1.5 dB at

FIG. 14. Comparison between two rooms—Double panels in aluminum
�Lx=0.96 m, Lz=1.5 m�, 2 and 1.5 mm thickness, separated by 3 cm of
air—Patch size: 
X=0.08 m, 
Z=0.074 m—Source amplitude:
S0=2—cutoff frequency: 187 Hz.

FIG. 15. �Color online� Blocked patch pressure distribution—Top:
78 Hz—Bottom: 800 Hz—Left: room 1, Right: room 2.

FIG. 16. Normal incidence sound transmission loss of a double aluminum
panel �0.35 m by 0.22 m, 1 mm thickness� separated by 0.0762 m of air—
Results obtained with the patch-mobility method.

FIG. 17. Experimental setup.
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1000 Hz�. An intercomparison of laboratory measurements,
realized in 23 European laboratories, shows also a high dis-
persion of airborne sound insulation measurements. This
sudy is presented in Ref. 33. Dispersions are not negligible,
and even at high frequencies differences up to 5 dB are ob-
served. Therefore, the mobility model can be considered as
reliable to predict transmission loss through double panels.

Concerning cavity damping, particular care is needed to
determine its value. Indeed, cavity damping is known to be
very influential upon sound transmission between the double
panel resonance frequency and the critical frequencies of the
panels. As mentioned in Ref. 34, cavity damping can be
much higher than typical fluid damping due to neglected
physical phenomenon like viscous and thermal dissipations
near boundaries. In this reference, cavity damping is set to
10−3 while damping in surrounding fluid is set to 10−8. In the
following, cavity damping has been used to adjust the model
with experiment, and a value of 0.035 has been found in the
case of the double panel with a cavity of 1 cm thickness. It is
also important to notice that cavity damping depends on the
air layer thickness. Indeed, for thicker layers, effects of vis-
cous and thermal dissipations will decrease leading to
smaller cavity damping.

XI. CONCLUSIONS

A patch-mobility method is presented in this paper and
is used to predict transmission loss of finite double panels.
Excitation is modeled with blocked patch pressures that are
calculated from the source room response, taking thus into
account source room dimensions, absorption, excitation po-
sition, and panel location. Calculation time is, hence, consid-
erably reduced compared to classical plane waves summa-
tion technique to represent reverberant field. Moreover, the
substructural approach used in the patch-mobility method en-
ables to characterize each subsystem separately before cou-
pling. Another powerful numerical aspect of this method is
the mesh criterion in �s /2 that is very large compared to
standard finite element analysis mesh criterion. The patch-
mobility model and finite element model give the same re-
sults when comparing transmission loss of double panels.
However, the patch-mobility method enables to study higher
frequencies. Finally, a good agreement is found with experi-
mental measurements realized on a double aluminium panel.

APPENDIX A: CAVITY MOBILITY

After having multiplied the Helmoltz Eq. �32� by the
mode shape �p�M�, the integration over the volume 	 yields
to

�
	

�
P�M� + k*2P�M���p�M�d	 = 0. �A1�

Using Green’s formulas gives

�
	

�
�p�M� + k*2�p�M��P�M�dM

− �
�	
�p�Q�

�P�Q�
�n

− P�Q�
��p�Q�

�n
�dQ = 0. �A2�

Conditions over boundary surface �	 are defined over
different surfaces: �P�Q� /�n=−j��Vn�Q� ∀Q
��	+�P�Q� /�n=0 ∀Q��	−��p�Q� /�n=0∀Q��	.

Equation �A2� becomes

�
	

�
�p�M� + k*2�p�M��P�M�dM

= �
�	+

��p�Q��− j��Vn�Q���dQ . �A3�

Pressure is then replaced by its modal expansion �33�:

�
	

�
�p�M� + k*2�p�M���
m

�am�m�M��dM

= �
�	+

��p�Q��− j��Vn�Q���dQ . �A4�

Thanks to modes orthogonality, this expression is sim-
plified

FIG. 18. Comparison with experiment—Solid line: experiment, dotted line:
model—Double aluminum panel �Lx=0.96 m, Lz=1.5 m�, 2 and 1.5 mm
thickness, separated by 3 cm of air, centered on point X=6 m, Y =0 m, Z
=1.75 m—Room dimensions: lx=11.5 m, ly=8.69 m, lz=4.03 m—Patch
size: 
X=0.08 m, 
Z=0.074 m—Source at: Xs=2 m, Ys=4 m, Zs=1 m,
amplitude: S0=2—cutoff frequency: 187 Hz—structural damping: 0.06—
fluid damping: 0.035.

FIG. 19. Comparison with experiment—Double aluminum panel �Lx
=0.96 m, Lz=1.5 m�, 2 and 1.5 mm thickness, separated by 3 cm of air,
centered on point X=6 m, Y =0 m, Z=1.75 m—Room dimensions: lx
=11.5 m, ly=8.69 m, lz=4.03 m—Patch size: 
X=0.08 m,

Z=0.074 m—Source at: Xs=2 m, Ys=4 m, Zs=1 m, amplitude:
S0=2—cutoff frequency: 187 Hz—structural damping: 0.06—fluid damp-
ing: 0.035.
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�− kp
2�p�M� + k*2�p�M��ap�p�M�dM

= �
�	+

��p�Q��− j��Vn�Q���dQ . �A5�

Mode amplitude ap is then obtained

ap =
��	+

��p�Q��− j��Vn�Q���dQ

�k*2 − kp
2�Np

�A6�

with Np=�	�p
2�M�dM.

Using this modal amplitude into Eq. �33� enables to find
the pressure radiated at point M:

P�M� = �
p
���	+

��p�Q��− j��Vn�Q���dQ

�k*2 − kp
2�Np

�p�M�� .

�A7�

APPENDIX B: RADIATION IMPEDANCE

Rayleigh’s integral �B1� is used to calculate the radiated
pressure of the panel. Two integrals can be written depending
on the observation point location. Indeed, for a point located
on the boundary surface, the Green’s function singularity
needs to be avoided, through the calculation of Cauchy’s
principal value integral �B2�:

P�M0� = �
�	+

 j��Vn�Q�
exp�− jk�QM0��

2��QM0� �dQ

∀ M0 � Q , �B1�

P�Q0� = �
�	+

 j��Vn�Q�
exp�− jk�QQ0��

2��QQ0� �dQ

∀ Q0 � �Q . �B2�

The vibrating surface �	+ is separated in patches Si

leading to equation

P�Q0� = �
j=1,j�i

N �
Sj

 j��Vn�Qj�
exp�− jk�QjM0��

2��QjM0� �dQj

+ �
Si

 j��Vn�Qi�
exp�− jk�QiQ0��

2��QiQ0� �dQi. �B3�

Let us introduce the distance dij between two patch cen-
ters. If the patch dimensions are small, the integral can be
approximated by the value at the central point times the
patch area. Moreover, the velocity Vn�Q� being approximated
by a uniform value over the patch, it can be put out of the
integral. These assumptions lead to the classical approxima-
tion of the integral

�
Sj

 j��Vn�Qj�
exp�− jk�QjM0��

2��QjM0� �dQj

=
1

2�
�0j��V� j

exp−jkdij

dij
Sj , �B4�

where dij is the distance between two patches.

This approximation is valid for small enough patch sur-
face, in general a discretization based on the standard � /6
criterion is sufficient.

The use of cylindrical coordinates enables us to calcu-
late Cauchy’s principal value of the integral by considering a
circular patch having the same surface as the original one.
The result is immediate

�
Si

 j��Vn�Qi�
exp�− jk�QiQ0��

2��QiQ0� �dQi = �0c�V�i�1 − exp−jka� .
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The Volume-Unit �VU� meter, used in speech research prior to the advent of computers and modern
signal processing methods, is described in signal processing terms. There are no known software
implementations of this meter, which meet the 1954 ASA standard and provide the instantaneous
needle level. Important speech applications will be explored, such as making comparisons of speech
levels to earlier classic works, and measuring speech levels using traditional methods on modern
computers. It is our intention to make this venerable method of measuring speech levels available
once again. The VU meter is simulated and its properties are studied. A 1950s vintage and a recent
vintage VU meter are studied by comparing the transient responses to tones and measurement of
speech levels. Based on these measurements, a software VU meter �henceforth referred to as
VUSOFT� is simulated, and verified. The method for reading the meter is explained, and simulated
in software. The VU level for speech is shown to depend on the reading duration. The relationship
between the root-mean-squared �rms� level of a signal and the VU level of a signal is determined,
as a function of the meter-reading time. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2387130�

PACS number�s�: 43.58.Fm, 43.71.Gv �DOS� Pages: 279–285

I. INTRODUCTION

It is important to know how to make speech level mea-
surements. Traditionally this was the job of the VU meter, an
instrument which was used by radio engineers, audiologists,
and speech perception scientists, to measure the level of
speech sounds. Not every “sound level meter” having a mi-
crophone and needle is a VU meter. The VU meter is an
industry standard device. Knowledge of speech VU levels
are required for the proper interpretation of many speech
perception experiments, since most of the early experiments
depended on the VU speech levels �Castner and Carter,
1933�.

Following the work of Fletcher and Steinberg �1930�,
the classic speech loudness measurements of Fletcher and
Munson �1933� helped establish the importance of speech
level measurements. French and Steinberg �1947� relied ex-
tensively on data from papers by Dunn and White �1940� and
Sivian �1929�. In particular, they used the average spectrum
of speech and the cumulative level distribution versus long
average intensity, in 1 /8 s intervals. We shall show that the
effect of a 1/8 s root-mean-square �rms� average is similar to
that performed by a VU meter. During World War II, Har-
vard university adopted the methods developed at Bell Labs.
For example, Miller and Nicely �1955� used a VU meter to
control the signal-to-noise ratio �SNR� and speech level.
When repeating such experiments, it is helpful �and arguably
necessary� to have the VU meter measurement method avail-
able. As a result, a VU meter was obtained and simulated, as
reported here.

Some of the issues developed here were touched upon
by previous studies, namely Ludvigsen �1992� and Sjogren
�1973�. Sjorgren compared the consistency of eight different
speech level measurements, including the VU meter, by mea-
suring the level of consonant-vowel-consonant �CVC�
sounds and monosyllabic words relative to the level of a

carrier phrase. Ludvigsen went on to conclude that measure-
ment methods that integrated in time, such as the VU meter,
were preferable to “impulse” measurements. Thus, the need
remains for a software simulation of the VU meter.

The VU meter standard is described in detail. A 1950s
vintage VU meter and a recent vintage VU meter are mea-
sured and compared to the VU meter standard. A simulation
of the VU meter, denoted VUSOFT is described and verified.
Finally, the effect of the VU meter-reading method on the
VU level is described, and comparisons between the root-
mean-squared �rms� level and the VU level are presented.

II. SUMMARY OF THE VU METER STANDARD

In response to the need for a standard and effective way
of measuring program levels �i.e., music and speech� for
transmission purposes, Columbia Broadcasting Systems, the
National Broadcasting Company, and the Bell Telephone
Laboratories devised and published materials �Chinn et al.,
1940� describing the device that would later be called the VU
meter.

As described in Bohn �2000�, in 1942 the American
Standards Association �ASA� published a standard for VU
meters �ASA, 1942�. This standard was followed by the IRE
standard in 1953 �IRE, 1953� also known as IEEE Standard
#152-1953, and another ASA standard in 1954 �ASA, 1954�,
upon which our investigations are based. The most recent
standard IEC 60268-17 �IEC, 1990� is not relevant to work
published prior to 1990.

According to the ASA standard �ASA, 1954�, the VU
meter is the output of a full wave rectifier followed by volt
meter, comprised of a mass, spring constant, and damping of
the meter movement, whose response to a sudden and steady
input should reach 99% of its final value within 0.3±0.03 s,
and shall overshoot its final value by at least 1%, but not
more than 1.5%. The response of the VU meter to steady sine
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waves should not diminish more than 0.2 dB between 25 Hz
and 10 kHz from the response to a 1 kHz sine wave. The VU
meter output should be scaled to read in “dB vu” �while the
standard says the unit is “VU,” “dB vu” has become the
accepted unit�. Figure 1 shows the block diagram implied by
the standard. The system described can be implemented on a
computer by cascading the absolute value of the input volt-
age signal, with the proper second order system, and scaling
and conversion to decibels. The second order system with the
response described by the standard is a low-pass filter with a
very low cutoff frequency �around 8 Hz�. Conceptually, that
means the VU level is a moving average of absolute value of
the input signal. For periodic or steady signals such as a tone
or noise, the VU level is the average absolute value of the
signal. The parameters of the continuous and discrete time
second order systems are derived in Appendix A. The MAT-

LAB code that implements the VU meter standard is given in
Appendix B, dubbed VUSOFT.

A VU meter reads in decibels, 20 log10�V /Vref�, where V
is the meter voltage and Vref is the level of a 1 kHz tone that
will deliver 1 mW into a 600 � impedance. Thus Vref

= �2/���2·600·0.001 V, which is about −3 dBV.

A. Harmonic distortion

A full wave rectifier generates harmonics. In a discrete
time simulation of a VU meter such harmonics alias, causing
the simulated VU meter to breach the standard �i.e., no varia-
tions are allowed larger than 0.2 dB from the response to a
steady tone at 1 kHz�. This problem is solved by an up-
sample rate conversion of the discrete time input signal to at
least eight times its original rate before the full wave rectifier
�Oppenheim and Schafer, 1998�.

B. Nonlinearity

The ASA standard refers to a nonlinearity in the rectifier
used in VU meters “the exponent of whose characteristic is
1.2±0.2.” A 1950s vintage VU meter was examined �further
details in Sec. III and in Appendix C� to determine the effects
of any such non-linearity on the ballistics of that VU meter.
It was discovered that the VU meter faceplate is graduated in
a way that removes the effect of the nonlinearity, and that has
a negligible effect on the ballistics of the VU meter needle.

III. COMPARISON OF VU METERS TO THE
STANDARD

VUSOFT was designed based on the specifications in
Sec. II. The MATLAB code and derivation can be found Ap-
pendices B and A, respectively. To verify that VUSOFT

implements the ASA VU meter standard correctly, it was
compared with a 1950s vintage VU meter and a recent vin-
tage VU meter. The 1950s vintage hardware VU meter was
labeled “VOLUME INDICATOR, Type 911-B, Ser. No.
D-8941, The Daven Co., Newark NJ.” The recent vintage
VU meter was manufactured by Simpson Electric Co. �520
Simpson Avenue, Lac du Flambeau, WI 54538�. The tran-
sient responses of the three meters were compared, along
with the peak VU level with short speech sounds.

A. Methods for transient response comparison

The response of a second order system can be described
by any two of several parameters. The two easiest parameters
to measure are the peak time tp and the overshoot Mp. The
peak time tp is the amount of time it takes for the step re-
sponse of a system to reach its highest level. The overshoot
is the amount by which the step response of a system will
exceed its final value. The overshoot is measured by apply-
ing a long-duration reference tone and then noting by how
much the meter needle exceeds its final value. The peak time
is measured by playing successively longer reference tones,
until increasing the length of the reference tone no longer
increases the maximum level the needle reaches. The length
of the tone at which the maximum level reached no longer
increases is taken as the peak time.

B. Results for transient response comparison

Figure 2 shows the step response of the three VU
meters. Note that the 1950s vintage hardware VU meter used

FIG. 1. Block diagram of the VU
meter implied by the VU meter stan-
dard.

FIG. 2. �Color online� This figure shows the step response of VUSOFT and
the two hardware VU meters. The stimulus is 1 kHz reference tone. This
figure shows the instantaneous output of the second order system shown in
Fig. 1 after scaling and before the conversion to decibels. The ordinate is
scaled so that the reading is unity �0 dB vu� in response to the reference tone
after the needle movement has had time to settle.
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in this study does not meet the ASA specification, since the
overshoot is too large, and it has a slightly longer rise time.
This difference in the transient response causes an average
difference in the VU reading for short syllables of −1.6 dB,
as shown in Fig. 3. The recent vintage VU meter meets the
specified transient response, as does VUSOFT.

To understand the sensitivity of these differences with
speech as the input, we measured peak VU meter levels of 40
speech recordings. We tested speech material consisting of
isolated consonant-vowel pairs. A computer was used to
store and play back the sounds into the two hardware VU
meters, and the largest displacement of the VU meter needle
was recorded. All speech sounds were normalized to read
0 dB vu using VUSOFT. A calibration tone, specified by the
ASA standard �ASA, 1954�, was used to assure that all three
VU meters were identically calibrated.

C. Speech level results

Figure 3 shows a histogram of the peak VU levels of the
hardware VU meters and VUSOFT. The mean difference be-
tween 1950s vintage VU meter and VUSOFT is −1.6 dB vu,
with a standard deviation of 0.37 dB vu. The mean differ-
ence between the recent vintage VU meter and VUSOFT is
0.009 dB vu with a standard deviation of 0.09 dB vu. The
recent vintage VU meter provides readings that are more
consistent with VUSOFT, because they have more similar
transient responses.

D. Radio Shack “sound level meters”

Two Radio Shack digital and analog meters �catalog
numbers 33-2055 and 33-4050� were purchased and tested to
determine if they would be a suitable substitute for a VU
meter. The peak responses of these instruments are shown in
Fig. 4, compared to VUSOFT. The digital sound level meter
has a peak response that rises much faster than VUSOFT and
thus also faster than the ASA standard�, while the analog
meter response is slower. It was also determined that the
response of both of the Radio Shack sound level meters de-
pends on the SPL range setting �i.e., the transient response is

different depending on whether it is set to read 60–70 dB or
70–80 dB, etc.�. Thus, as noted in Radio Shack’s manual,
neither of these meters conforms to any VU meter standard
specification.

IV. READING THE VU METER

Reading a VU meter is more of an art than a science.
The duration of the recording turns out to be a critical vari-
able, as we shall show next. With regard to the reading
method, the ASA standard for VU meters reads as follows
�ASA, 1954�:

The reading is determined by the greatest deflec-
tions occurring in a period of about a minute for
program waves, or a shorter period �e.g., 5 to 10 s�
for message telephone speech waves, excluding not
more than one or two deflections of unusual
amplitude.
The authors asked several “experts” how they read VU

meters. We were told by to pick the three highest levels for a
segment of speech material and average them together. This
method is claimed to be less subjective, and purported by the
experts to be the true “standard method” for reading the VU
level of speech material.

Figure 5 shows the waveform of a speech signal along
with the VUSOFT output. High speech levels occur less fre-
quently than low speech levels. Due to the small probability
of the tails of the probability distribution, the longer the re-
cording, the higher the peak level. In other words, “The
longer you measure, the larger the VU level you will record.”
The goal in the following study is to quantify the relationship
between the rms level, the time duration of the speech
sample, and the peak VU level.

Our results are derived from a histogram of the VUSOFT
output for 26 hours of speech as well as a count of the VU-
SOFT output peaks and the amplitude of those peaks. VU
levels reported on in this section were generated exclusively
by VUSOFT. All the speech material was normalized to the
same rms level �computed over the whole speech file, typi-
cally several minutes�. The speech material was from a cor-
pus titled “ICSI Meeting Speech” produced by the Linguistic
Data Consortium �http://www.ldc.upenn.edu�, catalog num-
ber 2004S02. The speech involved approximately equal

FIG. 3. �Color online� A histogram of the peak level recorded by the hard-
ware VU meters in response to short speech recordings. The short speech
recordings were scaled so that their peak level measured by VUSOFT was
0 dB vu.

FIG. 4. �Color online� Peak response of Radio Shack sound level meters.
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numbers of male and female talkers conversing. This speech
material was chosen because it was conversational in nature,
involved a large number of speakers, and was never com-
pressed or otherwise modified.

Figure 5 illustrates the peaks in the VU meter output for
a particular speech phrase. The term percentage of intervals
refers to the VU level compared to the distribution of VU
levels �with VU levels sampled periodically�. When we
speak of a percentage level of 90%, the level is greater than
90% of other levels observed in speech for a fixed speech
rms level. The horizontal lines in Fig. 5 show the 80%, 85%,
and 90% levels for a particular speech recording.

A. VU meter and the level distribution of speech

The solid line in Fig. 6 shows the cumulative distribu-
tion of VU levels relative to the rms of speech. This figure
was generated by computing levels for the speech material
described above, and making a histogram of those levels.
The histogram was converted to a cumulative level distribu-
tion where the levels are given relative to the rms level.

The dashed line in Fig. 6 is the result from Fig. 4 of
French and Steinberg �1947�, which was computed from the
data of Dunn and White �1940� and Sivian �1929�. It is not
surprising that the relationship for the cumulative distribu-
tion of VU levels is similar to the result of Dunn and White
�1940� because the meter has a similar frequency response to
the 1/8 s window used by Dunn and White �1940�, as illus-
trated in Fig. 7.

Figure 8 shows the relationship between the time dura-
tion that the VU meter level is monitored and the ratio of the
VU peak level and the rms level, in dB. For each level the
number of peaks of that level were counted. The average
length of time between the peaks of each level was computed
by dividing the length of the speech material by the number
of peaks counted. This figure is particularly important be-
cause it allows one to compare the VU meter method de-
scribed in the ASA standard to the rms level.

V. RESULTS AND DISCUSSION

We are unaware of any ASA �1954� compliant software
VU meter simulations that provide the instantaneous numeri-
cal needle position. Such a software simulation is necessary
for comparison with other speech level measures �such as
rms� and also automated level control using the VU meter in
modern computer controlled speech experiments.

FIG. 5. �Color online� The top panel is the acoustic waveform for the phrase
“No one pronounced zing seventh.” The bottom panel is the VUSOFT output
for that phrase time aligned with the acoustic waveform. The horizontal
lines show the 80%, 85%, and 90% VU meter levels, denoted the percentage
of intervals, as defined in the text.

FIG. 6. �Color online� The solid line shows the cumulative distribution of
VU levels �generated by VUSOFT� relative to the rms of speech, and com-
pares it to the method of level measurement used by Dunn and White
�1940�. The dash-dotted line shows the cumulative distribution of rms levels
in 1/8 s intervals, which is identical to the data shown in Fig. 4 of French
and Steinberg �1947�, taken from Dunn and White �1940�. The idealized
result of French and Steinberg is shown with the dashed line. For the solid
line, the abscissa is the VU level �in dB vu� minus the long term rms level
in decibels �computed over the whole speech recording, typically several
minutes�. For the dashed and dash-dotted lines, the abscissa is the ratio �in
decibels� of the rms in 1/8 s intervals to the long term rms level. The
ordinate is the percentage of 1/8 s intervals or VU levels �equally spaced in
time� that are greater than the level shown on the abscissa.

FIG. 7. �Color online� The dashed line shows the frequency response of the
200 ms integration related to the loudness of tones, described by Munson
�1947�. The solid line shows the frequency response of the 1/8 s window
used by Dunn and White �1940� and Sivian �1929� to measure speech levels.
The dash-dotted lines shows the frequency response of the second order
system described by the ASA VU meter standard.
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The ideal VU meter is a full wave rectifier followed by
a second order low-pass system. The VU meter level is re-
ported in dB vu referenced to a 1 kHz sin wave that will
dissipate 1 mW into a 600 � resistor. A MATLAB© code
�called VUSOFT� that implements the standard can be found
in Appendix B.

Our VU meter reading method is to observe the highest
peak. Figure 8 shows how the largest peak depends on ob-
servation duration. The ASA specified reading methods states
that the VU level is the “greatest deflections occurring in a
period of about a minute for program waves, or a shorter
period �e.g., 5 to 10 s� for message telephone speech waves,
excluding not more than one or two deflections of unusual
amplitude.” From Fig. 8 we conclude that the VU level ob-
served over 5 to 10 s intervals will be 6–9 dB higher than
the rms level, and that the VU level observed over a 1 min
interval will be roughly 12 dB higher than the rms level.

The transient response of a 1950s vintage VU meter and
a recent vintage VU meter were evaluated to confirm that we
have accurately duplicated their behavior with VUSOFT. All
three VU meters were very close to the standard specified
response, leading us to conclude that we had properly inter-
preted the standard and duplicated it in VUSOFT. The 1950s
vintage VU meter had an overshoot of which was 1.75%
greater, and a peak time 0.06 s longer than that of the stan-
dard, while the recent vintage VU meter had a nearly iden-
tical transient response to the standard �Fig. 2�. For short
speech sounds, the peak level measured by the 1950s vintage
VU meter was 1.6 dB vu lower on average than that mea-
sured by VUSOFT, while for the same set of speech sounds,
the recent vintage VU meter differed from VUSOFT by
0.009 dB vu, on average.

The transient response of two Radio Shack “Sound
Level Meters” were compared to the transient response of
the VU meter to determine if they would make a suitable
substitute for a VU meter. The sound level meters had a
significantly different transient response and therefore would
result in different observed levels.

The sound level meter standard published by the Ameri-
can National Standards Institute �ANSI� is different from the
ASA VU meter standard, and will provide different level

measurements for speech as a result of its different transient
response. For example, the ANSI meter standard indicates
that the needle level shall have an overshoot of 0 to 1.1 dB
for the “fast response” setting and 0 to 1.6 dB for the “slow
response” setting, which is significantly larger than the
0.09 to 0.13 dB overshoot specified for ASA standard VU
meters. An ANSI sound level meter could potentially be used
to measure speech levels, however, the specifications are less
tight than the ASA VU meter standard and would therefore
not be conducive to reproducibility between sound level
meter instruments.

It is important when measuring speech levels to know
that the transient response of the measurement device has a
significant impact on the observed level, that the “VU meter”
has tight specifications, and that not every level measurement
device is a VU meter. Figure 2 and 3 illustrate how a small
difference in transient response leads to an average differ-
ence of 1.6 dB vu for short speech sounds. The intensity just
noticeable difference �JND� is less than this value.

The noise level and the signal-to-noise ratio �SNR� are
critical components of many types of speech perception ex-
periments; thus we would like to know how the rms mea-
surement of noise compares to the VU-based measure-
ment. For Gaussian noise the average absolute value is
��2/�, where �2 is the variance of the noise �measured in
volts squared�. The VU level of the noise is then
20 log10�� /�4·600·0.001/�� which is numerically equal to
20 log10�+1.17 dB vu, where � has the unit of volts �rms�.

In summary, users of VU meters should be aware that
the VU level still has important applications, that a VU meter
is a standardized device with tight specifications, and that it
is possible to relate the VU level for different methods of
reading the VU meter with the rms level.
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APPENDIX A: DERIVATION OF THE VUSOFT
DIFFERENCE EQUATION

The ASA standard says that the VU meter needle should
have a response that overshoots by 1% but not more than
1.5% and that reaches 99% of its final value in 0.3 s. Results
from linear systems analysis can be used to derive the pa-
rameters for a continuous-time system which has the re-
quired response. Details can be found in Ogata �1997�.

A second order mass-stiffness system has a frequency
response defined by the Laplace transform,

H�s� =
�n

2

s2 + 2��ns + �n
2 , s = j2�f , �A1�

where �n is the undamped natural frequency of the system, �
is the damping ratio, s is the Laplace variable, and f is the
frequency in Hz. The parameters �n and � conveniently
specify the step response of a 2nd order system, which is

c�t� = 1 − e−��nt�cos �dt +
�

�1 − �2
sin �dt� , �A2�

FIG. 8. �Color online� The duration between VU peaks �log s� as a function
of the VU level peak level divided by the long terms rms �dB�.
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�d = �n
�1 − �2.

The parameters for the second order system can be computed
by combining Eq. �A2� with

Mp = e−��/�1−�2�� and c�tr� = 0.99, �A3�

where Mp is the overshoot �i.e., Mp=0.0125� and tr is the
time the system takes to reach 99% of its final value �i.e.,
tr=0.3 s�. The equation c�tr�=0.99 is the constraint that the
step response c�t� reaches 99% of its final value in tr sec-
onds. Combining these equations, we find that the second
order system that describes the VU meter needle ballistics
has parameters �=0.812 72 and �n=13.512.

For our simulation we need a discrete time version of
this system, which may be found using the bilinear transform
having a z-transform �Oppenheim and Schafer, 1998�, given
by

H�z� =
b0 + 2b1z−1 + b2z−2

a0 + a1z−1 + a2z−2 , �A4�

where z=ej�. The corresponding difference equation is

a0y�n� = a1y�n − 1� + a2y�n − 2� + b0x�n� + 2b1x�n − 1�

+ b2x�n − 2� . �A5�

The following parameters are computed using the bilinear
transform: b0=2b1=b2=Td

2�n
2, a0=4+4��nTd+�n

2Td
2, a1=

−8+2�n
2Td, and a2=4−4��nTd+�n

2Td
2, and Td is the sam-

pling period for the discrete time system. For example, at a
sampling rate of 44.1 kHz, b0=b2=9.3876�10−8, b1

=4.6938�10−8, a0=4.0010, a1=−8.0000, and a2=3.9990.

APPENDIX B: MATLAB CODE FOR VUSOFT

The ASA VU meter specifications relevant to a software
VU meter simulation are met by the following lines of the
MATLAB code �©Bryce Lobdell 2006�

�http://www.auditorymodels.org/lobdell/vusoft/
vusoft.m�:

function y=vusoft �x, fs�
% Copyright 2006, Bryce Lobdell
% Parameters for the system:
% Td=1/fs/d⇒oversample by 8x to prevent aliasing.
wn=13.5119; eta=0.8127; D=8; Td=1/ fs/D;
% Parameters for the filter:

B=Tdˆ2�wnˆ2� �1 2 1�;
A= ��4+4�eta�wn�Td+wnˆ2�Tdˆ2��−8

+2�wnˆ2�Tdˆ2� . . . �4−4�eta�wn�Td+wnˆ2�Tdˆ2��;
% Scale:
scaling=pi/2 /sqrt�600�0.001�2�;
% Upsample the input signal by 8x.
x �u=resample �x, D, 1, 50�;
% Apply the absolute value, and the filter.
y1 �u=scaling� filter�B,A,abs�x �u��;
% Downsample back to the original rate.
y1=y1 �u�1:D:end�; y=20� log10�y1�;

APPENDIX C: NONLINEARITY OF THE RECTIFIER

The ASA standard ASA �1954� says that the VU meter
shall be equivalent:

“to the response with a direct current meter and a
rectifier, the exponent of whose characteristic is
1.2±0.2”
We interpret this excerpt to mean that the current-

voltage characteristic of the rectifier is � �needle angle� �I
�V1.2. Several measurements were done to verify the expo-
nent on the meter reading using a 1 kHz tone of varying
level. Figure 9 shows the needle angle compared to the
marked VU level. The dash-dotted line shows the needle
angle � measured with a protractor, compared to the marked
VU level. The dashed line shows the relationship between
�� /�ref�1/1.2 and the VU level, which is linear. This implies
that the meter current is proportional to �V /Vref�1.2. It was
verified that the VU meter face markings compensate for the
non-linearity in the rectifier by comparing the VU level of
tones of various levels.

The rectifiers used were most likely the copper-oxide
type, as described in detail by Brattain �1951�.

ASA �1942�. Volume Measurements of Electrical and Speech Program
Waves, American Standards Association.

ASA �1954�. Volume Measurements of Electrical and Speech Program
Waves, American Standards Association.
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FIG. 9. �Color online� This figure shows the relationship between the needle
angle and VU markings. If the dash-dotted line had a slope of one, the meter
angle � would be proportional to the voltage applied to the meter and rec-
tifier package. The meter face is marked to compensate for the slope of 1.2,
due to the meter’s current I to voltage V relationship given by I�V1.2.
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An aberration estimation algorithm, previously developed in the frequency domain, is implemented
in the time domain. The algorithm is used to estimate arrival time and amplitude fluctuations with
signals from random scatterers. Simulations have been performed to investigate the variance of the
estimates. Stability differences between the two implementations are also explored. Eight body wall
models, emulating the human abdominal wall, were used for this purpose. The variance was
investigated as a function of the number of independent scatterer realizations, used to obtain an
estimate. Such signals may be acquired by imaging moving scatterers, e.g., blood or contrast agent.
Alternatively they can be obtained by using different nonoverlapping beams from a sector/linear
scan. The results show only minor differences between the two implementations with respect to
stability. This means that the algorithm can be readily implemented in the time domain for real-time
applications. The standard deviation of arrival time and amplitude fluctuation estimates decrease,
when the number of independent signals increase. Using only one signal for estimation produces a
relatively high standard deviation, but an iterative transmit-beam aberration correction scheme still
converges to a properly corrected focus using between one and four transmit-beam iterations for the
investigated aberrators. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2382748�

PACS number�s�: 43.58.Ry, 43.20.Fn, 43.60.Cg, 43.60.Tj, 43.80.Vj �TDM� Pages: 286–297

I. INTRODUCTION

Aberration estimation in medical ultrasound imaging is
dependent on the backscatter. The scatterers’ may be mod-
eled as randomly distributed in space, and such a distribution
changes for each direction of the ultrasound beam due to the
changes in scatterer type and position.

In Ref. 1, a method for estimating arrival time and am-
plitude fluctuations using backscatter from random scatterers
was developed. The method averaged cross spectrums from
independent realizations of the backscatter. In the present
article, a variance analysis of estimated arrival time and am-
plitude fluctuations is performed in order to quantify the
number of independent receive signals needed to obtain an
adequate and stable estimate. This information is important
when using a method which is dependent upon several re-
ceive signals for aberration estimation, as this will degrade
the frame rate of the imaging system and may make the
method impractical for real-time applications.

In addition, a time-domain implementation of the aber-
ration estimation algorithm presented in Ref. 1 is introduced.
This algorithm was earlier developed in the frequency do-
main. Necessary assumptions made in the time-domain
implementation make the algorithm different from the
frequency-domain implementation, and a subgoal of the pre-
sented work is to study how these differences affect the vari-
ance in the obtained estimates. Having the possibility to
choose between the time domain or frequency domain, may

be of importance regarding the potential for creating fast
real-time processing hardware or software solutions of the
algorithm.

In a practical situation, statistically independent signals
can be obtained by scanning a region containing moving
scatterers, e.g., the heart or a large blood vessel. Given the
assumption that all blood cells within the beam volume have
moved significantly between each transmit signal, the differ-
ent received signals can be assumed to be statistically inde-
pendent. Ultrasound contrast agents can be used to enhance
such a signal.

Alternatively, it is possible to use signals from different
regions in a sector scan.2–4 By choosing beams which do not
overlap, each received signal can be assumed to be indepen-
dent. If the beams are overlapping. e.g., if neighboring
beams are used, the signals will not be totally independent,
and some correlation will exist between them.

In Ref. 2, a sum of absolute differences �SAD� method
was developed for estimating relative phase errors between
adjacent array elements. The variance of the estimator was
investigated by using signals from five different nonadjacent
scan angles, and two different focusing depths, in a scatter-
ing phantom. The obtained estimates were used in an itera-
tive adaptive aberration correction scheme, and the variance
of the estimates decreased sharply between the first and sec-
ond iterations. Only smaller changes were observed when
more iterations were performed.
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Walker and Trahey5,6 derived the Cramér-Rao lower
bound for correlation based time-delay estimation from
speckle signals. They investigated the limit as a function of
several parameters such as correlation coefficient, window
length, signal-to-noise ratio �SNR�, bandwidth, and fre-
quency. Their results showed that the lower bound for the
variance of a time-delay estimate increased rapidly with a
reduced correlation coefficient. They also showed that a SNR
greater than 15 dB had little effect on the error of
correlation-based phase estimates.

Ng et al.7 compared the neighbor correlation method
introduced by Flax and O’Donnell8 with a partial array ref-
erence correction method, and showed that the latter method
was more stable in the presence of noise. Overall the partial
array reference correction method performed better than
neighbor correlation and had a lower variance in the esti-
mates as a function of SNR.

Rigby et al.3 performed in vivo adaptive aberration cor-
rection with a time-delay filter using a 1.75-dimensional
�1.75D� array. In order to reduce image artifacts due to
strong off-axis scatterers, they averaged time-delay estimates
over five transmit beams in a linear array scan. The beam
sum channel-correlation method used for estimating time de-
lays proved to adaptively converge to a stable estimate, pro-
ducing improved image quality in most of the investigated
subjects.

Lacefield and Waag9 investigated estimates of the coher-
ence using a 2D array. They found that the coherence of data
acquired on neighboring elements was not changed by time-
delay correction of transmit and receive beams. On the other
hand, time-delay correction improved the coherence in sig-
nals received over larger element separation, supporting the
use of several array elements for correlation estimation. Co-
herence is an important measure of the accuracy of
correlation-based time-delay estimation methods. It is di-
rectly linked to the lower bound of the variance of such an
estimate,10 and to the variance of the magnitude and phase of
the cross spectrum.11

Varslot et al.4 estimated cross spectra using independent
signals obtained from different focal points inside the
isoplanatic patch with a 2D array. The purpose was to use the
estimated frequency-dependent phase and magnitude of the
cross spectrum for aberration correction. Increasing the num-
ber of independent signals from 13 to 75 gave a significant
improvement of the spectral estimates. It reduced the 95%
confidence intervals, thus improving the stability of the esti-
mate. Their results also showed that the major part of the
frequency-dependent phase constituted a pure time delay,
corroborating the results from simulations performed by
Måsøy et al.12

Viola and Walker13 investigated eight commonly used
time-delay estimators employed in medical ultrasound, and
compared their variance to the Cramér-Rao lower bound for
the same parameters as in Refs. 5 and 6. Their simulations
showed that correlation methods outperformed all other
methods with respect to stability �variance�.

Iteration of transmit-beam aberration correction
�transmit-beam iteration� was studied in Ref. 14. Here, the
same estimation method as in Ref. 1 was investigated. Re-

sults showed that in using a sufficient number �20� of inde-
pendent receive signals in order to estimate the cross spec-
trum, the transmit-beam iteration process converged for eight
different aberrators representing cases of weak and strong
aberration. After convergence, the quality of corrected focus
beam profiles was close to the correction with estimates ob-
tained from a point source.

Employing a transmit-beam iteration process using 20
receive signals for correction of each transmit beam is not
feasible for real-time imaging. It is therefore important to
investigate the number of independent signals necessary to
obtain a stable and adequate estimate. This will then enable a
transmit-beam iteration process to converge. The manner in
which the stability affects the quality of the converged aber-
ration corrected transmit-beam profile, is also important.

In the present article a variance analysis of estimated
arrival time and amplitude fluctuations is performed in order
to quantify the number of independent receive signals
needed to obtain an adequate and stable estimate. As stated
earlier, this information is important when using a method
which is dependent upon several transmit and receive sig-
nals. In addition, transmit-beam iteration is also necessary.
This is time consuming and will lower the frame rate in a
real-time imaging system. High frame rate is very important
for imaging moving objects like the heart. When imaging
stationary objects like the liver, a lower frame rate is accept-
able.

A stable estimate can be defined as an estimate that pro-
vides some correction of the retransmitted aberration-
corrected beam, compared to the aberrated beam. If iterative
transmit-beam aberration correction is to be used, the first
corrected transmit beam needs to provide some correction
�compared to the aberrated beam� for this process to con-
verge. If the variance is high, the initial correction could in
some cases increase the aberration, making the correction
scheme unstable.

The variance analysis is performed by simulating scat-
tering of ultrasound waves from uniformly distributed point
scatterers in space, and with a Gaussian intensity distribu-
tion. Absorption or electronic noise is not included in the
simulations.

II. THEORY

In Ref. 1 the modified beam former output �MBFO�
method was developed for estimating arrival time and ampli-
tude fluctuations from random signals.

The MBFO estimator was developed in the frequency
domain. It was based on calculating the cross spectrum be-
tween all elements on the receiving array and a modified
beam-former output, in order to determine the time delay and
amplitude of the received signal. The beam-former output b
of the received signal is simply defined as

b = �
n=1

N

yn, �1�

where yn is the received signal on element n, and N repre-
sents the total number of elements on the array. Frequency
dependence has been dropped for notational convenience.
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In general, the MBFO estimation can be performed for
each frequency component of the signal, thus determining
the specific aberration of each frequency. In Ref. 12, it was
shown that, if correctly estimated, a time delay and ampli-
tude for each array element produced approximately ideal
aberration correction of the retransmitted beam. The MBFO
algorithm was thus only implemented at the center angular
frequency of the received signal, in order to determine a time
delay and amplitude in the received signal for each array
element.

When calculating the MBFO, correlation information
between all elements on the receiving array is used. The
correlation information is weighted with the coherence of the
cross spectrum squared, a measure of the variance in the
estimate of the cross spectrum. An important issue is to ob-
tain a reliable estimate of the cross spectrum. This was done,
as explained in the Introduction, by averaging the estimated
cross spectrum from several realizations of the scattering re-
gion; that is, from several statistically independent receive
signals.

The current aim is to investigate how the stability of the
estimator is affected by varying the number of independent
realizations.

A. Time-domain implementation of the MBFO
algorithm

The MBFO algorithm is based on cross-correlation esti-
mation. In addition, a model for the received signal is used.
In Ref. 1, the received signal y was written in the frequency
domain as

y�ra;�� = s�ra;��f�ra;�� , �2�

where ra is the array coordinate, and f�ra ;�� represents the
unaberrated receive signal. The function f�ra ;�� thus con-
tains transmit aberration, but not receive aberration. The
function s�ra ;�� is the frequency response of a filter produc-
ing distortion of the amplitude and phase of the signal as it
propagates through the heterogeneous medium. This filter is
denoted the generalized frequency-dependent screen. Note
that due to the physics of aberration s�ra ;�� must be a causal
filter.

In Eq. �2�, aberration of the received signal on a specific
array element is assumed to be independent of the spatial
position of the scatterer. This is a general assumption for
aberration correction as it is performed at the array surface as
a filtering process, and is denoted in this paper as scatterer
independent aberration. In this situation, the generalized
frequency-dependent screen is denoted the scatterer indepen-
dent screen.

In Ref. 1, a thorough discussion of the generalized
frequency-dependent screen is given, as well as the basis and
limitations of the receive scatterer independent aberration as-
sumption.

Transforming Eq. �2� to the time domain yields

y�ra,t� =� s�ra,t − ��f�ra,��d� , �3�

where � is a convolution variable and the integration is taken
over all time. This type of model can be solved with a blind
system identification method,15 but a different approach is
chosen here.

Based on the investigations in Ref. 12 described above,
the scatterer independent screen filter is modeled as a simple
time delay and amplitude screen at the array. The scatterer
independent screen is then approximated as

s�ra,t� � a�ra�� �t − ��ra�� , �4�

where a�ra� is an amplitude and ��ra� is a time delay, both a
function of the array coordinate. This approximation intro-
duces a loss of generality compared to the frequency imple-
mentation of the MBFO algorithm as described in Ref. 1.

Using Eq. �4� in �3� gives

y�ra,t� = a�ra�f �ra,t − ��ra�� . �5�

It is convenient to introduce the analytic signal defined as

ŷ�ra,t� = y�ra,t� + iH�y�ra,t�	 , �6�

where H�·	 denotes the Hilbert transform. For a band limited
signal, the analytic signal can also be written as �Ref. 16 �p.
AII.40��

ŷ�ra,t� = ye�ra,t�ei�0t, �7�

where ye�ra , t� represents the complex envelope, and �0 is
the center angular frequency.

Introducing the narrow-band approximation,

ŷ�ra,t − �� � ye�ra,t�ei�0�t−�� = ŷ�ra,t�e−i�0�, �8�

a time delay � of the envelope is assumed to be negligible
compared to the same time delay of the carrier signal. Using
this approximation in Eq. �5� gives

ŷp�t� = apf̂p�t − �p� = ape−i�0�p f̂ p�t� 
 spf̂ p�t� , �9�

where the signals are written in spatial discrete form with p
indicating the element number on the array. Here, sp is the
complex equivalence of the simple model of the scatterer
independent screen in Eq. �4�.

The signal model in the time domain as given by Eq. �9�,
is analogous to the frequency model in Eq. �2�. The deriva-
tion of the estimation method in the time domain thus equals
the derivation in the frequency domain as given in Ref. 1. It
is briefly revised here for the purpose of continuity.

The definition of the spatial cross correlation between
signals on elements p and n is

Rpn = E�ŷp ŷn
* � , �10�

where E�·� denotes an expectation operator, while time de-
pendence has been dropped for notational convenience. In-
serting Eq. �9� gives

Rpn = spsn
*Fpn, �11�

where Fpn=E� f̂ p f̂n
* �.

Solving for sp gives
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sp =
Rpn

Fpn

1

sn
* 


Rpn

�Fpn�
1

sn
* . �12�

Now, Fpn can produce a phase due to refraction or aberration
of the transmitted beam. Assuming that Fpn= �Fpn� introduces
an error in the estimates as discussed in Ref. 14.

In order to use all correlation information in the signal, a
weighted mean estimate of sp is introduced as1

s̃p = �
n=1

N

Wpn
Rpn

�Fpn�
1

s̃n
* , �13�

where Wpn is a weight function. The average is taken over all
elements N on the array.

In Ref. 1, �Fpn� was assumed to be a known variable and
was calculated using the van Cittert-Zernike theorem for an
incoherent homogeneous medium. By defining the weight
function Wpn properly, this is not necessary and �Fpn� is here
assumed to be an unknown variable.

The correlation coefficient at zero lag is defined as

�pn = Rpn /�RppRnn. �14�

By defining Wpn as

Wpn = ��pn�2�
n=1

N

��pn�2 
 ��pn�2/Cp, �15�

the weight factor suppresses areas of low correlation, which

contain little information of the phase and amplitude esti-

mate. Krishnan et al.17 showed that the variance of the phase

estimate between two identical signals with a time shift, is

inversely proportional to the magnitude of the correlation

coefficient squared. A high correlation coefficient means a

low variance in the phase estimate.
Taking the magnitude of the correlation coefficient and

inserting the signal model from Eq. �9� gives

��pn� =
�Rpn�

�RppRnn

=
�spsn

*Fpn�
��sp�2�sn�2FppFnn

=
�ei�0��n−�p�Fpn�

�FppFnn

=
�Fpn�

�FppFnn

. �16�

Assuming Fpn to be scaled such that Fpp=1, and insert-
ing Eqs. �15� and �16� into Eq. �13� gives

s̃p =
1

Cp
�
n=1

N

��pn�Rpn
1

s̃n
* . �17�

By choosing the weight factor Wpn as in Eq. �15�, no as-
sumptions need be made on �Fpn�.

Using the ergodic hypothesis,11 an unbiased estimate of
the cross correlation is defined as

R̃pn =
1

K
�

k

1

T
�

T

ŷkp�t�ŷkn
* �t�dt , �18�

where k denotes different realizations of the received signal
ŷ, and K the total number of realizations. Note that the inte-
gral part of Eq. �18� represents the general cross correlation
calculated at zero lag. This is sufficient for determining a
time delay in the signal due to the introduction of the com-
plex envelope and the narrow band approximation.

Using the estimate of the cross correlation R̃pn, the final
expression for s̃p is

s̃p =
1

Cp
�
n=1

N

��̃pn�R̃pn
1

s̃n
* , �19�

where �̃pn is an estimate of �pn based on R̃pn.
Equation �19� is an implicit equation and is solved with

an iteration scheme as outlined in Ref. 1. Zero time delay
and unity amplitude across the array are used as initial values
for the iteration scheme. Estimates of arrival time and am-
plitude fluctuations are then calculated from s̃p as the mag-
nitude and time delay of the phase, as defined in Eq. �9�.

B. Comparison of frequency-domain and time-domain
implementations

Using Parseval’s theorem, the integral in Eq. �18� gives

�
−�

�

ŷp�t�ŷn
*�t�dt =

1

2�
�

−�

�

ŷp���ŷn
*���d� . �20�

The index k has now been dropped for notational conve-
nience.

The receive signal can be assumed to be infinite in time
�e.g., windowed part of an infinite signal�. Dropping the in-
tegration period, and using the result from Parseval’s theo-
rem in Eq. �18� yields

R̃pn =
1

K
�

k

1

2�
�

−�

�

ŷkp���ŷkn
* ���d�

=
1

2�
�

−�

� 1

K
�

k

ŷkp���ŷkn
* ���d� =

1

2�
�

−�

�

R̃pn���d� .

�21�

The time-domain implementation uses the integral of the
cross-spectrum estimate over all frequency components.

Equation �21� shows that the time-domain implementa-
tion of the MBFO estimation algorithm, produces a weighted
estimate of both the phase and amplitude between the signals
on elements p and n over all the frequency components. This
is different from the frequency-domain implementation
which only uses the phase and amplitude at the center
frequency.1

As in Ref. 1, by inserting Eq. �18� into Eq. �19�, s̃p can
be shown to satisfy the relation

s̃p =
1

Cp

1

K�
k

1

T
�

T

ŷkp�t�b̂kp
* �t�dt , �22�

with
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b̂kp�t� = �
n=1

N

ŷkn�t���̃pn�
1

s̃n

. �23�

This relation is the time domain MBFO.
By using the magnitude of the correlation coefficient as

a weight term in the beam-former output, the estimation pro-
cess inherently performs an efficient subaperture correlation
process. The magnitude of the correlation coefficient is unity
for n= p, and falls quickly in value as the distance between n
and p increases. The weight function ��pn� thus acts as a
sliding window �following the element p where the estima-
tion occurs� selecting a suitable subaperture for the beam-
former output, from a correlation perspective.

III. SIMULATIONS

The same simulation setup as in Ref. 1 was used �see
Fig. 1�. An array of size D was placed onto a body wall
model of thickness d. The signal was propagated with an
angular spectrum operator12 through the body wall model
and to the scattering region of depth h, centered around the
focal plane of the array in the range direction. Here the signal
was scattered according to the Born approximation and
propagated back to the array through the body wall model.

Eight body wall models �also denoted aberrators�, emu-
lating the human abdominal wall, were used. These were
generated using a series of distributed time-delay screens.
Two categories, representing weak and strong aberration, re-
spectively, with four different body wall models in each cat-
egory, were created. Details of the body wall modeling, prop-
erties of the wall models, and a discussion of their validity
can be found in Ref. 12. The names of the body wall models
are the same as in Ref. 12, and are given as �w2,w4,w6,w8	
and �s2,s4,s6,s8	. Here, the letter corresponds to the re-
spective category, i.e., weak or strong. The number refers to
the number of time-delay screens used in the aberrator.

The scatterers were modeled as uniformly distributed
point scatterers in the x and z direction, and had a Gaussian

distributed reflection strength. In order to determine the vari-
ance of the arrival time and amplitude fluctuations estimates,
400 realizations of the scattering region were generated for
the w6 and s6 aberrator. A simulation, as described above,
was then performed for all of the scatterer realizations gen-
erating 400 statistically independent receive signals. For the
rest of the aberrators, this number was reduced to 100 real-
izations in order to save computation time. The reason for
this will be duly described in Sec. V.

In order to obtain reference values for arrival time and
amplitude fluctuations for the body wall models, one way
point source simulations were performed: A point source was
simulated in the focus r f of the array. A pulse, equal to the
transmit pulse from the array, was emitted from r f and propa-
gated through the aberrators to the array.

A. Simulation parameters and data processing

The simulation setup is the same as in Ref. 1 and is
reiterated here for the convenience of the reader.

The simulations were implemented in MATLAB. The
simulation area was 10.24 cm in the lateral direction �x di-
rection in Fig. 1� with a resolution of 0.2 mm. To avoid
reflections at the edges of the spatial fast Fourier transform
�FFT� region �x direction�, the signal was tapered to zero
over 2.54 cm at each edge with a raised cosine window. The
tapering was performed for a sufficient number of propaga-
tion steps in order to keep the noise level low.

The sampling frequency was 35.1 MHz providing a time
window of 58.3 �s. The center frequency of the pulse was
2.5 MHz with a −6 dB bandwidth of 1.5 MHz. The transmit-
ted pulse was filtered with a 100% fractional bandwidth
bandpass filter at −6 dB. An array aperture size of 20 mm
with pointlike elements was chosen. The focal depth r f of the
array was 60 mm. The thickness of the body walls were
20 mm. The medium through which the signals were propa-
gated had a speed of sound equal to that of water
�1523 m/s�.

The scattering area had a range depth h of 30.5 mm
�time window of 20 �s�, 15.25 mm to each side of the focal
plane �see Fig. 1�. This range was chosen to be well inside
the −3 dB focal depth of the array.1 The scatterer density was
approximately 1600 scatterers per square centimeter.

For the simulations using the scatterer region, dynamic
focusing was applied on the receive signals prior to estima-
tion of arrival time and amplitude fluctuations. Geometric
focusing was removed from the point source simulations
prior to processing of results.

For the time-domain implementation, the cross correla-
tion was calculated according to Eq. �18�. Trapezoid integra-
tion was used to evaluate the integral.

The cross spectrum for an element p was estimated by
averaging the spectrum from overlapping segments of the
signal �Welch’s method�. The element signal was separated
into 64 segments �0.9 �s� with 50% overlap. Each segment
was weighted with a Hanning window before calculation of
the FFT.

A wave-front tracking method12 was used to estimate
arrival time fluctuations of the wave front from the point

FIG. 1. Simulation setup.
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source simulations. This method provided an accurate de-
scription of the time-delay variation of the received wave
front. Arrival amplitude fluctuations for each array element
from the point source simulations were calculated as the
arithmetic mean of the magnitude of the frequency spectrum
over a band of frequencies ranging from 2–3 MHz. This
band was chosen empirically.

Beam profiles in the focal plane of the array were cal-
culated as the rms value in time of each spatial position.
These profiles were used for the visual evaluation of the
effect of the different aberration correction filters.

To analyze the variance of estimated arrival time and
amplitude fluctuations, the standard deviation 	 of the esti-
mate for an array element p was calculated as

	p =� 1

M − 1 �
m=1

M

�xmp − x̄p�2, �24�

where x denotes either an arrival time or amplitude fluctua-
tion estimate, x̄ is the mean value of the estimate, and M is
the total number of estimates used for calculating the stan-
dard deviation. In all the simulations, 20 estimates �M =20�
were used to calculate the mean and standard deviation.
Thus when the number of independent receive signals K
varied, M remained constant equal to twenty. The simula-
tions were carried out for K= �1,3 ,5 ,10,15,20	 for the w6
and s6 aberrators, and for K= �1,3 ,5	 for the rest of the
aberrators.

In addition, the average value of the standard deviation
�average standard deviation� across the array was also calcu-
lated. This is defined as

	̄ =
1

N
�
p=1

N

	p, �25�

where N is the total number of array elements.

IV. RESULTS

For estimates of arrival time and amplitude fluctuations,
and beam profiles, only selected data for the w6 and s6 ab-
errator are presented for K=1 and K=3, where K denotes the
number of independent receive signals. These data are rep-
resentative of all aberrators in the simulation study.

Average standard deviation curves, as a function K, are
presented for all aberrators.

In all the figures presented here, t-domain denotes the
time-domain implementation and f-domain represents the
frequency-domain implementation.

Figure 2 shows mean arrival time fluctuation estimates
with standard deviation for the w6 and s6 aberrators. The
curves are plotted both for the time- and frequency-domain
implementation of the MBFO algorithm. The mean values of
estimates in the time and frequency domain are quite similar
for both aberrators. There is clearly a higher standard devia-
tion for the s6 aberrator compared to w6. The standard de-
viation is reduced when the number of independent signals is
increased from K=1 to K=3. There is also a minor improve-

FIG. 2. Mean arrival time-delay fluctuation estimates with standard deviation for the w6 and s6 aberrators. Here, K signals per estimate are used. The
reference curve denotes the arrival time fluctuations estimate from the point source. The solid line is the mean value of the estimate, and the dashed-dotted
line shows the standard deviation of the estimates.
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ment in the mean estimate compared to the reference when K
is increased. There are very small differences in the standard
deviation between the time and frequency implementation.

Mean arrival amplitude fluctuation estimates with stan-
dard deviation are shown in Fig. 3. Here the standard devia-
tion also decreases when K increases, but this does not seem
to improve the mean value of the estimates. The mean esti-
mate is poor compared to the reference. Here also, there are
marginal differences between the time-domain and
frequency-domain implementations. The above comments
are valid for all aberrators investigated here.

Figure 4 shows the mean value of aberration corrected
beam profiles, with standard deviation, in the focal plane of
the array. As for the arrival time fluctuation estimates, there
is some improvement in the corrected beam profiles for the
w6 aberrator when K is increased. This is mainly due to the
small improvement in the mean value of the arrival time
fluctuation estimates. There are also minor improvements for
the s6 aberrator. Note that for the s6 aberrator and K=1, the
side-lobe level of the standard deviation curve is higher than
the uncorrected beam in some parts of the profile.

Figure 5 presents the average standard deviation as a
function of the number of independent signals for the w6 and
s6 aberrators. The results for both arrival time and amplitude
fluctuation estimates are given. The average standard devia-
tion for the amplitude estimates is normalized to the mean
value of the amplitude estimate for the point source refer-
ence. For the arrival time fluctuation estimates, the difference
in average standard deviation between the w6 and s6 aberra-
tor is approximately a factor of two. For both aberrators,
there is little difference between the time and frequency

implementation. In the case of arrival amplitude fluctuation
estimates, there is also a substantial difference in average
standard deviation between the aberrators. There is almost no
difference between the implementations. In general �and as
expected� for both arrival time and amplitude fluctuation es-
timates, the average standard deviation decreases with in-
creasing K.

Figures 6 and 7 present the average standard deviation
for the rest of the aberrators. These have only been simulated
for K= �1,3 ,5	, since this is where the major changes occur.
The general trend is that the average standard deviation de-
creases with increasing K, and that there exists only smaller
differences between the two implementations. For the s8 ab-
errator, there are some differences visible in the average stan-
dard deviation for the arrival time fluctuation estimates.

V. DISCUSSION

As described in Sec. III, 400 independent receive signals
were generated for the w6 and s6 aberrator, and only 100 for
the rest. This was done because the results from the w6 and
s6 aberrators showed that the major changes occurred when
changing K from 1 to 5. In addition, performing a full simu-
lation in order to generate one independent receive signal,
needed approximately 19 min of computing on a Dell PC
with two Intel Xeon 2.8 MHz EMS64 processors. Thus 400
realizations demanded more than five days of computing;
more than 42 days for all eight aberrators. Therefore, it was
deemed sufficient to only generate 100 realizations for the
rest of the aberrators to capture the most important results.

FIG. 3. Mean arrival amplitude fluctuation estimates with standard deviation for the w6 and s6 aberrators. Same notation as in Fig. 2.
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The development of the correlation coefficient in Eq.
�15� is new, and can also be shown for the coherence in the
frequency domain �confer Ref. 1�. In the previous develop-
ment of the algorithm,1,14 the van Cittert-Zernike theorem for
an incoherent homogeneous medium was used to calculate
the value of �Fpn�, defined in Eq. �11�. The development pre-
sented here shows that this is not necessary and it also makes
the algorithm more intuitive. The correlation coefficient �or
coherence in the frequency domain� acts as an efficient sub-
aperture selector, choosing the optimum subaperture �from a
variance perspective� to be used in the correlation estimation
process, suppressing estimates from elements with high un-
certainty.

As seen from the results in the previous section, there
are only small differences between the time-domain and
frequency-domain implementations. In general, the mean
value and standard deviation of arrival times and amplitude
fluctuations are approximately equal for all investigated ab-
errators. As shown in Eq. �21�, the time-domain implemen-
tation uses the integral of the cross spectrum over all fre-
quency components, and the only difference in the
implementations lies in the estimation of the cross correla-
tion and the correlation coefficient �cross spectrum and co-
herence in the frequency domain, confer Ref. 1�. This pro-
vides freedom of choice for real-time implementations
strategies of the algorithm either in hardware or software.

For proper aberration correction, a 1.5D or 2D array is
necessary. Performing a full FFT for all channels may prove

to be computationally expensive, and having the alternative
of choosing a time-domain implementation is then of impor-
tance. It is also possible to count the number of real multi-
plications as an indicator of the computational complexity of
the algorithm, but this may be overcome by parallelization.
How to parallelize the algorithm may vary depending on the
implementation. Choosing a hardware or software imple-
mentation is also an issue which will influence the degree of
parallelization, where e.g. Field Programmable Gated Arrays
�FPGA’s� may be used. Strategies for optimization of the
algorithm is a research topic of its own and is not further
pursued here.

As expected, the average value of the standard deviation
across the array is reduced when more independent signals K
are averaged in the estimation process. Increasing this num-
ber from K=1 to K=3, reduced the average standard devia-
tion of arrival time fluctuation estimates by 42.1±3.8% for
the time-domain implementation, and for all aberrators. For
the amplitude estimates the reduction is 39.1±3.7%. The re-
duction from K=3 to K=5 is approximately 20% for both
arrival time and amplitude fluctuation estimates. This very
closely matches a 1/�K reduction, which is 42.3% for K
increasing from 1 to 3, and 22.5% for 3 to 5.

An important point is that the standard deviation varies
quite considerably between the aberrators. For K=1, using
the time-domain implementation, the variation in average
standard deviation for arrival time fluctuations between the

FIG. 4. Mean value of beam profiles in the focal plane of the array, with standard deviation, for the w6 and s6 aberrators. The vertical axis displays energy
in decibels, and the horizontal axis displays the focal plane in millimeters. The curve abb. denotes the uncorrected transmit beam, unabb. denotes the
unaberrated transmit beam, ref. is the transmit beam corrected with the point source reference, MBFO shows the mean value of the beam profiles corrected
with the MBFO estimator, and the dashed-dotted line MBFO std represents the standard deviation. The legend is the same for all figures as for �a�.
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eight investigated aberrators ranged from approximately
8–43 ns. Also, there is a 42% difference in the average stan-
dard deviation for the amplitude fluctuations. These results
show that the stability of the estimation is highly dependent
on the aberrator. The aberration corrected beam profile for
each estimate was therefore investigated for all aberrators.
The general trend showed that all estimates produced an im-
provement of the corrected beam profile. This result was
independent of K.

For the s6 aberrator, using K=1, many of the estimates
yielded very little correction of the beam profile. This is
clearly demonstrated by the standard deviation of the beam
profiles in Fig. 4�e� and 4�f�. If the transmit beam is not
sufficiently corrected, a transmit-beam iteration process may
not converge. Such a process was investigated for all the
aberrators using K=1. Here, the transmit-beam iteration pro-
cess was performed in the same manner as in Ref. 14, using
five iterations. The simulations were only carried out with
estimates of arrival time and amplitude fluctuations using the
time-domain implementation, since there exists only minor
differences between the two. The whole procedure was re-
peated 20 times for each aberrator in order to generate 20
different realizations of the transmit-beam iteration process.
Two different scenarios were investigated

1. A new independent realization of the scattering region
was generated for each iteration.

2. The same scattering region was used for each iteration.

Scenario 2 emulates a situation where the ultrasound beam is
fired in the same direction and focused at the same spot for
each transmit-beam iteration. Since the scattering region re-
mained the same, the only change in scattering resulted from
a change in the transmit beam due to the aberration correc-

tion. Note that for this scenario, a new scattering region was
used for each of the 20 different realizations.

The quality, and convergence, of the transmit-beam it-
eration correction process was quantified by the focus quality
parameter C introduced by Mallart and Fink.18 This param-
eter has proven to be suitable for this purpose,14 where C
=0 describes total incoherence and C=2/3 maximum coher-
ence for �-correlated scatterers. The mean value �taken over
the 20 different realizations� and standard deviation of C are
plotted as a function of iteration number in Fig. 8, for the
two scenarios and all aberrators. Iteration number 0 refers to
the initial uncorrected transmit beam. There exist only minor
differences between the two scenarios. Also, the figure shows
that convergence is obtained after 1–3 iterations. This is the
same result obtained in Ref. 14 using K=20. The quality of
the convergence �the value of the C parameter� is very close
to what is obtained using K=20. The results suggest that
only minor improvements of the first corrected beam profile
are necessary for a transmit-beam iteration process to con-
verge rapidly with good quality, using the MBFO algorithm.
Also, the results indicate that using one receive signal is
sufficient. Finally, there seems to be no need for replacing
the scatterers between each iteration. This can be explained
by the fact that performing aberration correction changes the

FIG. 5. Average standard deviation for arrival time �	̄�� and amplitude

�	̄A / Āps� fluctuations as a function of the number of independent signals �K�
used in the estimation for the w6 and s6 aberrator. The average standard
deviation for the amplitude is normalized to the mean value of the amplitude

estimate �Āps� from the point source simulation.

FIG. 6. Average standard deviation �	̄�� for arrival time fluctuations as a
function of the number of independent signals �K� used in the estimation for
the w2, w4, w8, s2, s4, and s8 aberrators.
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transmit beam. This again changes the region of the scatter-
ers that are insonified, leading to a similar result as in sce-
nario 1.

For the frequency-domain implementation, a Welch
method with 50% overlap of segments was used to estimate
the cross spectrum. Each segment was windowed with a
Hanning window. The number of segments used was 64,
which corresponds to a segment kernel length of 0.9 �s. The
transmit signal was a 2.5 period pulse with 2.5 MHz center
frequency, which gives a pulse length of 1 �s. The kernel
length of each segment then corresponds to approximately
2.25
, where 
 represents the wavelength. Using a Welch
method leads to a smoothing of the frequency spectrum
which is determined by the kernel length. Even though the
frequency-domain implementation of the MBFO algorithm
was used at the center frequency of the signal, the magnitude
and phase of this frequency has been mixed �averaged� with
surrounding frequencies. Since a relatively small kernel
length was used, the smoothing effect is limited to a narrow
band around the center frequency used in the estimation.

The cross correlation in the time domain �Eq. �18��
yielded an average of the cross spectrum over all frequency
components. Using the Welch method, as described above,
leads to some smoothing for the frequency-domain imple-

mentation of the MBFO method. Still, with a narrow band
signal, and a linearly varying phase with frequency, the ob-
tained estimates with the time- and frequency-domain imple-
mentations should yield approximately the same result. In

FIG. 7. Average standard deviation �	̄A / Āps� for amplitude estimates as a
function of the number of independent signals �K� used in the estimation for
the w2, w4, w8, s2, s4, and s8 aberrators. The average standard deviation is

normalized to the mean value of the amplitude estimate �Āps� from the point
source simulation.

FIG. 8. Mean value of 20 estimates of the focus quality parameter C as a
function of iteration number, using the time-domain implementation with
K=1. The solid line represents scenario 1, and the dotted line scenario 2.
The error bars show the standard deviation.
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Ref. 12, it was shown that using a time delay and amplitude
aberration correction filter estimated from a point source,
produced close to ideal aberration correction for the w6 and
s6 aberrator. This is also true for the rest of the aberrators
investigated here. Therefore, the phase of the aberration is
adequately modeled with a pure time delay for the presented
results, and both implementations produced the same results.
If the phase of the aberration �as described by the generalized
frequency-dependent screen in Eq. �2�� varies nonlinearly
with frequency, the two implementations may produce dif-
ferent results due to differences in the averaging processes.

Absorption, electronic and thermal noise, and acoustic
reverberations was not included in the simulations. A discus-
sion about how these phenomenons affect aberration estima-
tion can be found in Ref. 14.

To study the variance in estimates of arrival time and
amplitude fluctuations, a spatially uniform distribution of
scatterers was used. Averaging over a sufficient number of
independent scatterer realizations �receive signals�, produced
a totally incoherent medium. This will not be the case in
practical ultrasound imaging. Here, tissue structures of dif-
ferent sizes are present in the receive signal which introduce
regions �of varying size� with high spatial correlation. This
may render the correlation estimation less efficient than for
uniform scatterers. To study this is beyond the scope of this
article.

As shown by Rigby et al.,3 image artifacts due to strong
off-axis scatterers may be a problem in a transmit-beam it-
eration procedure. A strong off-axis scatterer can dominate
the receive signal and affect the estimation of arrival time
and amplitude fluctuations. The result is that the corrected
retransmitted beam “locks” on to the strong scatterers, pro-
ducing image artifacts. Such cases are not included in the
analysis presented in this article.

VI. CONCLUSIONS

In this article the MBFO algorithm,1 previously devel-
oped in the frequency domain, is implemented in the time
domain. The MBFO method uses an average of cross-
spectrum components �frequency domain�, or cross correla-
tions �time domain� between neighboring elements. The
number of neighbor elements used in the averaging process
is determined by the spatial coherence function in the fre-
quency domain, and the cross-correlation coefficient in the
time domain.

The time-domain implementation introduces a loss of
generality. In the frequency domain, individual frequency de-
pendent amplitude and phase correction could be performed
on each frequency component in the signal. In the time-
domain implementation presented here, only a simple time
delay and amplitude correction �independent of frequency� is
possible.

In order to improve the cross-spectrum or cross-
correlation estimates, a method of averaging the correlation
over independent receive signals was proposed in Ref. 1. The
number K of independent signals used in the averaging pro-
cess affects the stability of arrival time and amplitude fluc-

tuation estimates. How this stability varied as a function of K
was investigated for eight different aberrators, all emulating
the human abdominal wall.

For practical purposes, the results show that the time-
and frequency-domain implementations of the MBFO algo-
rithm yields the same estimates of arrival time and amplitude
fluctuations, independent of K. The standard deviation of
these estimates is approximately the same for both imple-
mentations. Increasing K reduces the standard deviation by
approximately 1/�K.

There is a strong variation in standard deviation between
the different investigated aberrators. Still, aberration cor-
rected beam profiles are improved for all aberrators and all
K.

Using just one receive signal for the estimation �K=1�
provided adequate correction for transmit-beam iteration.
The convergence rate, and quality, was approximately equal
compared to using 20 independent signals for averaging the
correlation process.14 This also holds for the scenario where
the scattering region remained the same throughout the
transmit-beam iteration process. These results indicate that
there may be no need for averaging signals to obtain a proper
estimate of the aberration. Based on the results presented
here, almost ideal aberration correction is obtained using
from 2–5 transmit beams �counting iteration number zero� in
each beam direction. In a practical situation, this resembles
Doppler imaging, where, e.g., ten transmit beams for each
scan direction is usual to obtain proper signal-to-noise ratio.
This again indicates that the MBFO algorithm may be well
suited for real-time imaging using aberration correction.

Also, the similar results obtained with the time- and
frequency-domain implementation proves that different strat-
egies can be chosen for real-time implementation of the al-
gorithm.
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MPEG-1, layer 3 handsets equipped with dual loudspeakers and three-dimensional audio modules
have received much attention in the market of consumer electronics. To create spatial impression
during audio reproduction, the head-related transfer function �HRTF� and the crosstalk cancellation
system �CCS� are key elements in many audio spatializers. However, there are many factors that one
should take into account during the design and implementation stages of an audio spatializer in the
handset application. In the paper, a comprehensive study was undertaken to compare various audio
spatializers for use with dual-loudspeaker handsets, in the context of inverse filtering strategies. Two
deconvolution approaches, the frequency-domain method and the time-domain method, are
employed to design the required inverse filters. Different approaches to design audio spatializers
with the HRTF, CCS, and their combination are compared. In particular, two modified CCS
approaches are suggested. Issues in the implementation phase such as regularization, complex
smoothing, and structures of inverse filters are also addressed in the paper. Comprehensive objective
and subjective tests were conducted to investigate the aforementioned aspects of audio spatializers.
The data obtained from the subjective tests are processed by using the multianalysis of variance to
justify statistical significance of the results. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2387121�
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I. INTRODUCTION

Thanks to rapid advances of mobile communication
technology, handsets have swiftly entered everyone’s daily
life. In addition to a simple phone, a nowadays’ handset has
to serve also as a camera, a personal digital assistant,
MPEG-1, layer 3 �MP3� player, and even a video player in
the third-generation application. In order to cater to the ever-
increasing demands of high quality audio, three-dimensional
�3D� audio reproduction for use with dual-loudspeaker hand-
sets has emerged. In 3D audio reproduction, the head-related
transfer function �HRTF� and the crosstalk cancellation sys-
tem �CCS� are two core technologies. HRTF is a mathemati-
cal model representing the propagation process from a sound
source to the human ears. HRTFs thus contain localization
cues as a result of the propagation delay and the diffraction
effects due to the head, ears, and even torso. This allows us
to create a directional impression by properly synthesizing
HRTFs at the prescribed direction.1 Although this is effective
in headphone reproduction, a crosstalk problem arises when
loudspeakers are used as the rendering transducers.2,3 To
overcome this problem, the CCS based on inverse filtering
are employed to minimize the effects due to crosstalk that
can obscure sound image. In general, two types of deconvo-
lution approaches, the frequency-domain method4 and the
time-domain method,5,6 can be utilized to design the required
inverse filters. Since the acoustic systems, or plants, are usu-
ally noninvertible, some regularization measures have to be

taken in these methods to avoid excessive boosts for the
inverse filters caused by overcompensating the acoustic sys-
tem. As an effective alternative, excessive gain of the inverse
filters can also be avoided by smoothing the frequency re-
sponse functions of the acoustic system prior to the inversion
process.7

In inverse filter design, Norcross et al. pointed out that
the time-domain methods are subjectively more robust but
computationally less efficient than the frequency-domain
method.8 The main difficulty in the inversion process lies in
the fact that the acoustic plants are typically nonminimum
phase, meaning that a causal inverse filter does not exist.9 To
cope with the problem, a modeling delay was first introduced
by Clarkson et al.10 Furthermore, Kirkeby et al.11 used the
least-squares method along with a modeling delay to find the
causal inverse filters. Wang and Pai also applied the time-
domain method to determine the optimal modeling delay for
the inverse filters.12

Conventional inverse filtering leads to reduced crosstalk
and equalized ipsilateral response. However, if the CCS is
inadequately designed, the latter effect can result in audible
high-frequency artifacts. To address the problem, two modi-
fied CCS are proposed in this paper. The idea underlying
these modified methods is to eliminate the crosstalk of the
contralateral paths from the loudspeakers to the listener’s
ears without equalizing the ipsilateral paths. The modified
CCS methods also have a desirable property that the CCS is
loudspeaker independent. Extensive tests were conducted in
the work to compare different approaches of audio spatializ-
ers based on the HRTF, CCS, and their combination.

a�Author to whom correspondence should be addressed; electronic mail:
msbai@mail.nctu.edu.tw
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Another issue concerning the implementation phase is
the structures of inverse filters. In considering psychoacous-
tic aspects and computational cost, the CCS can be imple-
mented in a few different ways. Three structures of CCS are
compared in this paper: the direct filtering method, the filter
bank method,13 and the simple lowpass mixing method.14

The direct filtering method can be further divided into the
full-band and the band-limited design.3 The band-limited de-
sign limits the crosstalk cancellation to function only within
the band 200–6 kHz.

In this work, comprehensive objective and subjective
tests were conducted to investigate the aforementioned as-
pects of audio spatializers for mobile phones. The data of
subjective tests are processed by using the multianalysis of
variance �MANOVA� to justify the statistical significance of
the results.15

II. CROSSTALK CANCELLATION SYSTEMS

A. Problem of crosstalk cancellation

Figure 1 shows a two-channel loudspeaker reproduction
scenario, where H11 and H22 are ipsilateral transfer functions,
and H12 and H21 are contralateral transfer functions from the
loudspeakers to the listener’s ears. The contralateral transfer
functions, also known as the crosstalk, interfere with hu-
man’s localization of sound sources when the binaural sig-
nals are reproduced by loudspeakers. In order to mitigate the
effects of crosstalk, the crosstalk canceller is chosen to be the
inverse of the acoustic plants such that the overall response
becomes a diagonalized and distortionless response

���n − m� 0

0 ��n − m� �
= �h11�n� h12�n�

h21�n� h22�n� � � �c11�n� c12�n�
c21�n� c22�n� � , �1�

where � denotes convolution operation and hij�n�, cij�n�,
and ��n−m� represent the impulse responses of the respec-

tive acoustic paths, the inverse filters, and the discrete delta
function delayed by m samples of delay to ensure a causal
inverse filter. On the basis of inverse filtering, two deconvo-
lution schemes along with regularization techniques are de-
scribed in the following.

B. Multichannel inverse filtering with regularization

1. Frequency-domain deconvolution

The first method to be considered is the frequency-
domain method4 suggested by Kirkeby et al. In this method,
a cost function J is defined as the sum of the “performance
error” eHe and the “input power” vHv,

J�ei�� = eH�ej��e�ej�� + ����vH�ej��v�ej�� �2�

with � being the angular frequency. A regularization param-
eter ���� which varies from zero to infinite weighs the input
power against the performance error. This is a well known
Tikhonov regularization procedure. The optimal inverse fil-
ters obtained by minimizing J can be written in terms of
discrete frequency index k as follows:

C�k� = �HH�k�H�k� + ��k�I�−1HH�k�, k = 1,2, . . . ,Nc,

�3�

where Nc-point fast Fourier transform �FFT� is assumed, and
H�k� is the transfer matrix of acoustic plant. The coefficients
of inverse filters can be obtained using the inverse FFT of
the frequency response in Eq. �3�, with the aid of appropriate
windowing. In order to ensure the causality of the CCS fil-
ters, circular shift �Nc /2 maximum� of the resulting impulse
response is needed to introduce a modeling delay.16

2. Time-domain deconvolution

The time-domain method is based on a matrix formalism
of Eq. �1�. In this method, a single-channel inverse filter can
be obtained by solving the following matrix equation:5,6

�
d�0�

�

d�Nh + Nc − 2�
0

�
0

	 = �
h�0� 0

� � �
h�Nh − 1� � h�0�

� � �
0 h�Nh − 1�
� . . . 0

� � �
0 . . . �

	
�� c�0�

�
c�Nc − 1�

	 , �4�

or simply

d = hc. �5�

In the preceding two equations, the vector d represents the
desired response, the matrix h is composed of the impulse
responses h�n� of acoustical plants measured a priori, Nh is
the length of the plant impulse response h�n�, the vector c
represents the impulse response of the inverse filters, and Nc

FIG. 1. Schematic diagram showing an audio reproduction system using
two-channel stereo loudspeakers. Acoustic transfer functions between the
loudspeakers and the listener’s ears are indicated in the figure.
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is the length of the inverse filter. The parameter � in the
lower part of the matrix h is a small regularization constant.
The forgoing single-channel deconvolution technique can be
readily extended to the two-channel case described by the
following matching matrix:

�
d

0

0

d	 = �
h11 0 h12 0

0 h11 0 h12

h21 0 h22 0

0 h21 0 h22

	�
c11

c12

c21

c22

	 , �6�

where hij and cij represent the matrices composed of the
impulse responses hij�n� and the coefficient vectors of the
filters cij�n�.

The size of the matrix in Eq. �6� can be quite large.
Instead of brute-force inversion, more efficient iteration tech-
niques are employed in the work. By exploiting these prop-
erties one may use the iterative algorithms such as steepest
descent and conjugate-gradient �CG� method to calculate the
solution.6 In both methods, a residual vector R is defined as

R = Dt − HtCt, �7�

where Dt, Ht, and Ct, represent the matrices in Eq. �6�. In the
steepest descent algorithm, the recursive relation for updat-
ing the coefficient of the inverse filters can be described as

Ct�i + 1� = Ct�i� + �g�i� , �8�

where i is the iterative index and g is the gradient vector of
the cost function with a step size �. Unlike the steepest de-
scent algorithm, a plane search strategy based on the linear
combination of gradient vectors consecutive iterations is
used in the CG algorithm. Specifically, the coefficient update
equation is given as

Ct�i + 1� = Ct�i� + �g�i� + �s�i� , �9�

where s is the gradient vector in last iteration and � is an-
other step size parameter. In general, the convergence behav-

ior of the CG method is superior to the steepest descent
method due to the plane search nature of the former ap-
proach.

3. Generalized complex smoothing techniques

Due to the ill-conditioned nature of the acoustical sys-
tem, how to properly limit the gain of the inverse filter is a
critical issue in designing the CCS. One way to deal with this
problem is the regularization method, as already mentioned
in the previous section. Another simple but elegant way is to
smooth the peaks and dips of the acoustic plant using the
generalized complex smoothing technique suggested by Hat-
ziantoniou and Mourjopoulos.7 There are two alternative
methods for implementing complex smoothing. The first
method, uniform smoothing, is to calculate the impulse re-
sponse using the inverse FFT of the frequency response.
Then, apply a time-domain window to truncate and taper the
impulse response, which in effect smoothes out the fre-
quency response. Finally, recover the frequency response by
FFT of the modified impulse response. Alternatively, a non-
uniform smoothing method can also be used. This method
performs smoothing directly in the frequency domain. The
frequency response is circularly convolved with a window
whose bandwidth increases with frequency. The choice of
the window follows the psychoacoustics that the spectral
resolution of human hearing increases with frequency. There-
fore, the nonuniformly smoothed frequency response

Hns�m,k� = 

i=0

N−1

H��k − i�mod N�Wsm�m,i� , �10�

where k, 0�k�N−1 is the frequency index and m is the
smoothing index corresponding to the length of the smooth-
ing window. The smoothing window Wsm�m ,k� is given by

Wsm�m,k� =�
b − �b − 1�cos��	/m�k�

2b�m + 1� − 1
, k = 0,1, . . . ,m

b − �b − 1�cos��	/m��k − N��
2b�m + 1� − 1

, k = N − m,N − �m − 1�, . . . ,N − 1

0, k = m + 1, . . . ,N − �m + 1� .

�11�

The integer, m=m�k�, can be considered as a bandwidth
function by which a fractional octave or any other nonuni-
form frequency smoothing scheme can be implemented. The
variable b determines the roll-off rate of the smoothing win-
dow. As a special case when b=1, the window reduces to a
rectangular window.

C. Structures of inverse filters

There are a number of different ways to implement the
inverse filters of CCS. The direct filtering method, the filter
bank method, and the simple lowpass mixing method are
three major filtering structures to discuss in this section.
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1. Direct filtering method

In this structure, crosstalk cancellation is carried out by
direct filtering using inverse filters. However, crosstalk can-
cellation can be demanded either for a full-band
�200–24 kHz� performance or just a band-limited perfor-
mance �200–6 kHz� in the design stage of inverse filters.
The reason for the latter design is twofold. First, the sweet
spot in which CCS is effective becomes impractically small
at high frequencies. Second, a listener’s head provides natu-
ral shadowing at high frequencies so that the need for can-
cellation becomes less important. The match equation appro-
priate for the band-limited design is written as3

���n − m� 0

0 ��n − m� �
= � h11�n� h12�n� � fLP�n�

h21�n� � fLP�n� h22�n� �
� �c11�n� c12�n�

c21�n� c22�n� � , �12�

where fLP�n� denotes the impulse response function of a
lowpass filter. Thus, the inverse filters should in principle
give rise to a flat response within the intended band after
compensation.

2. Filter bank method

In the direct filtering approach, even if the inverse filters
are deigned for band-limited performance, the filtering pro-
cess is still carried out at a sampling rate of 48 kHz. To take
advantage of the band-limited design, a subband filtering ap-
proach is exploited to simplify the computation. Specifically,
a four-channel quadrature mirror filter �QMF� bank13 is used
to implement the CCS. For further enhancement of process-
ing efficiency, the polyphase representation is employed to
implement the QMF bank, as shown in Fig. 2. The block
E�z� is the type 1 polyphase matrix for the analysis bank, and
the block R�z� is the type 2 polyphase matrix for the synthe-
sis bank. 
i�n� represents the subband signal. The first sub-
band signal is processed by the CCS and the other subband
signals are simply delayed by the delay block D�z� and trans-
mitted to the synthesis filter bank, as shown in Fig. 3.

3. Simple lowpass mixing method

For reference, a brief review of an alternative way of
implementing the band-limited design originally proposed by
Elliott et al. is also given �Fig. 4�.14 In this simple lowpass
mixing approach, the input signal is lowpass filtered and
down-sampled before sending to the CCS. Sufficient model-
ing delays must be inserted in the path. The CCS filters are
adaptively updated by comparing the lowpass and delayed
input and the lowpass plant out put at the control point
�ears�. Finally, the output of the CCS is up-sampled and re-
mixed into the original full-band signal. The major difference
between this method and the preceding filter bank method
lies in the fact that the CCS-processed signal is mixed with
the unprocessed full-band input in the simple mixing ap-
proach, while it is not the case in the filter bank method. This
could have potential effect on the localization performance
of spatializers.

D. Implemental issue

To facilitate the inverse filter design, the aforementioned
smoothing techniques is employed to modify the impulse
responses. On the other hand, the regularization parameters
� and � are selected to be 0.01 and 0.1 in the frequency-
domain and time-domain deconvolutions, respectively, to
limit the gain of the inverse filter to 10 dB maximum.

An objective index, channel separation, is employed to
assess the cancellation performance

FIG. 2. The block diagram of a four-channel QMF bank using the polyphase
representation.

FIG. 3. Block diagram depicting the filter bank implementation of CCS.

FIG. 4. Block diagram depicting the simple lowpass mixing implementation
of CCS.
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Sep�j�� = Hc�j��/Hi�j�� , �13�

where Hc�j�� and Hi�j�� represent the contralateral
�H12,H21� and the ipsilateral �H11,H22� frequency re-
sponses, respectively. According to the definition, a small
�negative� value of channel separation indicates good can-
cellation performance.

III. DESIGN OF AUDIO SPATIALIZERS

A brief description of various approached based on
HRTF and CCS will be given. For clarity, the experiments of
audio spatializers were summarized in Table I.

A. HRTF

As mentioned previously, directional impression can be
created by electronically synthesizing the HRTF in the de-
sired angle. This is especially important in the case of mobile
phones, where loudspeakers closely spaced. In this study, the
HRTF database available in the website of the MIT media
lab1 was employed to “widen” the sound image. Each im-
pulse response originally measured at a Knowles Electronic
Mannequin for Acoustic Research �KEMAR� with a sam-
pling frequency 44.1 kHz. HRTFs at the azimuth ±30° are
implemented as 128-tapped finite impulse response �FIR� fil-
ters by which the audio input signals are filtered before send-
ing to the loudspeakers. The processing can be written in
matrix form as follows:

�x̂1�n�
x̂2�n�

� = � h30 ipsi�n� h30 contra�n�

h30 contra�n� h30 ipsi�n� � � �x1�n�
x2�n� � ,

�14�

where h30 ipsi�n� and h30 contra�n� denote the ipsilateral and
contralateral HRTFs, respectively, at the azimuths ±30°.

B. CCS

The objective of CCS is to minimize the effect of
crosstalk. A generic inverse filter of a two-channel CCS can
be a factored into the following expression:

C =
1

1 − ITF1ITF2
�1/H11 0

0 1/H22
�� 1 − ITF2

− ITF1 1
� ,

�15�

where ITF1=H12/H11, ITF2=H21/H22 are interaural transfer
functions, and the ipsilateral transfer functions H11,H22

and the contralateral transfer functions H12,H21 are de-
fined as in Fig. 1. The earlier expression reveals the fact
that the inverse filters attempt not only cancel the
crosstalk with delays �the third term on the right hand
side� but also equalize the ipsilateral response �the second
term on the right hand side�. The poles of the comb filter
of the first term on the right hand side give the ringing
frequency.17

The ipsilateral equalization �the second term� in the in-
verse filters may not be always desirable in practical appli-
cation. For example, coloration problem may arise at around
10 kHz when the inverse filters strive to compensate the con-
cha dip in the ipsilateral responses, which is largely indepen-
dent of loudspeaker span. In addition, the other dips and
roll-offs particularly at the very at the low and high frequen-
cies in the ipsilateral responses further aggravate this situa-
tion. Consequently, an unnatural change of sound quality is
often audible during reproduction due to over-compensating
the ipsilateral responses. To address the problem, two modi-
fied techniques of CCS are suggested in the following.

1. The modified CCS-1

In this method, the diagonal terms of the matching
model in the left hand side of Eq. �1� are replaced with
delayed ipsilateral impulse responses

TABLE I. The test items used in the subjective evaluation.

Experiment 1 Test 1 Full-band frequency-domain CCS with uniform
smoothing

Test 2 Full-band time-domain CCS with uniform smoothing
Experiment 2 Test 1 Full-band conventional CCS with uniform smoothing

Test 2 Full-band modified CCS-1 with uniform smoothing
Test 3 Full-band modified CCS-2 with uniform smoothing
Test 4 Commercial spatializer: DiMAGIC VX™ virtual sound

imaging system
Experiment 3 Test 1 Full-band conventional CCS with uniform smoothing

Test 2 Band-limited conventional CCS with uniform smoothing
Test 3 Filter bank conventional CCS with uniform smoothing
Test 4 Simple lowpass mixing conventional CCS with uniform

smoothing
Experiment 4 Test 1 HRTF widening

Test 2 Full-band conventional CCS with uniform smoothing
Test 3 Full-band modified CCS-1 with uniform smoothing
Test 4 HRTF+Full-band conventional CCS with uniform

smoothing
Test 5 HRTF+Full-band modified CCS-1 with uniform

smoothing
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�h11�n − m� �

� h22�n − m� � = �h11�n� h12�n�
h21�n� h22�n� �

� �c11�n� c12�n�
c21�n� c22�n� � , �16�

where � is a small constant, e.g., 0.0001 and m is the mod-
eling delay. This in effect modifies the transfer functions of
inverse filters in Eq. �15� into

C �
1

1 − ITF1ITF2
� 1 − ITF2

− ITF1 1
� . �17�

The modified CCS makes no attempt to compensate the ip-
silateral responses when canceling the crosstalk. It follows
that the sound quality can be better preserved by using this
method.

There is another potential benefit in the use of this
method. Assume that two speaker responses are displaced by
a factor S. Neglecting the parameter �, the z-domain version
of Eq. �16� can be written as

�z−mH̃11�z�S 0

0 z−mH̃22�z�S
�

� �H̃11�z�S H̃12�z�S

H̃21�z�S H̃22�z�S
��C11�z� C12�z�

C21�z� C22�z� � , �18�

where H̃i represents the transfer function without loud-
speaker responses. Thus, the factor S cancels out on both
sides. The implication of this is that the CCS is loudspeaker
independent as long as the characteristics of two loudspeak-
ers are well matched. This could be a desirable property in
practical applications in that a CCS designed off-line is ap-
plicable to all systems with different loudspeaker character-
istics.

2. The modified CCS-2

Along the same line, another modified CCS is developed
to underplay the equalization of ipsilateral response during
cancellation of crosstalk. In this approach, the ipsilateral in-
verse filters are assigned to be a delayed discrete delta func-
tion, i.e., c11=c22=��n−m� such that the sound quality can
be preserved because of the direct transmission of ipsilateral
paths. In this setting, the match equation should be modified
into

�dL�n� 0

0 dR�n� � = �h11�n� h12�n�
h21�n� h22�n� �

� ���n − m� c12�n�
c21�n� ��n − m� � , �19�

where the diagonal terms dL and dR are the resulting ipsilat-
eral responses. Expanding this equation only for the off-
diagonal terms leads to two equations

− �h12�n� � ��n − m�� = − h12�n − m� = h11�n� � c12�n� ,

�20�

− �h21�n� � ��n − m�� = − h21�n − m� = h22�n� � c12�n� .

�21�

The contralateral inverse filters can be obtained by solving
this inverse problem. By the same token, it can be shown that
this modified CCS is also loudspeaker independent. How-
ever, this approach would possibly lead to poor bass re-
sponse because the crosstalk canceller will no longer have
the factor 1 / �1−ITF2�, which is essentially a bass boost.

IV. EXPERIMENTAL INVESTIGATIONS

A. Experimental arrangement

The experiments were conducted by using a dummy
head system �KEMAR� inside a 4 m�4 m�3 m anechoic
chamber, as shown in Fig. 5. An MP3 handset equipped with
dual loudspeakers is mounted on a stand. The distance be-
tween the handset, and the dummy head is 40 cm. Binaural
transfer functions from the loudspeakers to the microphone
embedded in the dummy head’s ears were measured by using
a spectrum analyzer. The algorithms were implemented on
the platform of a fixed-point DSP, ADI BF-533, operating at
48 kHz. The inverse filters were realized as 128-tapped FIR
filters in the experiments.

B. Objective experiment

For simplicity, symmetrical acoustic plant is assumed.
The head-related impulse responses measured by using the
dummy head is shown in Fig. 6. The complex smoothing is
applied prior to the design of CCS. In this regard, the CCS
will prove more robust against misalignment of the listener’s
head than that designed for unsmoothed frequency
responses.10,18 Figure 7 shows frequency responses obtained
using uniform smoothing and nonuniform smoothing. It can
be seen that the frequency responses are effectively
smoothed by both methods. However, an informal subjective
test has indicated that the difference between the two
smoothing techniques is hardly detectible. The uniform
smoothing method, therefore, is used exclusively in the fol-
lowing experiments.

FIG. 5. Experimental arrangement for the dual speaker handset with a
dummy head system inside an anechoic chamber.
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Another issue concerning the CCS design is a modeling
delay that is necessary to ensure the causality of inverse-
filters. This is of fundamental importance whether the
frequency-domain method or the time-domain method is
used. A simple experiment was conducted to examine the
effect of different modeling delays on a 128-tapped filter and
a 512-tapped taps filter obtained using the time-domain
method. Average channel separation �Ave-Sep, dB� between
200 and 20 kHz is calculated to assess the cancellation per-
formance. The result summarized in Table II reveals that the
optimal modeling delay is approximately half of the length
of the inverse filter.

The length of the inverse filter also affects the perfor-
mance of CCS. The performance of inverse filters with dif-
ferent length of inverse filter is compared in Table III. As
expected, the performance of CCS improves as the filter
length is increased for both deconvolution methods. How-
ever, it is worth noting that the time-domain method outper-
forms the frequency-domain method for short filter length
such as 128 taps. The frequency-domain method performs
well only when a long filter is used. Another drawback of the
frequency-domain method can be clearly seen by plotting the
magnitudes of the equalized time responses on the dB scale,
as suggested by Fielder.19 In Fig. 8�a�, preringing artifacts
are visible �at 1–3 ms� in the equalized time responses when
the frequency-domain method is used, while no such artifacts
are found in the result of the time-domain method in Fig.
8�b�.

Next, a useful variation of inverse filter design to en-
hance CCS performance is examined. Figure 9�a� shows the
experimental results of the unprocessed and the processed
frequency responses with the conventional CCS. While the
flat spectrum is attained as expected in the compensated ip-
silateral response, the contralateral response is not totally
eliminated but amplified at the frequencies above 10 kHz.
This incurs some audible coloration at high frequencies. To
overcome the problem, the aforementioned modified ap-
proaches were employed to suppress the crosstalk while pre-
serving the ipsilateral response. Figures 9�b� and 9�c� refer to
the implementation of the modified CCS-1 and CCS-2, re-

spectively. It is observed that not only the ipsilateral response
remains largely unchanged but also the contralateral re-
sponse is effectively attenuated without undesired amplifica-
tion in high frequencies. To explore further the modified
CCS, the time responses of the inverse filters of the modified
methods are compared with those obtained using the conven-
tional identity matching model. Figure 10�a� refers to the
implementation of the conventional CCS. Figures 10�b� and

TABLE II. The average separation obtained using the time-domain method
with different delays.

Filter length �Nc�: 128 taps Filter length �Nc�: 512 taps

Delay �m� Average separation �dB� Delay �m� Average separation �dB�

16 −20.583 32 −20.799
32 −20.717 128 −21.592
48 −20.833 256 −21.701
64 −21.050 288 −21.706
80 −21.007 320 −21.692
96 −20.282 448 −20.771

FIG. 7. Comparison between original and the complex smoothed magnitude
spectrum. The thick line represents the complex smoothed magnitude re-
sponse spectrum. �a� Result obtained using uniform smoothing. �b� Result
obtained using nonuniform smoothing.

FIG. 6. Head-related impulse responses measured by using the dummy head
system.
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10�c� refer to the implementation of the modified CCS-1 and
CCS-2, respectively. The impulse responses of inverse filters
designed using the modified methods are significantly shorter
than those of the conventional method. This computational
saving is a benefit for real-time implementation.

The inverse filters were implemented by using the band-
limited design as detailed in the preceding section. It can be
seen in the experimental result of Fig. 11 that the CCS main-
tains wideband equalization of the ipsilateral response to re-
sult in a flat spectrum, while the cancellation of crosstalk is
only attained in low frequency range with some unwanted
amplification in the high frequency range. Cancellation per-
formance is confined in low frequency range as it should be
for the filter bank method and the simple lowpass mixing
method since they are essentially band-limit designs.

C. Subjective experiment

In order to assess the perceptual performance of the spa-
tializers, subjective listening tests were conducted according
to the double-blind triple stimulus with hidden reference
method suggested in the standard ITU-R BS. 1116-1.20 The
listening tests were carried out inside the anechoic chamber.
The program material consists of various instruments with
significant dynamic variations between the two stereo chan-
nels. Both timbre-related and space-related qualities are con-
sidered. The loudness of each reproduced signal was ad-
justed with equal power. Nine subjective indices employed in
the subjective tests are summarized as follows:

�1� Fullness: Dominance of low-frequency sound;
�2� Brightness: Dominance of high-frequency sound;
�3� Noise and distortion: Any extraneous disturbances to the

signal are considered as noise. Effect on the signal that
produces new sounds or timbre change is considered as
distortion;

�4� Width of stage: Perceived angular width of extreme left
to extreme right edges of the stage;

�5� Depth perception: Ability to hear that performers are ap-
propriately localized from the front to the rear of the
sound stage;

�6� Spaciousness: Perceived quality of listening within a re-
verberant environment. The sound is perceived as open,
not constrained to the locations of the loudspeakers. The
perception is an important part of the “you are there”
sensation;

�7� Localization: Determination by a subject of the apparent
direction or distance, or both, of a sound source;

�8� Robustness: Stability of performance with normal lis-
tener movements and listening locations. This index is
assessed by 5 and 10 cm lateral movement of listener’s
head, and calculating the average grade; and

�9� Fidelity: The clarity of the reproduced signals.

Twenty experienced subjects participating in the tests
were instructed with definition of the preceding subjective
indices and the procedure before the listening tests. The sub-
jects were asked to respond after listening in a questionnaire,
with the aid of a set of subjective indices placed on a scale
from −4 to 4. Positive, zero, and negative scores indicate
perceptually improvement, no difference, and degradation,
respectively, of the signals after processed by the spatializers.
In order to justify the statistical significance, the scores were
further processed by using the MANOVA.15 Cases with sig-
nificance levels below 0.05 indicate that statistically signifi-
cant difference exists among methods. The experiments were
summarized in Table I.

The first listening test was carried to compare the
frequency-domain and the time-domain methods. The total
grades are plotted in Fig. 12. The vertical bars denote 0.95
confidence intervals. The small significance level �s

TABLE III. The average separation obtained using inverse filtering with
different filter length.

Average separation �dB�

Filter length �Nc� Frequency domain Time domain

128 −18.203 −21.050
256 −18.361 −21.608
512 −21.535 −21.705
1024 −22.329 −21.760
2048 −22.375 −21.870

FIG. 8. Equalized time responses plotted on the dB scale. �a� Frequency-
domain method. �b� Time-domain method.
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=0.041523� in the MANOVA output indicates that the differ-
ence among the methods is statistically significant. In par-
ticular, the time-domain method seemed to significantly out-
perform the frequency-domain method for inverse filters of
this length �128 taps�, which is in agreement with the obser-
vation in the preceding objective tests.

Next, the second experiment is performed to compare
the modified CCS methods and a commercial spatializer21

which is used in this experiment as the benchmark. The re-
sults shown in Fig. 13 revealed that the modified method-1
received the highest score among all approaches with strong
statistical significance �s=0.000001�. The modified
method-1 is particularly advantageous when sound quality is
used as the performance index in addition to the cancellation
performance.

In the third listening test, different structures of CCS
implementation are compared. The total grades are summa-
rized in Fig. 14. The MANOVA output reveals that signifi-
cant difference in performance �s=0.019207� does exist
among the methods. The direct filtering method has attained
the highest grade, while the simple lowpass mixing method
received the lowest grade. In the direct filtering approach,

there is no significant difference between the full-band and
the band-limited designs. It is worth noting that the filter
bank approach and the simple lowpass mixing approach did
not attain the grades as high as two other direct filtering
approaches. Possible explanations for this are that the cross-
overs in the filter bank are not adequately handled in the
filter bank methods, and portion of the low-frequency signal
is contaminated by crosstalk in the simple lowpass mixing
method.

In the fourth listening test, various audio spatializers uti-
lizing the HRTF, the conventional CCS method, the modified
CCS method-1, and their combinations are compared. The
total grades are summarized in Fig. 15. The MANOVA out-
put reveals that significant difference in performance �s
=0.000001� exists among the methods. It is observed from
the result that the HRTF approach receives the lowest grade.
The “widening” effect provided by the HRTF solely is obvi-
ously insufficient to spatialize the sound image due to the
severe crosstalk between the closely spaced loudspeakers. In
contrast to the HRTF approach, there is a leap in perfor-
mance when the CCS comes into play. In particular, the spa-
tializer combining the HRTF and the conventional CCS

FIG. 9. Comparison between the unprocessed and the processed frequency responses. �a� The conventional CCS. �b� The modified CCS-1. �c� The modified
CCS-2.
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method has achieved the highest grade in both spatializing
performance and sound quality. Surprisingly, when the modi-
fied CCS method is used in combination with the HRTF,
there is a sudden drop in performance. It is suspected that
double HRTF filtering effect may have contributed to this

result. That is, while the sound quality has already been pre-
served by plugging the HRTF in the matching model for the
modified CCS, the additional HRTF filtering becomes super-
fluous and may adversely affect the sound quality of the
processed signal.

FIG. 10. Impulse responses of the inverse filters. �a� The conventional CCS method. �b� The modified CCS-1. �c� The modified CCS-2.

FIG. 11. Comparison between the unprocessed frequency response and that
processed by using the band-limited CCS.

FIG. 12. Total grades summarized for the first listening test in which the
frequency-domain and the time-domain deconvolution methods are com-
pared. The significance level, s=0.041523, in the MANOVA output.
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V. CONCLUSIONS

A comprehensive study has been undertaken to compare
various implementation approaches of audio spatializer for
handsets fitted with two closely spaced loudspeakers. The
HRTF and the CCS techniques were exploited to implement
the audio spatializer. Two deconvolution methods were ap-
plied to calculate the inverse filters for the CCS design. Ob-
jective and subjective experiments reveal that the time do-
main approach is superior to the frequency-domain approach
when the length of inverse filter is short. An additional ben-
efit of the time-domain method is that it is less liable to
preringing artifact that frequently appears in the frequency-
domain method.

Different structures of CCS were examined in this study.
The experimental results indicate that the direct filtering ap-
proaches outperform the filter bank method and the simple
lowpass mixing method. In addition, two modified CCS
techniques were proposed in the present paper. Unlike the
conventional method that tends to over-compensate the ipsi-
lateral responses, the modified methods are capable of deliv-

ering better spaciousness without compromising on sound
quality. Two additional features of the modified CCS which
are attractive in practical application lie in its shorter impulse
responses of the inverse filters and the loudspeaker-
independent property.

Listening tests were also carried out to compare various
ways of implementing a spatializer based on HRTF, CCS,
and their combination. The experimental results suggest that
the widening effect provided by the HRTF solely is insuffi-
cient to spatialize the sound image due to the severe
crosstalk between the closely spaced loudspeakers. In con-
trast to the HRTF approach, there is a leap in performance
when the CCS is used. In particular, the spatializer combin-
ing the HRTF and the conventional CCS method has
achieved the best performance in both spatializing perfor-
mance and sound quality.
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Periodic amplitude modulations �AMs� of an acoustic stimulus are presumed to be encoded in
temporal activity patterns of neurons in the cochlear nucleus. Physiological recordings indicate that
this temporal AM code is transformed into a rate-based periodicity code along the ascending
auditory pathway. The present study suggests a neural circuit for the transformation from the
temporal to the rate-based code. Due to the neural connectivity of the circuit, bandpass shaped rate
modulation transfer functions are obtained that correspond to recorded functions of inferior
colliculus �IC� neurons. In contrast to previous modeling studies, the present circuit does not employ
a continuously changing temporal parameter to obtain different best modulation frequencies �BMFs�
of the IC bandpass units. Instead, different BMFs are yielded from varying the number of input units
projecting onto different bandpass units. In order to investigate the compatibility of the neural circuit
with a linear modulation filterbank analysis as proposed in psychophysical studies, complex stimuli
such as tones modulated by the sum of two sinusoids, narrowband noise, and iterated rippled noise
were processed by the model. The model accounts for the encoding of AM depth over a large
dynamic range and for modulation frequency selective processing of complex sounds. © 2007
Acoustical Society of America. �DOI: 10.1121/1.2400670�

PACS number�s�: 43.64.Bt, 43.64.Qh �BLM� Pages: 310–326

I. INTRODUCTION

Amplitude modulations �AMs� are a common physical
feature produced by many natural sound sources such as vo-
cal cords, strings, pipes and tubes. Amplitude modulation
information is utilized by the auditory system in a variety of
complex auditory tasks, including speech perception �e.g.,
Rosen, 1992�, pitch perception �e.g., Schouten et al., 1962;
De Boer, 1976� and auditory scene analysis �e.g., Bregman,
1990�. However, the mechanisms by which the auditory sys-
tem extracts, encodes and processes AM information are not
yet fully understood �for a review, see Joris et al., 2004�.
While AM information is encoded in temporal activity pat-
terns of neurons at the early stages of the auditory system, it
is generally believed that this temporal periodicity code is
transformed into a rate-based code at some higher stage of
auditory processing �Rees and Møller, 1983; Schreiner and
Langner, 1988; Lorenzi et al., 1995; Schulze and Langner,
1997�. Such a rate-based periodicity code also corresponds to
the psychophysical concept of amplitude modulation filters
that have been suggested to account for the modulation fre-
quency selectivity observed in psychophysical masking ex-

periments �Bacon and Grantham, 1989; Houtgast, 1989; Dau
et al., 1997a, b; Ewert and Dau, 2000�. However, while the
psychophysically derived modulation filters may provide a
way of effectively describing perceptual masking data, it re-
mains unclear how such filters might be realized neurally in
the auditory system. Likewise, having a nonlinear neural cir-
cuit at hand that produces the above transformation using
simple stimuli such as sinusoidally modulated tones, it is not
clear to what extent the properties of the circuit are compat-
ible with a �linear� modulation filter bank concept motivated
by the psychophysical data. Both aspects are addressed in the
current study.

Physiological experiments have revealed that the aver-
age spike rates of auditory-nerve �AN� fibers are largely in-
dependent of stimulus modulation frequency �Rose and Ca-
pranica, 1985; Joris and Yin, 1992; Rhode and Greenberg,
1994�, indicating that AN fibers are not selective to certain
modulation frequencies in terms of their spike rate. The tem-
poral modulation transfer functions �tMTFs� of AN fibers,
where modulation gain is computed in response to different
modulation frequencies, have a low-pass shape with cutoff
frequencies below 1 kHz �Javel, 1980; Palmer, 1982; Kim et
al., 1990; Joris and Yin, 1992; Rhode and Greenberg, 1994�.
Moreover, AM information is inherent in the interspike in-
tervals �ISI� of AN fibers �Rose, 1970; Evans, 1978�, indi-
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cating that AMs are encoded in the temporal activity patterns
of AN fibers. The majority of neurons in the cochlear nucleus
�CN� have been found to display flat or low-pass rate modu-
lation transfer functions �rMTFs�, where spike rate is com-
puted in response to different stimuli �Kim et al., 1990;
Rhode, 1994; Backoff et al., 1999�. Since the temporal syn-
chronization of CN neurons to AM stimuli exceeds that of
AN fibers, temporal AM information present in the activity
patterns of AN fibers seems to be enhanced by CN neurons
�Frisina et al., 1990; Kim et al., 1990; Rhode, 1994; Rhode
and Greenberg, 1994; Joris et al., 2004; Palmer, 1995�. Thus,
since CN neurons are not selective to a certain modulation
frequency in terms of their spike rate, AM information can
be assumed to be encoded in their temporal activity patterns.
While AN fibers and CN neurons have been found to syn-
chronize to modulation frequencies as high as 1 kHz �Javel,
1980; Frisina et al., 1990; Rhode and Smith, 1986; Backoff
et al., 1999�, the highest modulation frequency for which
temporal synchronization has been observed in the auditory
midbrain differs from below 120–150 Hz �Rees and Møller,
1983; Krishna and Semple, 2000� up to 1000 Hz �Langner,
1981�. Despite this diversity, there is general agreement
among authors that the ability of neurons to synchronize to
fast amplitude modulations decreases along the ascending
auditory pathway �Rees and Møller, 1983; Langner and
Schreiner, 1988�. Moreover, at the level of the inferior colli-
culus �IC�, neurons have been found that exhibit bandpass
shaped rMTFs �Rees and Møller, 1983; Langner and
Schreiner, 1988; Rees and Palmer, 1989; Krishna and
Semple, 2000�. In contrast to CN neurons, these neurons are
selective to a certain modulation frequency and respond with
a maximum spike rate when stimulated with their so-called
best modulation frequency �BMF�. Furthermore, rate BMFs
have been found to be topographically organized in the cen-
tral nucleus of the IC covering a BMF range of 10–1000 Hz
�Schreiner and Langner, 1988, 1997�.

Three biologically motivated models have been pre-
sented previously, suggesting different mechanisms of how
temporal AM information can be transformed into a rate-
based representation between the CN and IC. The neural
circuit suggested by Langner �1981� �see also Langner and
Schreiner, 1988; Langner, 1997a, b� consists of three func-
tional units at the model CN stage, a trigger unit, a buildup
circuit, and an oscillator circuit, with each of these units
being associated with a specific neural response type in the
CN. At the model IC stage, a coincidence detector unit is
located that represents the model output unit. According to
Langner �1981�, the response types and the neural connec-
tivity of his model units result in a bandpass shaped rMTF of
the IC coincidence detector unit. In order to yield a number
of bandpass rMTFs with different BMFs, a number of such
neural circuits are needed that differ in the integration time
constant of the CN buildup circuit. Based on the specific
assumptions in his model, Langner �1997a, b� predicts that
IC bandpass units can only reveal BMFs that are integer
multiples of the stimulus carrier frequency. However, such a
relationship between the BMFs of IC neurons and the stimu-
lus carrier frequency could not be confirmed in electrophysi-
ological recordings �Krishna and Semple, 2000�. Since the

model has not been tested extensively, it is difficult to predict
whether a physiologically plausible range of integration time
constants used within the buildup circuit of the CN model
stage can account for the large range of BMFs observed in
the data �Schreiner and Langner, 1988, 1997�.

The second biologically motivated model describing the
transformation of temporal periodicity information into a
rate-based representation was suggested by Hewitt and Med-
dis �1994�. The CN stage of their model employs populations
of simulated chopper units �Hewitt et al., 1992� that are mor-
phologically associated with stellate cells in the ventral co-
chlear nucleus �VCN� �Rhode et al., 1983; Smith and Rhode,
1989�. While the chopping frequencies of units within one
population are identical, the chopping frequencies among
different populations of chopper units differ. Coincidence de-
tector units are located at the model IC stage, with each
coincidence detector receiving convergent input from one
population of chopper units. If an amplitude modulated
stimulus is presented to the model, the chopper units whose
chopping frequencies resemble the modulation frequency of
the stimulus synchronize best to the stimulus modulation.
Thus, this population of chopper units provides a highly syn-
chronized input to its subsequent IC coincidence detector. In
contrast, the activity within populations of units whose chop-
ping frequencies differ from the stimulus modulation is less
synchronized. The IC coincidence detectors that are driven
by these populations receive less synchronized input and re-
spond with a lower spike rate. The model by Hewitt and
Meddis �1994� therefore transforms the bandpass shaped
tMTFs observed in VCN chopper units into bandpass shaped
rMTFs. The different BMFs of different IC coincidence de-
tector units hereby result from different chopping frequen-
cies among the populations of chopper units. The different
BMFs are thus obtained from changing a temporal parameter
of the simulated chopper units. However, it is not clear
whether the range of BMFs �150–700 Hz� found in the
tMTFs of VCN chopper units �e.g., Frisina et al., 1990;
Rhode and Greenberg, 1994� matches the range of BMFs
observed in IC recordings �Schreiner and Langner, 1988,
1997�.

The most recent biologically motivated model describ-
ing the formation of bandpass shaped rMTFs in IC neurons
was suggested by Nelson and Carney �2004�. The CN stage
of their model employs a VCN bushy cell that receives un-
delayed excitatory AN input and delayed inhibitory AN in-
put. The model bushy cell projects onto the model IC neuron
in the same manner, i.e., it provides undelayed excitatory
input and delayed inhibitory input. The interaction of excita-
tory and inhibitory synaptic inputs results in a bandpass
shaped rMTF at the model IC neuron if the excitatory syn-
apses are assumed to be faster and weaker than the inhibitory
synapses. Different BMFs within different IC model neurons
are obtained by varying the time courses of the synaptic in-
puts. Thus, similar to the models by Langner �1981� and by
Hewitt and Meddis �1994�, different BMFs are gained from
systematic changes in the temporal model parameters. The
IC stage of the model by Nelson and Carney �2004� does not
seem to be critical for the generation of bandpass shaped
rMTFs since these would already result at the CN model unit
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if the same parameters were used for its excitatory and in-
hibitory synaptic inputs as for the IC model unit.

In contrast to the existing models where temporal model
parameters are systematically changed in order to obtain dif-
ferent BMFs within different model units, the modeling ap-
proach presented here employs a nontemporal mechanism
and therefore differs conceptually from the previous ap-
proaches. As in the previous modeling studies, the present
model reflects a biologically motivated circuit based on
simulated unit responses that can be associated with neural
response types. For example, simulated responses of ideal
onset �OI� units, a response type observed in the posteroven-
tral cochlear nucleus �PVCN�, are chosen to provide the tem-
poral information in the present model. This is due to the
so-called “entrainment” property, i.e., the generation of ex-
actly one spike per stimulus period, as found in OI units in
response to AM stimuli with modulation frequencies below
about 800 Hz �e.g., Rhode and Smith, 1986; Rhode, 1994�.

Another focus of this study is related to the nonlinear
processing inherent in the spike processes of a neural model.
In contrast to models that deal with the simulation of con-
tinuous, average �population� spike rates or spike probabili-
ties �like, e.g., Nelson and Carney, 2004�, the process of
spike generation and the simulation of neural responses on a
spike level involves strong nonlinearities. The continuous
fluctuations in the stimulus waveform or envelope are
thereby transformed into a binary pulse or spike code, sub-
jected to a neural circuit and are transformed back to a spike
rate reflecting again a continuous quantity. Since the process
that establishes the bandpass shaped rMTFs in the present
model is realized by a simulation of spikes, it is not clear in
advance to what extent the bandpass rMTFs behave like
bandpass filters in complex stimulus conditions. A bandpass
filtering operation in the envelope domain, as suggested in
psychoacoustical studies in humans �e.g., Dau et al., 1997a;
Ewert and Dau, 2000� would imply properties of a limited
resolution spectral decomposition of the stimulus’ envelope.

In the first part of the study, the model is presented and
the simulated responses of the individual stages are de-
scribed and explained, whereby simple stimuli are used, such
as high-frequency tone bursts and sinusoidally amplitude-
modulated �SAM� tones. It will be shown that the model can
account for several key observations in the experimental re-
sponse properties of the different units, as described in the
literature. Specifically, the model accounts for the transfor-
mation of temporal AM information into a rate-based respre-
sentation of stimulus periodicity. The model is tested with
SAM tones of different stimulation levels and modulation
depths. In the second part of the study, the model is tested
with complex stimuli, such as pure tones modulated by the
sum of two sinusoids, narrowband noises, and iterated
rippled noise �IRN�. The simulated responses to complex
envelope waveforms might reveal important information in
two ways. First, since the neural circuit is highly nonlinear, it
is not clear if the model is able to separate different compo-
nents in the envelope spectrum as it would be expected from
a linear modulation filterbank analysis. Second, complex en-
velope waveforms have not yet been systematically investi-

gated in physiological studies. The model thus might be use-
ful to validate hypotheses about the processing of these
complex sounds in units that exhibit a bandpass rMTF.

II. MODEL

A. General model structure

Here, an overview of the model structure and a descrip-
tion of the function of the circuit are provided. More detailed
information about the individual stages of the model are
given in Sec. II B. Figure 1 shows a schematic representation
of the model of the present study. The model is a cascade of
three stages: �i� peripheral processing �bottom�, �ii� CN pro-
cessing �middle�, and �iii� IC processing �top�. Excitatory
synaptic connections are represented by arrows while inhibi-
tory synaptic connections are represented by filled circles.
The peripheral processing stage includes basilar-membrane
filtering, inner hair-cell transduction and a simulation of AN
activity. The CN stage of the schematic model circuit con-
tains three neurons, each of which receives excitatory input
from the ascending AN fibers: an entrainment �EN� neuron
and two constant-rate �CR� neurons. All model CN units
project onto the IC stage of the model that consists of three
different neurons, two low-pass �LP� units and one bandpass
�BP� unit. Each LP unit of the model IC stage receives in-
hibitory input from the EN unit and excitatory input provided
by a different number of CR units of the CN stage. Hereby,
the first LP unit receives input from one CR unit and the
second LP unit receives input from both CR units.

In order to illustrate the basic function of the circuit,
Fig. 2 shows the expected idealized rMTFs of each model
unit in response to 100% SAM tones at a carrier frequency
equal to the characteristic frequency of the neural circuit.
The idealized rMTF of the EN model unit is shown in the
lower left panel of Fig. 2. Here, the spike rate of the EN unit
corresponds to the stimulus modulation rate up to 800 Hz.
Thus, in response to modulations of rates below 800 Hz, the
EN unit entrains to the stimulus modulation, emitting exactly
one spike per stimulus period. If the modulation frequency
exceeds 800 Hz, the EN unit can no longer follow the fast

FIG. 1. The architecture of the present model. The model is a cascade of
three stages: �i� the peripheral processing stages �bottom�, �ii� the CN stage
that includes an entrainment �EN� unit and a number of constant-rate �CR�
units �middle� and �iii� the IC stage of the model �top� that includes low-pass
�LP� and bandpass �BP� units. Excitatory synaptic connections between
model units are represented by arrows and inhibitory synapses by filled
circles.
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stimulus modulation. In this case, the unit generates only one
spike at stimulus onset. The lower right panel of Fig. 2
shows the idealized rMTFs of the two CR units in the CN
stage. The two lines in the figure are shown at slightly dif-
ferent levels for visualization purposes. Both CR units ex-
hibit a flat rMTF, i.e., their spike rate �of about 100 Hz in
this example� does not depend on the stimulus modulation
frequency.

The upper left panel of Fig. 2 illustrates the resulting
rMTFs of the two LP units. Within a certain range of modu-
lation frequencies, the activity of both LP units is suppressed,
due to the inhibitory contribution provided by the EN unit of
the CN stage. As the spike rate of the EN unit reflects the
stimulus modulation frequency, it provides little inhibition at
low modulation frequencies, and the spike rate of the LP
units reflects the excitatory contribution from their CR input
units. With increasing modulation rate, the inhibition pro-
vided by the EN model unit increases until it exceeds the
excitatory contribution from the CR units and suppresses the
activity of the LP unit. The activity of the LP unit remains
suppressed until the modulation frequency exceeds 800 Hz
when the EN unit fails to entrain and instead exhibits an
onset response. At such high modulation frequencies, the ac-
tivity of the LP unit again reflects the excitatory input of its
CR input units. The activity of the first LP unit �dashed line�,
receiving excitatory input from only one CR neuron, be-
comes suppressed if the stimulus modulation exceeds
100 Hz. In contrast, the second LP unit �solid line�, that re-
ceives excitatory input from both CR neurons, is not sup-
pressed below a stimulus modulation frequency of 200 Hz.

The model output unit is the BP unit of the IC stage,
which receives inhibitory input from the first LP unit �dashed
line� and excitatory input from the second LP unit �solid
line�. Within the model, the inhibitory LP unit input is speci-
fied to have a greater synaptic efficiency than the excitatory
LP unit input. This results in a bandpass shaped rMTF of the
model BP units as shown in the upper right panel of Fig. 2.
Since the modulation frequency at which an individual LP
unit becomes suppressed depends on how many CR units
project onto that unit, different BMFs of the model BP units

are obtained from varying the number of CR input units in
the present neural circuit. Thus, a rate-based representation
of AM is obtained by varying the number of CR units pro-
viding input to the different LP model units.

B. Processing stages of the model

1. Auditory periphery

Basilar-membrane filtering is simulated using a bank of
fourth-order gammatone filters �Patterson et al., 1988� with
center frequencies spaced according to the equivalent rectan-
gular bandwidth scale. A more sophisticated, nonlinear filter-
bank was not used in the current study since the effect of
peripheral nonlinearity on amplitude modulation processing
was assumed to be not critical for the functioning of the
neural circuit proposed here. The output of each gammatone
filter serves as input to Meddis’ model of the mechanical-to-
neural transduction at the hair-cell-auditory nerve synapse
�Meddis, 1986, 1988; Meddis et al., 1990�. The output is the
instantaneous AN discharge rate function in response to ar-
bitrary stimuli. The discharge rate at a particular point in
time can be considered as being proportional to the probabil-
ity that a spike is generated. Since the frequency range and
the number of AN fibers projecting onto the two types of CN
model units differ largely, the AN input of these units is
computed separately, as described below.

2. General neuron model dynamics

All model units are simulated by a point neuron model
with an integrate-to-threshold dynamic �Tuckwell, 1988� us-
ing a modified version of the MacGregor point neuron model
�MacGregor, 1987; Arle and Kim, 1991�. In order to simu-
late the distinct temporal response properties of the model
EN unit, this unit has some specific additional properties
which are described in Sec. II B 3. Specific details about the
CR unit are given in Sec. II B 5.

In the point neuron model, each presynaptic spike arriv-
ing at a model unit causes a postsynaptic current I�t� that
contributes to the membrane potential Vm�t� of the cell. For

FIG. 2. Schematic rMTFs of the different model units:
CN entrainment �EN� unit �lower left panel�, CN
constant-rate �CR� units �lower right panel�, IC low-
pass �LP� units �upper left panel� and IC bandpass �BP�
unit �upper right panel�.
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the CR, LP, and BP units, the shape of the postsynaptic cur-
rent in response to a presynaptic spike is described by an
“alpha function”

h��t� = �g0
t

k
e�− t

�� for t � 0

0 otherwise.
� �1�

A spike arriving at the unit causes an excitatory postsynaptic
current if the synaptic conductance g0�0, or an inhibitory
postsynaptic current if g0�0. The time constant � deter-
mines the duration of the postsynaptic current, and
k=0.02 ms represents a normalizing factor. The postsyn-
aptic current I�t� is calculated by a convolution of h��t�
and a �summed� presynaptic spike activity pattern in units
of volts. The voltage change dVm�t� /dt of the leaky-
integrator neuron caused by the flow of synaptic current
through the membrane is modeled by a parallel resistor-
capacitor electrical circuit with a membrane time constant
�m:

�m
dVm�t�

dt
= − Vm�t� + Vk�t� + RI�t� for t � 0. �2�

Here, �m equals RC, with R representing the resistance and C
the capacitance of the circuit. Vk�t� simulates a dynamically
changing potassium conductance, gk, reflecting the unit’s re-
fractoriness, with

�k
dgk�t�

dt
= − gk�t� + bs �3�

and

Vk�t� = −
gk�t�

G
Vm�t� . �4�

Following each spike of the unit represented by its state vari-
able s, the potassium conductance is increased by a constant
amount b and decays with the potassium time constant �k.
G=1/R is the total resting conductance. The unit’s state vari-
able s follows the relation

s = �0 for V�t� � �act

1 for V�t� � �act,
�5�

with V�t�=Vrest+Vm�t�, where Vrest represents the resting
potential of the unit. As long as the cell’s membrane po-

tential, V�t�, is below its spike threshold �act, the unit’s
state variable s is set to zero.

Besides the relative refractory period of the model units,
represented by the spike-induced increase in potassium con-
ductance, the unit also incorporates an absolute refractory
period of 1.5 ms, during which no further spikes can be emit-
ted by the unit. The specific parameters of the CR, LP and
BP units are summarized in Table I.

3. Entrainment units in the CN

The EN unit of the model CN stage provides the tempo-
ral periodicity information which is transformed into a rate-
based periodicity representation by the present neural circuit.
Thus, the quality of the overall model depends crucially on
the reliability and temporal precision of the simulated EN
unit responses. The EN unit is simulated using a functional
point-neuron model similar to the one suggested by Dicke
and Dau �2005�. In contrast to the other model units de-
scribed above, this functional model disregards changes in
the potassium conductances following a spike. The model
describes ideal onset responses as observed in octopus cells
in the ventral cochlear nucleus �VCN�. Octopus cells have
been found to entrain to the stimulus modulation �Rhode and
Smith, 1986; Rhode, 1994�, when stimulated with SAM pure
tones with modulation frequencies �800 Hz. Due to their
precisely timed action potentials these cells have been as-
sumed to be the best temporal encoders of AM stimuli
among all major cell types in the cochlear nucleus �Frisina et
al., 1990; Rhode, 1994; Winter and Palmer, 1995�.

In the model, it is assumed that a large number of AN
fibers converge on a CN model unit �Dicke and Dau, 2005�.
Therefore, the deterministic discharge rate function is used
as the time-dependent AN input to the EN unit, i.e., no indi-
vidual spike trains for each AN fiber are computed. In order
to account for the wide across-frequency input that octopus
cells receive �Oertel et al., 2000�, the simulated AN activity
is summed across a range of cochlear filters, such that each
model unit receives equally weighted input from 11 cochlear
filters spanning a frequency range of approximately one oc-
tave centered at the unit’s CF.

In contrast to the dynamics of the other model units
described earlier, the EN unit has a biphasic postsynaptic
current instead of the monophasic “alpha function,”

TABLE I. Simulation parameters of the CR, LP, and BP model units.

Parameter Description CR LP BP

Vrest Membrane equilibrium potential −60 mV −60 mV −60 mV
�m Membrane time constant 3 ms 10 ms 5 ms
�k Potassium time constant 1.5 ms 1.5 ms 1.5 ms
G Total resting conductance 50 nS 50 nS 50 nS
b Potassium conductance change 0.1 mS 50 �S 50 �S
�act Spike threshold −50 mV −40 mV −40 mV
� �ex� EPSC time constant 0.5 ms 0.5 ms 0.5 ms
� �in� IPSC time constant 1 ms 3 ms
g0 �ex� Conductance of an excitatory synapse 0.01 nS 0.06 nS 0.06 nS
g0 �in� Conductance of an inhibitory synapse 0.9 nS 1.2 nS
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hb�t� = �g0
t

k
�e�− t

�a
	 − ce�− t

�b
	� for t � 0

0 otherwise.
� �6�

As described in Dicke and Dau �2005�, the biphasic mem-
brane impulse response realizes a high-pass filtering of the
synaptic input, i.e., stimulus transients and fast changes are
enhanced relative to sustained stimulus portions. With this
feature, the EN model unit effectively acts as a change de-
tector on its synaptic input. The model also uses a spike-
blocking mechanism �e.g., Romand, 1978; Dicke and Dau,
2005� that prevents the unit from emitting multiple spikes
within one period of a periodic stimulus. Following each
spike, the EN unit enters a spike-blocked state during which
it cannot exhibit further action potentials. This spike-blocked
state lasts until its potential falls below a so-called spike-
blocking release threshold �rel that releases the cell from
spike blocking. Additionally, the EN unit possesses an
absolute refractory period of 0.8 ms during which it can-
not emit further action potentials. The combination of the
biphasic membrane impulse response and the spike-
blocking mechanism has been shown to account for the
simulation of entrainment to periodic stimuli �Dicke and
Dau, 2005�. The values of the EN unit parameters are
given in Table II.

4. Variation of entrainment unit parameters

With the choice of the EN unit parameters as given in
Table II, the units show a step transition from no encoding of
modulation depths below 30% to undistinguishly encoding
modulation depths above 40%. In order to allow for the en-
coding of a large dynamic range of modulation depths in the
present model, a set of ten different EN units were used that
differ in their sensitivity to different modulation depths. This
was achieved by varying their spike threshold �act and their
spike-blocking release threshold �rel. While the spike thresh-
old �act determines the membrane potential at which the unit
is sufficiently depolarized to generate an action potential, the
release threshold �rel determines the hyperpolarized poten-
tial at which the unit is released from spiked blocking �see
Fig. 1 in Dicke and Dau, 2005�. The threshold potentials
chosen for the ten EN units of the present model are given in
Table III.

The ten EN units introduce an additional �hidden� layer
in the model topology, shown in Fig. 1: The circuit can be
considered as being repeated for each of the ten EN units and
the final model output is obtained by summing the activity of

BP units with identical BMFs along the newly introduced
“modulation-depth,” or EN, layer. This summed activity is
finally normalized in order to obtain the model output hence-
forth referred to as the relative spike rate of the filters. In
principle, the same summation could also be considered for
the LP units but is not explicitly addressed here.

The introduction of the modulation-depth layer to the
model can be viewed as a simplified realization of a popula-
tion of adaptive EN units that change their parameters in
response to the stimulus modulation depth. The rate response
of the population would increase monotonically as the modu-
lation depth increases. The simplification of ten EN units
with specific choice of parameters reflects a discrete approxi-
mation to a neural population. It does not imply that an or-
dered array of EN units with different thresholds exists. In
accordance to the adaptive EN units which provide an in-
creasing population rate response as a function of modula-
tion depth, one would need to assume an increasing number
of CR units that are activated with increasing modulation
depth of the stimulus.

5. Constant-rate units in the CN

While the EN unit provides the model with the temporal
AM information, the CR units provide the mechanism by
which the modulation frequency selectivity of the IC units is
shaped. The CR units of the present model are simulated
using a point-neuron model as described in Sec. II B 2, ad-
justed to mimic a sustained chopping response as observed in
VCN stellate cells. Each CR model unit receives input from
50 AN fibers, all originating from the same peripheral filter
channel. The individual spike train of each AN fiber is ob-
tained by comparing the instantaneous hair-cell discharge
probability with a random number equally distributed in the
range �0. . .1�. If the instantaneous spike probability exceeds
the random number, a spike is generated and the AN fiber
enters a refractory period of 1 ms.

In the following, predictions obtained with the model
circuit will be presented using pure-tone and amplitude
modulated stimuli.

TABLE II. Simulation parameters of the EN model unit.

Parameter Description EN

Vrest Membrane equilibrium potential −60 mV
�m Membrance time constant 1 ms
�act Spike threshold −45 mV
�a Effective PSC time constant 0.1 ms
�b Effective PSC time constant 0.2 ms
c Constant PSC factor 0.25
�rel Spike blocking release threshold −59 mV

TABLE III. Parameter variation of the EN model unit. Pairs of the spike
threshold, �act, and the spike blocking release threshold, �rel, are given. All
other parameters were as in Table II.

EN unit �act�mV� �rel�mV�

1 −58.5 −63.5
2 −57.2 −65.0
3 −54.1 −67.5
4 −51.0 −69.5
5 −48.5 −71.0
6 −43.0 −74.2
7 −37.0 −76.5
8 −31.0 −81.5
9 −21.5 −87.0
10 −9.5 −93.0

J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 Dicke et al.: A neural circuit for periodicity coding 315



III. SIMULATIONS

All simulations were performed within the neural circuit
that receives input from the peripheral channel centered at
10 kHz. For the analysis of the different unit types, the neu-
ral circuit was tested using sinusoidally amplitude modulated
�SAM� 10 kHz tones. The degree of synchronization of the
model response to a SAM tone was analyzed using the syn-
chronization coefficient �SC; Goldberg and Brown, 1967�,
computed as the vector strength of the distribution of spikes.
A SC value of 1 indicates perfect synchronization to the
stimulus modulation, while SC=0 represents no synchroni-
zation at all. Additionally, the rMTF where the spike rate is
plotted as a function of the modulation frequency was com-
puted in response to SAM stimuli. SAM stimuli were pre-
sented for 1.05 s with the initial 50 ms of a unit’s response
being excluded from the analysis in order to avoid onset
effects. The response types of the different model units are
characterized by their peristimulus time histograms �PSTHs�
yielded in response to 100 ms duration, 10 kHz tone bursts
presented at 60 dB sound pressure level �SPL�. PSTHs were
gained from 100 stimulus representations of the high-
frequency tone burst and analyzed in 0.5 ms bins. All simu-
lations of the present study were performed using discrete

time signal processing at a sampling rate of 50 kHz. For the
analysis of the BP units, the response to complex sounds
�such as two-component AMs, narrowband noise, and iter-
ated rippled noise� as well as different modulation depths
were considered. If not stated otherwise, the stimuli were
presented at a level of 60 dB SPL.

A. Response characteristics of the different units

First, the output of the different unit types is shown ex-
emplarily for the EN layer with the parameters given in
Table II. The upper right panel of Fig. 3 displays the modu-
lation transfer functions of the EN unit in response to a 100%
SAM 10 kHz tone. The spike rate �triangles, right scale� of
the EN unit reflects the stimulus modulation rate up to
600 Hz. Above 600 Hz, the EN unit cannot follow the fast
fluctuations of the modulated stimulus anymore and exhibits
purely an onset response to the stimulus. The figure also
shows the synchronization coefficient �circles, left scale� of
the EN unit that lies between 0.99 and 1 for modulation
frequencies below 600 Hz. The high synchronization coeffi-
cient, together with a spike rate that reflects the stimulus
modulation rate, indicates a nearly perfect entrainment of the
unit to the stimulus modulation.

FIG. 3. Left: PSTHs of the different model units in
response to a 10 kHz tone burst presented at 60 dB
SPL. Right: rMTF and synchronization coefficient �up-
per two panels� of the different model units �indicated
by the abbreviations in the left panels� in response to
100% SAM 10 kHz tones with varying modulation fre-
quencies presented at 60 dB SPL. The upper row shows
responses for the EN model unit. The MTFs of the EN
unit indicate a nearly perfect entrainment of the unit to
the stimulus modulation. The second row shows the CR
model unit response. The spike rate of the unit is inde-
pendent of the modulation frequency of the stimulus.
The third row shows the response of the LP model unit
receiving input from four CR units. The LP unit reflects
the chopping of its input units �left�. On the right the
rMTF of the LP unit receiving input from eight CR
units �circles� and the rMTF of the LP unit receiving
input from four CR units �triangles� is shown. The re-
gion of suppression occurs at different modulation fre-
quencies in the two units. The bottom row shows the
responses of the BP model unit receiving excitatory in-
put from the LP unit with eight CR inputs and inhibi-
tory input from the LP unit with four CR inputs. The
unit reveals an onset response �left�. However, com-
pared to the EN unit, the BP unit responds with a larger
first-spike latency and less temporal precision. The
rMTF on the right reveals a BMF of 100 Hz.
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The upper left panel of Fig. 3 displays the PSTH of the
EN model unit. The unit exhibits one spike at stimulus onset
that is followed by no further activity during the sustained
portion of the stimulus due to the spike-blocking mechanism
of the model �Dicke and Dau, 2005�. The PSTH of the EN
model unit can be associated with a cochlear nucleus ideal
onset �OI� unit. These units have been found to respond to
pure-tone stimuli �f �2 kHz� revealing one sharply timed
action potential at stimulus onset followed by little or no
��10 spikes/s� subsequent activity during the sustained por-
tion of the tone �Godfrey et al., 1975; Rhode and Smith,
1986�. Thus, in terms of its onset PSTH and its entrainment
to SAM stimuli, the response properties of the model EN
unit correspond well to the responses observed in PVCN
octopus cells.

The right panel in the second row of Fig. 3 shows the
modulation transfer functions of a model CR unit in response
to a 100% SAM 10-kHz tone. Despite small fluctuations in
the spike rate �triangles, right scale�, resulting from stochas-
tical fluctuations in the simulated AN activity, the rMTF re-
veals that the spike rate of the CR neuron �85–95 Hz� does
not depend on the modulation frequency of the stimulus. The
figure also shows the corresponding synchronization coeffi-
cient �circles, left scale�. According to its tMTF, the CR unit
synchronizes best to a modulation frequency close to
100 Hz, while its synchronization to most other modulation
frequencies is poor. The increased synchronization at a
modulation frequency of about 100 Hz can be explained
from the chopping property of the unit that leads to maxi-
mum synchronization when stimulus frequency and intrinsic
chopping frequency correspond to each other, while synchro-
nization is strongly decreased if the frequencies do not
match.

The corresponding left panel displays the simulated
pure-tone PSTH of the CR model unit. It shows that the unit
responds with a preferred interspike interval of approxi-
mately 10 ms �reflecting the inverse of the chopping rate�,
which is not related to the periodicity of the 10-kHz tone.
The CR unit thus displays a so-called sustained chopping
response. The simulated PSTH can be associated with stel-
late cells in the VCN that have been found to reveal a chop-
ping response when stimulated by a pure tone with an indi-
vidual chopping frequency that is not related to the stimulus
frequency �Rhode et al., 1983; Smith and Rhode, 1989�.
Moreover, recorded rMTFs of stellate cells have been found
to be flat, while their tMTFs are low-pass shaped at low
stimulus levels and become increasingly more bandpass-like
as the stimulus level increases �Frisina et al., 1990; Kim et
al., 1990; Rhode, 1994�. Thus, the output of the CR model
unit appears to correspond to VCN stellate cell responses in
terms of its pure-tone PSTH and its MTFs.

Each LP unit of the model IC stage receives excitatory
synaptic input from a different number of CR model units
and inhibitory synaptic input from the EN model unit �see
Fig. 1�. Apart from the different number of CR unit inputs,
all LP units of the present model are identical. The right
panel in the third row of Fig. 3 shows the rMTFs of a model
LP unit that receives 8 CR inputs �circles� in response to
100% SAM 10-kHz tones. This rMTF reveals that the activ-

ity of the LP unit is suppressed at modulation frequencies
�200 Hz. This is due to the inhibition provided by the EN
model unit that increases with increasing modulation fre-
quency �Fig. 3� until it exceeds the excitatory input from the
CR units. At modulation frequencies exceeding 800 Hz,
where the EN unit exhibits a purely onset response, the ac-
tivity of the LP unit is no longer suppressed, and it responds
with a spike rate that reflects its CR inputs. The rMTF of the
model LP unit receiving input from only four CR units �tri-
angles� is also shown for comparison. The activity of this LP
unit already becomes suppressed at modulation frequencies
between 70 and 100 Hz, due to the smaller number of CR
units providing input to this unit.

The corresponding left panel displays the pure-tone
PSTH of the LP unit receiving four CR inputs as an example.
The LP model unit reveals a sustained PSTH that reflects the
chopping found in its CR input, while the EN unit only pro-
vides input at the tone onset due to its ideal onset response to
high-frequency tones. Electrophysiological recordings from
IC neurons using 100% SAM tones have revealed IC rMTFs
that partly resemble the simulated LP rMTFs in their distinct
shape �Krishna and Semple, 2000�. Krishna and Semple
�2000� investigated the modulation depth dependency of
such IC rMTFs and defined the “region of suppression” as a
range of modulation frequencies where the spike rate of a
neuron is decreased. IC neurons that show a region of sup-
pression in their rMTFs were found to exhibit sustained
pure-tone PSTHs �Krishna and Semple, 2000�. The simula-
tions of the pure-tone responses resulting from the model LP
unit are consistent with their finding.

Each BP unit of the model IC stage receives weak exci-
tatory synaptic input from one model LP unit and strong
inhibitory input from an adjacent model LP unit �see Fig. 1�.
Compared to the LP unit that provides the excitatory BP
input, the LP unit providing the inhibitory BP input receives
a smaller number of CR inputs. The bottom right panel of
Fig. 3 displays the rMTFs of the model BP unit that receives
input from the two LP units shown before, in response to a
100% SAM 10-kHz tone. Weak excitatory input is provided
by the LP unit receiving input from eight CR units �third
row, circles�, while strong inhibitory input is provided by the
LP unit receiving input from four CR units �third row, tri-
angles�. While the inhibitory LP unit suppresses the activity
of the BP unit at low modulation frequencies, it provides no
inhibitory contribution at modulation frequencies �100 Hz.
However, the contribution of the excitatory LP unit is not
suppressed until the modulation frequency reaches 200 Hz,
resulting in a bandpass shaped rMTF of the BP unit. At
modulation frequencies �800 Hz, where both LP units are
exclusively driven by the CR input, the contribution of the
inhibitory LP unit compensates for the excitatory LP unit
input such that the BP unit reveals no response.

The bottom left panel of Fig. 3 shows the pure-tone
PSTH of the model BP unit. In contrast to the sustained
PSTH found in the model LP units �third row, left panel�, the
model BP unit reveals an onset PSTH. This agrees with data
recorded by Krishna and Semple �2000� who found that IC
neurons that reveal bandpass shaped rMTFs often possess an
onset PSTH.
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B. Characteristics of modulation bandpass filters

In order to obtain bandpass shaped rMTFs with BMFs
that cover a range of modulation frequencies, 2n=32 CR
units �n=5� were simulated within the same peripheral filter
�CF=10 kHz�. The 2n CR units project onto n+1 different
LP units, each of which receives input from a different num-
ber of CR units, ranging from 20 to 2n. In this way, n model
BP units can be obtained that reveal bandpass shaped rMTFs
with n different BMFs. The BP units analyzed in the follow-
ing are the result of summation across the EN layer described
in Sec. II B 4. The left panel of Fig. 4 displays the simulated
bandpass rMTFs of the five BP units in response to 100%
SAM 10 kHz tones. Each rMTF is normalized by its indi-
vidual maximum response rate �i.e., its BMF spike rate�. The
value of the corresponding BMF spike rate is shown above
each rMTF. The right panel of Fig. 4 displays data obtained
in IC recordings replotted from Langner and Schreiner
�1988�. The recorded data were obtained from 100% SAM
tones with carrier frequencies that corresponded to the indi-
vidual CF of the recorded unit, presented between 30 and
60 dB above the unit’s individual response threshold.

The quality factor of a bandpass rMTF can be expressed
as the BMF divided by the bandwidth of the rMTF 6 dB
below its peak �Q6 dB�. The average Q6 dB value of 0.8±0.3
reported by Langner and Schreiner �1988� differs from the
simulated average Q6 dB values given in Table IV. However,
the simulated Q6 dB values are in the range of the Q6 dB

values derived from psychophysical modulation masking ex-
periments �Dau et al., 1997a, b; Ewert and Dau, 2000�. Due
to a lack of recorded data, no average Q3 dB value �BMF
divided by the bandwidth of the rMTF 3 dB below its peak�
can be given for the recorded bandpass MTFs. However,

simulated and recorded Q3 dB values can be compared using
the rMTF with a BMF of 100 Hz as an example. The Q3 dB

value of about 1.8 of the recorded 100 Hz bandpass lies in
the region of the Q3 dB value of 2.4 of the simulated 100 Hz
bandpass.

C. Encoding of modulation depth and stimulus level

The upper left panel of Fig. 5 displays the relative spike
rates of the four 100-Hz BP units that receive input from the
EN model units corresponding to the threshold combinations
1, 2, 5, and 10 �see Table III� as a function of AM modula-
tion depth. The relative spike rates are obtained from a
10 kHz tone modulated at a rate of 100 Hz with different
modulation depths. Each of the BP units is shown to encode
only a limited dynamic range of modulation depths. Within
the corresponding 100 Hz filter of the model, the large dy-
namic range of modulation depths results from the summed
activity of all ten BP units. The upper right panel of Fig. 5
displays the relative spike rate of the 100 Hz filter as a func-
tion of the modulation depth of a 10 kHz tone, modulated at
a rate of 100 Hz. The relative spike rate is essentially a linear
function of the stimulus modulation depth.

The lower left panel of Fig. 5 displays the 100 Hz filter
transfer function for a 10 kHz tone amplitude modulated
with depths of 20% �circles�, 50% �triangles�, and 100%
�squares�. The simulated filter functions reveal that neither
the BMF nor the overall bandpass shape of the 100 Hz filter
are affected by the modulation depth of the stimulus. Esti-
mated Q6 dB values are 1.4 for 100%, 1.6 for 50%, and 1.7
for 20% modulation depth.

The lower right panel of Fig. 5 displays the simulated
relative spike rate of the 100 Hz filter as a function of the
modulation frequency of a 100% amplitude modulated
10 kHz tone, presented at different stimulus levels. Increas-
ing the stimulus level from 40 to 80 dB yields only small
changes in the relative spike rate of the 100 Hz filter indicat-
ing that the simulated bandpass filters are independent of
stimulus presentation level in the tested range. This differs
from most of the recorded responses that depend on the
stimulation level, as will be further discussed in Sec. IV B.

FIG. 4. Left: Simulated rMTFs of the five model BP units in response to 100% SAM 10-kHz tones with varying modulation frequencies. Each rMTF is
normalized by its BMF spike rate �given above the rMTFs� that corresponds to the spike rate at the peak of the unit’s rMTF. The BMF rate used to gain the
relative spike rate from the summed activity of all ten model BP units with identical BMFs is shown above each filter. Right: Recorded IC rMTFs in response
to 100% SAM tones with carrier frequencies that correspond to the individual CF of the recorded unit. Stimuli were presented 30–60 dB above the individual
response threshold of a unit. Each rMTF is normalized by its BMF spike rate that is given above each rMTF. Replot with permission from Langner and
Schreiner �1988�.

TABLE IV. Q6 dB values of the model filters.

BMF �Hz� Q6 dB

20 0.6
50 2.0
100 1.4
200 1.4
350 1.4
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D. Processing of complex envelope waveforms

In the following, it is evaluated to what extent the five
modulation filters simulated by the present neural model act
like a bank of �linear� filters when applied to complex enve-
lope waveforms that consist of more than a single modula-
tion frequency. Considering the highly nonlinear neural cir-
cuit that gives rise to the formation of the bandpass rMTF
shape, it cannot be assumed in advance that the model BP
units exhibit the frequency resolving properties of a linear
bandpass filter when presented with a mixture of amplitude
modulation frequencies. However, such a property is com-
monly associated with modulation filters or the concept of a
modulation filter bank.

In order to evaluate to which extent the five modulation
filters simulated in the present model can be associated with
linear amplitude modulation filters, the simulated relative
spike rates obtained in response to complex stimuli were
compared to the calculated integrated envelope power at the
output of each model filter. This approach is based on the
psychophysically motivated envelope-power spectrum model
�EPSM, Dau et al., 1999; Ewert and Dau, 2000�, which is
conceptually similar to the classical power-spectrum model
of masking �e.g., Fletcher, 1940; Zwicker et al., 1957� where
the signal power at the output of an auditory filter centered at
the signal frequency is used to estimate its detectability. In
the present study, the amount of the integrated envelope
power at the output of a linear filter is calculated �and indi-
cated as “EPSM”� and compared to the simulations �indi-
cated as “Sim”� obtained with the suggested nonlinear neural
circuit.1 Deviations between the simulations and the EPSM
predictions indicate nonlinear effects in the neural circuit.

1. Processing of two-component AM

The amplitude modulated stimuli s�t� used in the simu-
lations consist of a pure-tone carrier with frequency
fc=10 kHz that is modulated by the sum of two sinusoids,
fm1 , fm2, with modulation depths m1=m2=0.5:

s�t� = sin�2	fct��1 + m1sin�2	fm1t� + m2sin�2	fm2t�� .

Figure 6 displays the temporal envelopes of two complex
AM stimuli with fm1=55 Hz and fm2=200 Hz �upper left
panel� and fm1=18 Hz and fm2=200 Hz �upper right
panel�. The corresponding envelope spectra, shown in the
respective middle panels of the figure, both reveal three
spectral components, the dc component �peak at 0 Hz� and
two components that correspond to the two imposed
modulation frequencies. The amplitudes of the spectral
components are given in dB with respect to the dc peak
which was chosen to correspond to 0 dB.

The two lower panels of Fig. 6 display the simulated
neural activity of the five model filters �circles� in response
to the AM stimuli. The output of the EPSM is also shown,
represented by the crosses. The simulation results from the
neural model largely agree with the EPSM results. Only the
result for the 20 Hz filter in response to the AM stimulus
with fm1=55 Hz and fm2=200 Hz �lower left panel� clearly
deviates from the EPSM output which will be further ad-
dressed in the discussion.

2. Processing of narrowband noise

Narrowband Gaussian noise and low-noise noise of the
same bandwidth were used to further characterize the present
model. The narrowband Gaussian noise was generated by
setting the magnitude of the Fourier components of a broad-
band Gaussian noise to zero outside the desired passband of
100 Hz. The noise band was centered at 10 kHz. The low-
noise noise was generated from a 100-Hz-wide Gaussian
noise, centered at 10 kHz, by ten iterations of the following
steps: The temporal waveform of the noise was divided by its
temporal envelope on a sample-by-sample basis, and the
Fourier spectrum of the resulting waveform was restricted to
its original bandwidth of 100 Hz. The resulting waveform
exhibits a smooth temporal envelope. A more detailed de-
scription of this procedure can be found in Kohlrausch et al.
�1997�. The upper row of Fig. 7 displays the temporal enve-
lope of the narrowband Gaussian noise �left� and the corre-

FIG. 5. Upper left panel: Responses of the 100 Hz BP
units receiving indirect input from the four EN units
with the threshold combinations 1, 2, 5, and 10 �see
Table III� as a function of the modulation depth of a
10 kHz tone modulated at a rate of 100 Hz �stimulus
presentation level: 60 dB SPL�. The simulated spike
rate of each BP unit is divided by the BMF rate of the
100 Hz filter. Upper right panel: The relative spike rate
of the 100 Hz filter as a function of the modulation
depth of the same AM stimulus. Lower left panel: The
relative spike rate of the 100 Hz filter in response to
amplitude modulated 10 kHz tones with different
modulation frequencies and modulation depths �20%,
50%, and 100%�. Lower right panel: The relative spike
rate of the 100 Hz filter as a function of the modulation
frequency of a 100% amplitude modulated 10 kHz tone
presented at 40, 60, and 80 dB SPL.
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sponding low-noise noise �right�. The middle row shows the
respective envelope spectra, normalized to a dc peak of
0 dB. Except for the dc peak, the Gaussian noise �left� ex-
hibits a triangular continuous envelope spectrum, if plotted
on a linear scale, which decreases rapidly for spectral com-
ponents exceeding the bandwidth of the noise. Despite the
identical bandwidths, the envelope spectrum of low-noise
noise �right� exhibits a completely different shape. The en-
velope spectrum of low-noise noise contains much less en-
ergy than the envelope spectrum of Gaussian noise �see also
Dau et al., 1999�.

The bottom row of Fig. 7 shows the simulated neural
activity of the five model filters �circles� in response to the
Gaussian noise �left� and low-noise noise �right� together
with the EPSM results �crosses�. In both cases, the simulated
activity of the neural model is similar to the output obtained
with the EPSM. While the activity at the output of filters
with BMFs below the stimulus bandwidth reflects the trian-
gular shape of the envelope spectrum of the Gaussian noise,
filters with BMFs that exceed the bandwidth of the stimulus
reveal essentially no activity �lower left panel�. As expected
from comparing the overall amount of energy in the enve-
lope spectra of narrowband Gaussian noise and low-noise
noise, in case of the low-noise noise �right bottom panel�, the
activity of filters with BMFs below the bandwidth of the
low-noise noise is generally smaller than those obtained in

response to Gaussian noise of the same bandwidth �compare
to lower left panel�. Filters with BMFs that exceed the band-
width of the low-noise noise reveal no response, as is also
expected from the envelope spectrum of the stimulus.

3. Processing of iterated rippled noise

The iterated rippled noise �IRN� stimulus was generated
from a broadband Gaussian noise. The noise was iteratively
attenuated and delayed before being added to the original
version of the noise. During the iteration process that results
in a quasi-periodicity of the stimulus, the output of one itera-
tion stage served as input to the next iteration stage. The
process used here followed the “add same” configuration de-
scribed in Yost �1996�. The IRN stimulus was obtained from
N=16 iterations using a delay 
=20 ms and a gain g=1.
While the narrowband stimuli used in the previous sections
were not affected by the peripheral filter transfer function at
10 kHz, the broadband IRN stimulus had to be filtered before
computing the EPSM output. The temporal envelope of the
filtered IRN stimulus is shown in the upper panel of Fig. 8
and the corresponding envelope spectrum is shown in the
middle panel. The amplitudes of the spectral envelope com-
ponents are given in dB with the dc peak corresponding to
0 dB. The magnitude spectrum �not shown� as well as the

FIG. 6. The upper row shows the tem-
poral waveform of the envelope of a
10 kHz tone modulated by the sum of
two sinusoids with modulation fre-
quencies fm1=55 Hz and fm2=200 Hz
�left� and fm1=18 Hz and fm2

=200 Hz �right�. The middle row
shows the corresponding envelope
spectra of the two-component AM
stimuli normalized such that the dc
peak corresponds to 0 dB. In the bot-
tom row the simulated relative spike
rates of the five model filters �circles�
and EPSM output �crosses� in re-
sponse to the stimuli at a presentation
level of 60 dB SPL.
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envelope spectrum of the IRN reveal a rippled structure with
peaks at integer multiples of 50 Hz, the reciprocal of the IRN
delay 
=20 ms.

The bottom panel of Fig. 8 displays the simulated rela-
tive spike rates of the five model filters �circles� in response
to the IRN stimulus presented at 60 dB SPL. Additionally,
the EPSM results are represented by crosses. Although they
are in qualitative agreement, the model output activity and
the EPSM results differ from one another. For example, the
EPSM output for the 20 Hz filter is clearly larger than the
simulated spike rate obtained for this filter. The opposite is
observed for the 350 Hz filter, where the simulated spike rate
exceeds the EPSM output. Possible reasons for this differ-
ence between the two models will be addressed below.

IV. DISCUSSION

A. Biological plausibility of the present model

The pure-tone PSTH and the rMTF of each model unit
have been compared to data from electrophysiological re-
cordings, such that each unit could be associated with a
physiological response type. The simulated responses of the
model EN unit, for example, correspond to responses found
in PVCN octopus cells. These cells were found to project to
the superior paraolivary nucleus �SPN� and the ventral
nucleus of the lateral lemniscus �VNLL�. The influence of

octopus cells on the IC is indirect and inhibitory as neurons
in the SPN are GABAergic �Kulesza and Berrebi, 1999�, and
neurons in the VNLL that are innervated by octopus cells are
glycinergic �Saint Marie et al., 1997�. An explicit simulation
of VNLL cells was not included in the model. It was as-
sumed here that VNLL units show similar response proper-
ties as the EN units of the present model. Generally, a large
diversity of temporal response types has been observed in the
VNLL including a reasonable percentage of onset responses
�e.g., Batra and Fitzpatrick, 1999�. Recently, Zhang and
Kelly �2006� have shown in the rat that VNLL units with
onset responses and high precision in timing exist. It has
been suggested that the neurons in the VNLL are particularly
well suited for preserving and processing temporal informa-
tion in the auditory system �Oertel and Wickesberg, 2002�.

The inhibitory influence of octopus cells on IC neurons
therefore seems to agree with the neural connectivity as-
sumed in the present model. Moreover, the ability of octopus
cells to entrain to periodic stimuli �Rhode and Smith, 1986;
Rhode, 1994; Oertel et al., 2000� has led to the assumption
that these cells might play an important role in the process-
ing of amplitude modulation and pitch information �Frisina
et al., 1990; Golding et al., 1995; Evans and Zhao, 1997; Cai
et al., 2001�. The present study specifically assumes that the
unit that generates OI responses in the neural circuit is very

FIG. 7. The upper row shows the tem-
poral envelope of a narrowband
Gaussian noise �left� and a low-noise
noise �right� centered at 10 kHz with a
bandwidth of 100 Hz. The middle row
shows the corresponding envelope
spectra normalized to a dc peak of
0 dB. In the bottom row, simulated
relative spike rates of the five model
filters �circles� in response to the re-
spective stimuli presented at a level of
60 dB SPL are shown. The corre-
sponding EPSM output is represented
by the crosses.

J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 Dicke et al.: A neural circuit for periodicity coding 321



critical for the formation of bandpass shaped rMTFs, and for
the processing of complex periodic waveforms.

The CR units of the model circuit can be associated with
VCN stellate cells. These units have been found to project to
the IC via synaptic terminals that are indicative of an exci-
tatory neural connection �Smith and Rhode, 1989�. The ex-
citatory projections of stellate cells onto IC neurons agree
with the assumed model connectivity.

Compared to the CN, little is known about cell types and
neural connectivity in the IC. However, Krishna and Semple
�2000� reported that IC neurons having rMTFs with a region
of suppression exhibit a sustained pure-tone PSTH. In con-
trast, IC neurons that reveal a bandpass shaped rMTF show
an onset-type pure-tone PSTH. These findings can be simu-
lated qualitatively by the IC model units. Although it is not
known what causes the region of suppression observed in
recorded IC rMTFs, the connectivity of the present model
might provide a possible mechanism by which the regions of
suppression could be shaped.

Little is known about lateral connections between neu-
rons in the IC. It is unclear whether the ordered lateral inhi-
bition among neighboring cells, as assumed in the circuit, is
biologically plausible or not. However, the fact that the au-

ditory midbrain appears to be extensively interconnected
�Oliver and Huerta, 1991� does at least not seem to argue
against the choice of lateral connections in the present
model.

The EN units were derived in such a way that they sys-
tematically differ in their two threshold potentials, namely
the spike and release thresholds. The specific choice of the
EN threshold potentials �see Table III� results in a linear
relation between the simulated spike rate of a modulation
filter and the modulation depth of a SAM stimulus �see upper
right panel of Fig. 5�. The required differences in the sensi-
tivity of different EN model units to fluctuations in the
stimulus envelope might also be obtained by a number of
alternative implementations. This could be done, for ex-
ample, by exclusively varying the spike thresholds of the
different EN units, or by exclusively varying their release
thresholds or their membrane time constants. Thus, although
the way in which the different EN units of the present model
are implemented is somewhat arbitrary, the general mecha-
nism assumed here to account for the processing of different
modulation depths in SAM stimuli and complex envelope
waveforms is not affected by the implementation details of
the EN units.

B. Rate normalization of BP units and level
dependency

The current model topology directly results in a maxi-
mum discharge rate of the BP rMTFs proportional to the
BMF of the unit �left panel of Fig. 4�. This is not observed in
the physiology as seen in the right panel of Fig. 4 which
shows data replotted from Langner and Schreiner �1988�. A
constant maximum discharge rate would be achieved if an
increasing number of parallel circuits inversely proportional
to the BMF of the respective units was assumed. This solu-
tion is comparable to the decreasing number of chopper units
as input to the coincidence cells with increasing BMF in the
model of Hewitt and Meddis �1994�. A higher number of
parallel circuits at low BMFs would also increase the fidelity
of the coding of these modulation frequencies, an aspect that
seems particularly important with respect to the role of low
amplitude modulations in speech perception.

Another property of the current model is that the rMTFs
of the BP units are essentially level independent between 40
and 80 dB �lower right panel of Fig. 5�. The main reason for
this behavior is the “cycle count” property of the model EN
units that was designed to be level independent over a large
range. While psychophysics suggests level independency of
AM coding over large level ranges, this appears to be incon-
sistent with results from physiological studies in detail. How-
ever, a diversity of level dependent response functions have
been found in the IC. For example, Krishna and Semple
�2000� showed responses with either enhancement or with
suppression which all showed different amounts of level de-
pendency. The model of Hewitt and Meddis �1994� shows a
decrease of the rMTF at BMF with level at levels 20–30 dB
above threshold which is caused by the decreasing synchro-
nization of the chopper response to the positive half cycle of

FIG. 8. The upper panel shows the temporal envelope of the IRN stimulus
with 
=20 ms, g=1 and N=16. The middle panel shows the corresponding
envelope spectrum normalized to a dc peak of 0 dB. In the bottom panel, the
simulated relative spike rate of the five model filters �circles� in response to
the IRN stimulus presented at a level of 60 dB SPL is shown. The corre-
sponding EPSM output is represented by the crosses.
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the modulation. Also the Nelson and Carney �2004� model
shows some level dependence, with increasing rate up to
30 dB and decreasing rates at 50 and 70 dB.

C. Possible alternative mechanisms

Some of the features of the present model framework
might also be realized by alternative units or mechanisms.
Especially, the mechanism by which different BMFs are
shaped could be realized in several ways within the model
framework, as long as two main features are taken into ac-
count: First, the spike rates of the CR model units need to be
independent of the stimulus modulation frequency, i.e., the
CR model units need to produce flat rMTFs. The CR units of
the present model exhibit chopper pure-tone PSTHs and thus
can be associated with VCN stellate cells. However, as 90%
of the CN neurons are found to display flat or low-pass
rMTFs in response to AM signals �Backoff et al., 1999�, the
constant-rate responses of the CR units could be represented
by a number of different CN cell types. Second, the mecha-
nism by which the different BMFs of the model BP units are
shaped, namely the variation in the number of CR inputs, can
be exchanged by other mechanisms that result in varying
input rates for different LP units. Such different input rates
can, for example, be gained by varying the spike rates among
the CR units. Differences in the effectiveness of synapses
connecting CR units and LP units are another possible
mechanism by which different BMFs could be yielded. Fi-
nally, a combination of these three possible mechanisms, i.e.,
a different number of input units, a variation of spike rates,
and different synaptic effectiveness could also produce the
formation of different BMFs. It cannot be decided here
which CN neuron type might represent the model CR units
and which of the suggested mechanisms actually might be
realized. However, the suggested mechanism describing the
formation of bandpass shaped rMTFs with different BMFs
provides a basic mechanism that can be realized in several
ways.

D. Nonlinearities in the present model

In order to evaluate the present neural model, simulation
results obtained in response to complex stimulus conditions
were compared to results of a linear modulation filter bank
analysis. In contrast to linear processing of AM information,
the simulated spike rates of the biologically motivated model
were obtained from a highly nonlinear mechanism, inher-
ently resulting from the nonlinear responses of auditory neu-
rons. The linear modulation filterbank analysis, based on the
concept of the envelope-power spectrum model �EPSM�,
demonstrated that the neural mechanism suggested here ac-
tually performs a spectral decomposition of the complex en-
velope of the stimuli. To our knowledge, no other neural
periodicity model has so far been tested with complex enve-
lope waveforms.

However, in some cases, the simulated relative spike
rate was found to clearly differ from the EPSM output. Pos-
sible explanations for these differences are described in the
following. The stochastic fluctuations in the AN activity that
serves as input to the units of the model CN stage lead to

small deviations of the simulated spike rates and the deter-
ministic EPSM predictions. In addition, small deviations
might arise from the way the EN unit threshold potentials are
varied: �i� While an EN unit with a low spike threshold ex-
hibits an action potential after only a short integration time,
the generation of action potentials in EN units with high
spike thresholds requires a longer integration time, and �ii�
model EN units with high spike thresholds cannot detect the
slowly rising slopes of stimuli modulated at a low frequency.
Thus, BP units that receive input from EN units with high
spike thresholds do not exhibit the 20 Hz bandpass filter in
their rMTFs. Both the increased delay in the EN unit activity
and the reduced number of model subcircuits that take part in
encoding low modulation frequencies might result in differ-
ences between the simulated spike rates and the results from
the EPSM in filters with low BMFs. However, this problem
could be avoided if the EN units were chosen to have the
same low spike threshold and differed only in their release
threshold.

While the abovementioned EN unit only partly contrib-
utes to the deviations between simulated spike rates and the
EPSM output, the main reason for the deviations arises from
the model mechanism itself, by which temporal periodicity
information is mapped onto different BP model units. The
temporal periodicity information that is most crucial for the
present model is provided by the temporal activity patterns
of the EN model units. As has been described before, the
membrane potentials of the EN model units integrate over a
high-pass filtered version of the temporal stimulus waveform
until the unit reaches its spike threshold and exhibits a spike.
After a spike, the unit enters its spike-blocking mechanism
and is prevented from emitting further spikes until it is re-
leased by its membrane potential falling below its release
potential. Thus, while the EN model units differ in their
spike and their release thresholds, their membrane potentials
are identical. Figure 9 displays the membrane potential com-
mon to all EN model units in response to the two-component
AM stimulus with modulation frequencies of fm1=18 Hz and
fm2=200 Hz. The dotted horizontal lines indicate the spike
threshold ��act=−58.5 mV� and the release threshold ��rel

=−63.5 mV� of the EN unit with the smallest threshold
potential difference, i.e., EN unit 1 in Table III. The
dashed horizontal lines indicate the spike threshold

FIG. 9. Membrane potential of the EN model units in response to a 100%
amplitude modulated 10 kHz tone modulated at 18 and 200 Hz. The dotted
lines indicate the spike threshold ��act=−58.5 mV� and the release threshold
�Qrel=−63.5 mV� of EN unit 1. The dashed lines indicate the spike threshold
��act=−9.5 mV� and the release threshold ��rel=−93 mV� of EN unit 10.
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��act=−9.5 mV� and the release threshold ��rel=−93 mV�
of the EN unit with the largest threshold potential difference,
i.e., EN unit 10 in Table III. While EN unit 1 �dotted lines�
entrains to the fast modulation frequency of 200 Hz, EN unit
10 �dashed lines� entrains to the slow modulation frequency
of 18 Hz. However, other EN units whose threshold poten-
tials lie between the threshold potentials of EN unit 1 and EN
unit 10 might respond with ISIs that do not correspond to
one of the stimulus modulation frequencies. These units ex-
tract “erratic” periodicities that are not contained in the
stimulus envelope waveform itself. The effects of this error
are most prominent when two modulation frequencies are
applied �e.g, 55 and 200 Hz; lower right panel Fig. 6� where
erratic periodicities corresponding to frequencies between
the two imposed modulation frequencies occur. In the case of
IRN, which has a broadband envelope spectrum with a large
extent of short periods �high frequencies�, errors also occur
increasingly at high frequencies �see Fig. 8�.

It is difficult to decide whether these erratic periodicities
represent a structural problem of the present model or
whether they simply result from the way the EN model units
are implemented. However, the recorded synchronization co-
efficient of an OI unit in response to 200% amplitude modu-
lated pure tones with varying modulation frequencies, as
shown in the left panel of Fig. 7 in Dicke and Dau �2005�,
indicates that the latter might be the case. The recorded syn-
chronization coefficient of the OI unit is close to 1 for all
stimulus modulation frequencies. Although the simulated
synchronization coefficient of the EN model unit, displayed
in the right panel of the same figure, agrees with the recorded
synchronization coefficient for high modulation frequencies,
it deviates from the recorded data at low modulation frequen-
cies �e.g., 50 Hz� where the EN model unit also detects the
small lobes of the 200% AM stimulus. Thus, the question
arises, how OI units can selectively follow low modulation
frequencies without detecting the small lobes of a 200% AM
stimulus while still being sensitive to large stimulus modu-
lation frequencies. If the different EN model units would be
assumed to employ more complex, for example, adaptive
mechanisms, they might also reveal such a selectivity to the
modulation frequency of a 200% AM stimulus within the
range of their overall sensitivity �which is determined by
their threshold potential difference�. If the EN model units
would be modeled such that they reproduced these findings,
erratic periodicities that are not contained in the stimulus
waveform itself could possibly be reduced or even avoided.

E. Implications of the present model

The different BMFs obtained in the BP units of the
present model result from varying the input spike rate of the
different LP model units. Thus, the formation of different
BMFs is yielded by a rate-based mechanism and not by vary-
ing a temporal model parameter. This is in contrast to other
existing models describing the formation of bandpass shaped
rMTFs in the IC based on varying temporal parameters
among the model units in order to yield a representation of
different BMFs at different IC neurons �Langner, 1981;
Langner and Schreiner, 1988; Langner, 1997a, b; Hewitt and

Meddis, 1994; Nelson and Carney, 2004�. In order to test the
biological plausibility of these models, electrophysiological
recordings have to reveal whether the range of temporal pa-
rameters needed to cover the wide range of modulation fre-
quencies in these models really exists in biological neurons.
The present neural circuit describes a fundamentally differ-
ent mechanism, based on the connectivity of biologically
plausible units.

In order to further evaluate the present neural model, the
simulated spike rates obtained in response to complex enve-
lope waveforms should be compared to real responses re-
corded from IC neurons. Since such data are currently not
available, it is not clear how IC neurons with bandpass
rMTFs respond to complex stimuli such as those used in the
present study. Thus, the stimulus driven responses or the
nonlinear effects �erratic periodicities� observed in the BP
units of the present model could possibly also be observed in
recorded responses from auditory neurons. Since the present
model depends crucially on the temporal information it re-
ceives from the EN model units, it would be interesting to
know whether the differences in modulation depth sensitivity
suggested in the EN model units could be verified in electro-
physiological recordings from onset units in the CN. More-
over, it would be valuable to investigate whether different
CN onset units respond differently to complex stimuli such
as those used in the present study.

V. SUMMARY

A neural circuit was presented that transforms temporal
AM information, as a code of stimulus periodicity at the
level of the CN, into a rate-based representation of stimulus
periodicity at the level of the IC. Such a rate-based code of
stimulus periodicity is assumed to be represented by band-
pass shaped rMTFs with different rate BMFs. At the model
CN stage, two types of units were simulated: �i� a unit that
entrains to the stimulus modulation frequency and thus pro-
vides the temporal periodicity information, and �ii� a number
of units whose response rates are independent of the stimulus
modulation depth and rate. All further response properties,
including the bandpass shaped rMTFs at the model IC stage,
result from these two CN model units and the model’s con-
nectivity. Most of the response properties of each model unit
as well as the synaptic connections used in the present model
were found to agree with experimental findings. Moreover,
the region of suppression observed in recorded IC rMTFs
can be explained by the present model, at least qualitatively.
Alternative models, describing the formation of bandpass
shaped rMTFs between CN and IC, employ systematically
varying temporal model parameters in order to cover a large
range of BMFs. In contrast, the present model simply varies
the number of input units projecting onto different IC model
units in order to obtain different BMFs. The present model
may provide a biologically plausible and simple mechanism
that allows the simulation of the recorded bandpass rMTFs
observed in IC recordings. Additionally, the present model
allows for encoding a large range of modulation depths and
accounts for a spectral decomposition of complex envelope
waveforms, e.g., pure tones modulated by the sum of two
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sinusoids, narrowband Gaussian and low-noise noise, and
iterated rippled noise �IRN�. Simulation results in response
to these complex envelope waveforms were compared to re-
sults according to a linear modulation filter bank analysis.
The comparison revealed that the simulated spike rates ob-
tained in different modulation filters of the present nonlinear
neural model are broadly consistent with a linear limited-
resolution frequency decomposition of the stimulus enve-
lope. The nonlinear neural circuit suggested in the present
study might represent a possible neural correlate of a modu-
lation filter bank. The circuit might therefore provide a rea-
sonable network for the processing and encoding of period-
icity information in complex stimuli.
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The 2f1− f2 distortion product otoacoustic emission �DPOAE� and hearing levels are obtained for 12
normal-hearing symphony orchestra musicians both before and after their rehearsal. The DPOAE
fine structures are determined and analyzed according to the character and prevalence of ripples.
Hearing levels, DPOAE levels, and DPOAE fine structures before and after rehearsal are similar,
indicating that no or marginal temporary change of the state of hearing were caused by the exposure.
The data were further compared to similar data for occupationally nonexposed subjects, one group
which was age and gender matched, and other two groups of younger individuals �one group with
better hearing levels than the other�. The data for the age and gender matched group compared well
with the musicians data �and the data for the group of better-hearing younger individuals�. In
general, the analyses of hearing thresholds and DPOAE data thus lead to the same conclusions
concerning the state of hearing. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2395915�

PACS number�s�: 43.64.Jb, 43.50.Qp �BLM� Pages: 327–336

I. INTRODUCTION

Otoacoustic emissions �OAE� are sound signals pro-
duced by the cochlea as part of the normal-hearing process.
They can be recorded in the ear canal and reflect the active
process of the outer hair cells �OHCs�, which can increase
the sensitivity and frequency selectivity for weak sounds.
The OHCs are the part of the auditory system that is consid-
ered the most vulnerable to loud sounds. Therefore OAEs are
considered to be at least as sensitive to detect small noise-
induced changes in the auditory system as the hearing thresh-
olds. This could be confirmed by several studies �Attias et
al., 1995; Desai et al., 1999 Hotz et al., 1993; Kowalska and
Sulkowski, 1997; LePage and Murray, 1998; Lucertini et al.,
2002; Murray and LePage, 1998; Sliwinska-Kowalska and
Kotylo, 2002�, suggesting that OAE might be used as an
early warning sign of noise-induced hearing loss. A direct
relation between OAE level and the hearing threshold is not
fully established �Avan et al. �1991�; Bonfils and Avan
�1992�; Gaskill and Brown �1993�; Gorga et al. �1993��. This
may, however, be partly due to the fact that the OAE and
hearing threshold inherently reflect two different auditory
processes. The hearing threshold also reflects the state of the
inner hair cells and depends on the further neuronal process-
ing, including cognitive detection.

Distortion product otoacoustic emission �DPOAE� is the
response of the inner ear to two pure-tone stimuli �the pri-
maries at frequencies f1 and f2�. Because of nonlinear inter-
action of the two tones in the cochlea, the primaries evoke
tones at various frequencies, the most prominent being at the
frequency 2f1− f2. DPOAEs are generated by an active sys-
tem and only exist in the live, healthy cochlea. For the mea-
surement of DPOAE over a particular frequency range the
frequencies of the primaries are varied simultaneously while

keeping their frequency ratio constant. It is widely accepted
�Kalluri and Shera, 2001; Knight and Kemp, 2000; Konrad-
Martin et al., 2002; Mauermann et al., 1999a; Talmadge et
al., 1998� that the 2f1− f2 DPOAE is generated by two
sources, �1� the distortion component generated at the region
of primary overlap near f2 and �2� the reflection component
from the distortion product frequency at 2f1− f2.

When the DPOAE is measured with sufficiently high
frequency resolution, the DPOAE shows quasi-periodic
variations across frequency, called DPOAE fine structure.
The DPOAE fine structure is characterized by a periodic
structure of maxima and minima with depth of notches of up
to 20 dB �Gaskill and Brown, 1990; He and Schmiedt, 1993;
Heitmann et al., 1996� and a periodicity of 3 /32 octaves �He
and Schmiedt, 1993; Mauermann et al., 1997�. The DPOAE
fine structure has shown to be flattened or reduced, when the
f2 component is isolated by either �1� presenting a suppressor
tone close to the 2f1− f2 frequency �Heitmann et al., 1998;
Kalluri and Shera, 2001; Talmadge et al., 1999�, �2� by spec-
tral smoothing �Kalluri and Shera, 2001; Konrad-Martin et
al., 2002�, or �3� by using a swept tone stimulus �Long et al.,
2004�. The results from simulations �Mauermann et al.,
1999a� using a nonlinear and active model of the cochlea
showed that “the component from the 2f1− f2 site is sensitive
to the existence of statistical fluctuations in the mechanical
properties along the cochlea partition, i.e., roughness, while
the f2 component is not.” From the model point of view, a
decrease in DPOAE fine structure is expected, when the
2f1− f2 component is affected by hearing loss, while the f2

component falls into a healthy region.
Mauermann et al. �1999b� determined DPOAE fine

structures in subjects with mild to moderate cochlear hearing
losses with certain shapes of hearing loss. When the f2 fre-
quencies were located in the region of normal or near-normal
hearing, but the 2f1− f2 frequencies were located in a region
of impairment, the distortion product 2f1− f2 was still ob-
servable, but the DPOAE fine structure disappeared. When

a�Author to whom correspondence should be addressed. Electronic mail:
kr@acoustics.aau.dk
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the 2f1− f2 frequencies fell into a region of normal hearing,
fine structure was preserved as long as DPOAEs could be
recorded. The results of other studies support the idea that
the presence of cochlear fine structure might be a property of
the healthy ear. Engdahl and Kemp �1996� found a flattened
DPOAE fine structure after an acoustic overexposure, and
Rao et al. �1996� observed a reduction of DPOAE fine struc-
ture after aspirin consumption. Reuter and Hammershøi
�2006� determined DPOAE fine structures of 50 normal-
hearing humans. The subjects were divided into two groups
A and B, subjects of Group A having slightly better hearing
levels than subjects of Group B. Subjects of Group A had
significantly higher DPOAE levels; the overall prevalence of
fine structure ripples did not differ between subjects of the
two groups, but ripples were higher and narrower for sub-
jects of Group B than for Group A.

In the present study hearing levels and DPOAE fine
structures are determined in a group of symphony orchestra
musicians. Musicians are occupationally exposed to rela-
tively high levels of sound and are often overexposed to
levels exceeding the “safe” limit of 85 dBA �Early and
Horstman, 1996; Royster et al., 1991�. These exposures may
therefore affect the auditory system in a negative way. Some
studies found that threshold levels of musicians are not sig-
nificantly different than thresholds of nonexposed popula-
tions �Karlsson et al., 1983; Kähäri et al., 2001; Obeling and
Poulsen, 1999�, indicating that the music exposure does not
cause severe hearing losses. However, Royster et al. �1991�
found that 52.5% of individual musicians showed notched
audiograms, indicating noise-induced hearing damage.

The aim of the present study is to investigate whether
there is a systematic change in the DPOAE fine structure
with the state of hearing and whether this change might be
more sensitive to detect small changes in the state of hearing
than the overall DPOAE level. Two different approaches are
used:

1. Since the exposure during the rehearsal might cause tem-
porary changes in the state of hearing, measurements are
obtained both before and after the rehearsal to monitor
whether the exposure during the rehearsal causes tempo-
rary changes in the auditory system.

2. The data of the musicians �Group M� are compared to
similar data obtained from three other groups of subjects:
a control group of age and gender matched, occupation-
ally nonexposed subjects �Group C�, a group of younger
subjects with good hearing levels �Group A�, and a group
of younger subjects with �according to the authors’ defi-
nition� slightly raised hearing levels �Group B�. The data

of subjects belonging to groups A and B have been pre-
viously reported in Reuter and Hammershøi �2006�.

II. MATERIALS AND METHODS

For the musicians �Group M� hearing levels and
DPOAE were obtained both before and after the rehearsal.
The experiment took place in the facilities of the symphony
orchestra in order to start the measurements after the re-
hearsal as early as possible. During the rehearsal the sound
level was monitored. Each session lasted approximately
90 min, 30 min for the pure-tone audiometry and 60 min for
the measurement of DPOAE fine structure. Both ears were
measured, because there might be small differences between
left and right ear for some subjects. Royster et al. �1991�
showed that violinists and violists showed significantly
poorer thresholds at 3–6 kHz in the left ear than in the right
ear, consistent with the left ear’s exposure from their instru-
ments. The test procedure of this study is illustrated in Fig. 1.
Only one subject was tested per rehearsal day. The order of
obtaining either hearing level or DPOAE first and testing
either right or left ear first was varied. All violin and viola
players had their left ear tested first. For one subject the order
was always the same in the session before and after re-
hearsal.

Similar data �DPOAE and hearing levels� were obtained
for three other groups of subjects: a control group of age and
gender matched, occupationally nonexposed subjects �Group
C�, a group of younger subjects with good hearing levels
�Group A�, and a group of younger subjects with �according
to the authors’ definition� slightly raised hearing levels
�Group B�. Group C also had both left and right ears tested.
For Group A and B subjects one ear was tested, which was
randomly chosen.

A. Subjects

The musicians �Group M� are members of the “Aalborg
Symfoniorkester.” Precondition for the participance in the
experiments was that the musicians did not have any known
hearing losses. The experiment was performed for 14 sub-
jects. One subject �T2� reported a tinnitus after the rehearsal,
one subject �T10� had a moderate hearing loss in one ear.
These two subjects T2 and T10 were discarded from the
study, because they did not fulfill the requirements. For the
DPOAE measurement of subject T9 �left ear after rehearsal�
there were problems with the probe fit. This subject is there-
fore excluded from the first part of the analysis �the compari-
son of data obtained before and after rehearsal and the com-
parison of left and right ears�. For the comparison of

FIG. 1. Time schedule of the experiment. The order of measuring either hearing level or DPOAE is varied, the order is the same for one subject before and
after rehearsal.

328 J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 Reuter and Hammershøi: Distortion product otoacoustic emission of musicians



Group M data to the other groups of subjects this subject is
included. The 12 musicians included in the group analysis
are aged between 31 and 53 �mean=39.3� and are nine fe-
male and three male. They are from different instrument
groups: fours violins, three violas, two celli, two clarinets,
and one trombone. On average the subjects have played their
instrument for 30 years, have been a member of “Aalborg
Symfoniorkester” for 13 years and performed their profes-
sion for 16 years. The musicians practice on average 11.3 h
per week on their own. The position of the subjects in the
orchestra can be seen in Fig. 2. A relatively large group of
musicians �T1, T3, T4, and T14� is situated in the area in
front of the wood winds and brass section, which is the area
in that musicians report high exposure levels.

The control group �Group C� consists of 12 subjects �age
and gender matched population to the group of musicians,
occupationally nonexposed subjects�. Most of the subjects
are staff from Aalborg University, who work in small offices.
Furthermore, a comparison to the data of 50 university stu-
dents �previously reported in Reuter and Hammershøi
�2006�� is performed. The university students are aged be-
tween 20 and 29 �mean=23.6�, 24 male, 26 female. All sub-
jects of this group have near-normal hearing with hearing
levels below 25 dB. They are further categorized into a
group with good hearing levels �Group A� and a group with
slightly raised hearing levels �Group B�. The subjects of
Group B have hearing levels exceeding 10 dB for at least
two tested frequencies and have “raised” hearing levels ac-
cording to the authors’ definition. The subjects of all groups
reported no known incidents of excessive exposures or
known hearing losses.

B. Hearing level

For the hearing level measurement the Madsen Orbiter
922 was used together with Sennheiser HDA 200 head-
phones. Prior to the experiment the system was calibrated
according to ISO 389-8 using the B&K 4153 artificial ear.
Pure-tone hearing levels were measured in octaves between
125 Hz and 8 kHz. An ascending method was used, starting
at 40 dB hearing level �HL� and decreasing with 10 dB
steps. After the first miss the stepsize was changed to 4 dB
up and 2 dB down to get a resolution of 2 dB. Group C
underwent the same audiometry test as Group M, using the

same equipment. For the 50 subjects belonging to groups A
and B details of the hearing level measurements are given in
Reuter and Hammershøi �2006�.

C. Distortion product otoacoustic emission

The 2f1− f2 DPOAEs were measured using the ILO96
Research system from Otodynamics. DPOAEs were mea-
sured in the frequency range of 903 Hz� f2�6201 Hz with
f2 / f1=1.22 and fixed primary levels of L1 /L2=65/45 dB. A
discussion of the choice of primary levels can be found in
Reuter and Hammershøi �2006�. The DPOAE fine structure
was measured using the frequency resolution “micro.” It pre-
sents approximately 17 primary tones within 200 Hz inter-
vals for f2�3 kHz and within intervals of 400 Hz for f2

�3 kHz. The f2 frequency increases in 12 Hz steps and

FIG. 2. Sketch of the symphony orchestra, showing the positions of the 12
subjects T1–T14 in the orchestra. Subjects T2 and T10 were excluded from
the study and are not shown in the figure, T9 is excluded from parts of the
study �see Sec. II A�.

FIG. 3. Derivation of schematic DPOAE fine structure: examples for two
musicians. Top panel: DPOAE fine structure �black line�, noise floor �dotted
gray line�, maxima and minima �white circles� and maxima of rejected
ripples �black circles�. Lower panel: schematic representation of the fine
structure ripples.

FIG. 4. Monitored sound pressure level during the rehearsal, examples for
three rehearsal days. Top panel: rehearsal day with the lowest exposure.
Bottom panel: rehearsal day with the highest exposure.
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24 Hz steps, respectively, i.e., a linear frequency spacing is
used. Each pair of primary tones was averaged in the time
domain �32 subaverages�, corresponding to approximately
3 s measurement time for one pair of frequencies. The sys-
tem uses a constant average time, independent of the signal
to noise ratio. To cover the full frequency range, 19 measure-
ments in different frequency ranges were measured and con-
catenated to one DP gram afterwards. The probe was not
removed between these measurements, unless the measure-
ment system indicated that the probe fit was altered. Includ-
ing the breaks between the measurements that were used to
save the data, the measurement of a DPOAE covering the
entire frequency range lasted approximately 30 minutes.

Prior to each measurement a checkfit procedure was per-
formed, where two broadband click stimuli are alternately
delivered by the two output transducers. The checkfit result

is stored in an array and used during data collection to bal-
ance and normalize the two stimuli levels. All spectrum
analyses are performed by the system. A fast Fourier trans-
form with a frequency resolution of 12.2 Hz is performed.
The noise is estimated from the ten Fourier components
nearest to but not including the 2f1− f2 frequency. The noise
is represented as all levels within two standard deviations of
the background noise, i.e., the limits of the 95% confidence
region. All measurements are saved as spreadsheet files and
further analyzed. The 19 measurements of the different fre-
quency regions are concatenated to a DP gram covering the
measured frequency range.

D. Postprocessing of DPOAE fine structure

The DPOAE fine structure of each subject is analyzed
by an automatic classification algorithm. The algorithm is

FIG. 5. �Color online� Individual DPOAE fine structure before rehearsal �black line�, after rehearsal �red line�, noise floor �dotted line� and schematic DPOAE
�right ordinate�. Measurements of both ears are shown for each subject, left ear �left� and right ear �right�. The DPOAE level of subject T9, left ear after
exposure, is excluded from the analysis and not shown in the figure.
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described in detail in Reuter and Hammershøi �2006�. It de-
tects ripple maxima and minima and characterizes each
ripple by the parameters ripple center frequency �frequency
centered between two minima on a logarithmic axis�, ripple
spacing �frequency distance between two minima�, ripple
height �level difference between the maximum and the mean
of the two minima� and ripple prevalence �number of
ripples counted in 1/3 octave frequency bands�. Ripples are
rejected when their height is less than 3 dB and when ripple
maxima are less than 3 dB above the noise floor. Ripple
height and ripple spacing are calculated in 1/8 octave fre-
quency bands.

For a better illustration of the obtained fine structure
characteristics two examples of a “schematic” DPOAE fine
structure, derived from the parameters: ripple center fre-
quency, spacing and height, are illustrated in Fig. 3. The top
figures illustrate fine structure measurement examples for
two subjects of Group M, zoomed into a narrow frequency
range. The top figures also show the noise floor and the
detected maxima and minima. The bottom figures illustrate
the derived schematic fine structure for the same subjects.
The subject shown on the left panel has a relatively high-
level DPOAE and a pronounced fine structure with ripple
heights of up to 15 dB, whereas the subject shown on the
right panel has lower-level DPOAE. For the data shown on
the right panel many of the fine structure ripple maxima are
not 3 dB above the noise floor and are therefore rejected.

E. Monitoring of music sound level

A-weighted, equivalent sound pressure levels �LAeq�
were measured using the B&K 2238 sound level meter. It
was calibrated to a free field level of 93.9 dB every day
using the B&K 4231 calibrator according to International
Electrotechnical Commission standards. The sound level
meter was placed in front of the conductor with a distance of
1.3 m at a height of 1.5 m. Figure 4 shows examples for
three rehearsal days. Typically the rehearsal starts at 10 am

and ends at 2 pm, with two breaks in between. During the
breaks the musicians leave the rehearsal room and go to the
canteen. The measurement system remained in the rehearsal
room during the breaks, and the �low level� measurements
are therefore not representative for the exposure during the
breaks. The measured LAeq during the rehearsal varies be-
tween 70 and 90 dB. Different pieces of music were re-
hearsed during the four weeks of experiments. In the first
week there was a rehearsal for an opera concert. One subject
�Tl� participated in that time and was exposed to an LAeq,4h of
80.0 dB. Subjects T3-T11 rehearsed ballet music when they
participated in the present experiment. The exposure of these
days was 79.7 dB. Subjects T12 and T13 rehearsed a mid
summer concert �82.0 dB�, and subject T14 rehearsed a
popular concert, which was the highest exposure with
83.1 dB. The most quiet day was one day of ballet music
with 77.2 dB. All exposure levels are calculated as LAeq,4h.

FIG. 6. Individual ripple center frequencies for all individual subjects before rehearsal �black� and after rehearsal �gray� for left ears �left� and right ears
�right�.

FIG. 7. Hearing level before �thin line� and after �thick line� the rehearsal
for left ears �top panel� and right ears �lower panel�. Error bars are standard
deviations between the 11 subjects.
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III. RESULTS

A. Individual data

Figure 5 shows the DPOAE fine structure measurements
for all individual subjects. For each subject there are two
figures: the left panels show left ear data obtained before and
after rehearsal, right panels show the corresponding right ear
data. Also shown in each figure is the noise floor and a sche-
matic fine structure, which is obtained by calculating the
ripple center frequency, ripple spacing, and height of the fine
structure ripples. The schematic fine structure depicts the
presence of fine structure ripples. None of the subjects have
fine structure ripples over the entire measured frequency
range. For most subjects the fine structure is prevalent in the
frequency range 1–3 kHz. Some subjects have more pro-
nounced fine structure than others, e.g., T3 has a pronounced
fine structure, whereas T7 and T13 have very little fine struc-
ture, most ripples being below the 3 dB ripple height crite-
rion. When the data from the left and right ear of the musi-
cians are compared, it stands out that DPOAE are similar for
the two ears of individual subjects. Also the ripple center
frequencies are similar for left and right ears of individual
subjects �Fig. 6�.

B. Before rehearsal vs after rehearsal

Figure 7 shows the mean hearing levels before and after
the rehearsal. Mean hearing levels are around 0 dB between
125 Hz and 2 kHz and up to 8 dB at 4 and 8 kHz. Compared
to the 0.50 fractile data for the ISO 7029 �2000� the musi-
cians have slightly better hearing levels. There is no signifi-
cant difference between the hearing levels taken before and
after rehearsal �the results of the analysis of variance
�ANOVA� are shown in Table I�.

The mean DPOAE levels measured before and after the
exposure are plotted in Fig. 8. There is no significant differ-
ence in DPOAE level before and after the rehearsal �Table I�,
i.e., the exposure during rehearsal does not cause a measur-
able DPOAE shift. The fine structure parameters �ripple

spacing, height, and prevalence� were determined according
to the automatic procedure described in Sec. II D. The results
of this analysis are shown in Fig. 9, showing the parameters
before and after rehearsal for the left and right ears. All data
are illustrated in dependence of the primary frequency f2.
Mean values and standard deviations are obtained for 11 sub-
jects. The data are presented in 1/8 octave bands for ripple
spacing and height and in 1/3 octave bands for ripple preva-
lence. The ripple widths increase from 100 to 300 Hz with
increasing frequency, corresponding to a decrease from 1/8
to 3/32 octaves. Ripple heights of up to 27 dB are found for
one individual subject. On average ripple heights are be-
tween 4 and 12 dB. The mean ripple prevalence is 2–4
ripples per 1/3 octave band, the prevalence being highest at
2.5 kHz. No statistical significant differences were found for
any of the fine structure parameters for the measurements
taken before and after the rehearsal �Table I�.

TABLE I. Balanced three-way-ANOVA p values, ap�0.05 and bp�0.01, for musicians data. Parameters: HL
�hearing level�, DPOAE, ripple spacing, height, and ripple prevalence.

Factor HL DPOAE Spacing Height Prevalence

Before/after �rehearsal� 0.9345 0.5283 0.3335 0.2733 0.0942
Left/right �ear� 0.9702 0b 0.7833 0.2296 0.1802
Frequency 0b 0b 0b 0b 0b

Bef/after�Left/right 0.8169 0.0002b 0.3974 0.2803 0.9331
Bef/after�Freq 0.989 1 0.4968 0.8628 0.9962
Left/right�Freq 0.6941 1 0.394 0.0211a 0.9428

TABLE II. Unbalanced two-way-ANOVA p values, ap�0.05 and bp
�0.01, for four subject groups. Parameters: DPOAE, ripple spacing, height,
and ripple prevalence.

Factor DPOAE Spacing Height Prevalence

Frequency 0b 0b 0b 0b

Group 0b 0.001b 0.0032b 0.1353
Freq�Group 0.0485a 0.4848 0.2137

FIG. 8. DPOAE before �thin line� and after �thick line� the rehearsal for left
ears �top panel� and right ears �lower panel�. Error bars are standard devia-
tions �for every 20th measurement� between the 11 subjects.
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C. Left ear vs right ear

Both hearing levels, DPOAE levels, and fine structure
parameters are similar for left and right ears of the musi-
cians. A small difference between left and right ears can be
seen at 4 kHz. At that frequency the hearing level is slightly
better for right ears �Fig. 7�, the mean DPOAE level of the
right ears is slightly higher �Fig. 8�, and the ripple prevalence
is slightly lower for the right ear �Fig. 10�. A statistical sig-
nificant difference between left and right ears could be de-
tected for the DPOAE level only �Table I�.

D. Group differences

Hearing levels and DPOAE fine structures of the musi-
cians �Group M� are compared to similar data obtained from
three other groups of subjects: a control group of age and
gender matched, occupationally nonexposed subjects �group
C�, a group of 39 university students having very good hear-
ing levels �selected from a group of 50 near-normal hearing
students, the hearing level at only one frequency may exceed
10 dB, named Group A�, and a group of 11 university stu-
dents having hearing levels exceeding 10 dB for at least two
frequencies, named Group B �data from Groups A and B
have been previously reported in Reuter and Hammershøi
�2006��. In the group analysis the data obtained for left and
right ears of Group M �before rehearsal� and Group C are
combined. For Groups A and B the data for one ear only
were obtained. The ear was randomly selected. The data

were analyzed using an ANOVA test between all groups
�Table II� and between two groups at a time �Table III�.

The hearing levels of the subjects belonging to the four
groups can be seen in Fig. 11. The hearing levels of Groups
M and C are rather similar, the hearing levels are slightly
raised at the high frequencies. The hearing levels of Groups
A and B are flat in the measured frequency range. The mean
hearing levels for subjects of Group B are clearly raised
compared to the hearing levels of Group A subjects.

The DPOAE overall levels of the four groups are shown
in Fig. 12. Group A subjects have significantly higher
DPOAE levels than the subjects of the other three groups
over the entire measured frequency range �Table III�. The
overall DPOAE levels of the other three groups are rather
similar. At the lowest frequencies, the DPOAE of Group B is
higher than the DPOAE of the older subject groups �Groups
M and C�, whereas at the highest frequencies the DPOAE
level of Group B subjects is lowest. The shape of DPOAE
levels for Groups M and C is very similar.

Figure 13 shows the obtained DPOAE fine structure pa-
rameters for all four groups. Similar results for all four
groups are obtained for the ripple prevalence. Significant dif-
ferences between the groups are obtained for the parameters
ripple width and ripple height �Table II�. In the lowest fre-
quency range Group A subjects have significantly broader
ripples than subjects of the other groups. The ripple height of
Group B is significantly higher than the ripple heights of
Group A and C �Table III�.

FIG. 9. Ripple parameters before rehearsal �thin line� and after rehearsal �thick line� for left ears �left panels� and right ears �right panels�. Error bars are
standard deviations between subjects.
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IV. DISCUSSION

A. Temporary changes

It was tested in this study, whether the DPOAE fine
structure parameters might be sensitive to temporary changes
in the auditory system after the exposure of a symphony
orchestra rehearsal. None of the measures �hearing levels,
DPOAE levels, and DPOAE fine structure characteristics�
showed any changes after the rehearsal. This might have
different reasons or a combination of these: �1� The exposure
levels during the rehearsal are too low to cause any changes
in the auditory system. �2� The recovery time of eventual
changes is too fast, and the test time of the DPOAE fine

structure is too long to detect any changes, or �3� none of the
measures is sensitive enough to detect effects of overexpo-
sure.

Compared to other studies, which observed temporary
threshold shift �TTS� or OAE level shifts after an overexpo-
sure, the exposure levels of around LAeq,4h=80 dB in the
present study are rather low. Royster et al. �1991� measured
mean LAeq values of 89.9 dB during the Chicago Symphony
Orchestra rehearsals, Murray and LePage �1998� measured
weekly exposure levels of the Sydney Orchestra musicians in

FIG. 10. Ripple parameters right ear �thin line� and left ear �thick line� before rehearsal �left panels� and after rehearsal �right panels�. Error bars are standard
deviations between subjects.

FIG. 11. Hearing levels of four groups of subjects: Group M �12 musicians,
black, thick line�, Group C �12 controls, black, thin line�, Group A �39
students with good hearing levels, gray, thick line�, Group B �11 students
with slightly raised hearing levels, light gray, thick line�.

FIG. 12. DPOAE of four groups of subjects: Group M �12 musicians, black,
thick line�, Group C �12 controls, black, thin line�, Group A �39 students
with good hearing levels, gray, thick line�, Group B �11 students with
slightly raised hearing levels, light gray, thick line�.
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the 85–90 dBA range. In the latter study sound levels were
monitored at various positions in the orchestra, including the
position in front of the conductor. On average LAeq of 85 dB
at the conductor position and average LAeq of 90 dBA imme-

diately in front of the brass were measured. Since several
musicians, that participated in this study, are seated in the
area in front of the brass, their exposure level is probably
higher than the sound levels monitored in front of the con-
ductor. The purpose of the monitoring of sound pressure
level in this study was to observe whether subjects are ex-
posed to similar exposures on the different days, since the
hearing of only one subject was monitored at any one spe-
cific day. Strasser et al. �1999� could observe a TTS in sub-
jects after they have been exposed to classical music in the
laboratory. At 2 min after 1 h of exposure to classical music
�LAeq=94 dB� they observed a mean TTS of 11.4 dB, which
recovered within 1 h. In the present study the monitoring of
both hearing levels and DPOAE fine structures for both ears
resulted in a relatively long test time, and possible temporary
changes might vanish during the examination duration. How-
ever, the exposure duration of 4 h is a rather long exposure
time. If the exposure causes any temporary auditory changes,
a relatively long recovery time would also be expected.

B. Group differences

Hearing levels and DPOAE levels of four groups of sub-
jects were compared in the present study. The groups differ
in age and/or exposure history. By comparing the DPOAE
data of these different groups, it could be tested whether
DPOAE overall levels and DPOAE fine structure character-
istics differ from each other. The DPOAE level of Group A
subjects is significantly higher than the DPOAE levels of all
other groups of subjects over the entire measured frequency
range. When comparing the DPOAE fine structure character-
istics of Group A subjects to the other groups of subjects,
there is a difference in ripple spacing and ripple height be-
tween Group A and Group B subjects, but there is no signifi-
cant difference in fine structure characteristics between

TABLE III. Unbalanced two-way-ANOVA p values, ap�0.05 and bp�0.01. Comparison of four subject
groups. musicians �Gr M�, control group �Gr C�, students with good hearing levels �Gr A�, and students with
slightly raised hearing levels �Gr B�. The data of two groups are compared at a time. Parameters: DPOAE,
ripple spacing, height, and ripple prevalence.

Group Factor DPOAE Spacing Height Prevalence

Frequency 0b 0b 0b 0b

Gr M - Gr C Group 0.2026 0.8852 0.1481 0.5514
Freq�Group 0.6012 0.2433 0.9479
Frequency 0b 0b 0.0001b 0b

Gr M - Gr A Group 0b 0.0315a 0.2621 0.6156
Freq�Group 0.1371 0.8844 0.55
Frequency 0b 0b 0b 0b

Gr M - Gr B Group 0.0804 0.1478 0.048a 0.0261a

Freq�Group 0.0019b 0.6351 0.2034
Frequency 0b 0b 0b 0b

Gr C - Gr A Group 0b 0.0378a 0.739 0.8918
Freq�Group 0.6122 0.2492 0.8536
Frequency 0b 0b 0b 0b

Gr C - Gr B Group 0.0052b 0.0849 0.0016b 0.1039
Freq�Group 0.3586 0.145 0.1395
Frequency 0b 0b 0b 0b

Gr A - Gr B Group 0b 0.0003b 0.0014b 0.0444a

Freq�Group 0.029a 0.4484 0.0209a

FIG. 13. Ripple parameters of four groups of subjects: Group M �12 musi-
cians, black, thick line�, Group C �12 controls, black, thin line�, Group A �39
students with good hearing levels, gray, thick line�, Group B �11 students
with slightly raised hearing levels, light gray, thick line�. The data of Groups
A and B have previously been presented in Reuter and Hammershøi �2006�,
Figs. 12–14.

J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 Reuter and Hammershøi: Distortion product otoacoustic emission of musicians 335



Group A subjects and the other groups of subjects. The
DPOAE levels of groups B, C, and M are rather similar. It is
not known for certain whether there are differences in the
state of hearing between these groups. Therefore it is not
possible to conclude whether the DPOAE fine structure is a
more sensitive measure to detect early hearing losses than
the DPOAE level. A difference in ripple prevalence between
groups was noticed around 3 kHz, though. A sharp bend at
that frequency can be observed for left ears compared to
right ears and left ears after the rehearsal compared to left
ears before rehearsal. Group B subjects also show this bend
of ripple prevalence around 3 kHZ.

ACKNOWLEDGMENTS

This work was financed by the William Demant Foun-
dation �Oticon� and the Danish Technical Research Council.
The authors would like to thank all subjects for participating
in this experiment. The cooperation with “Aalborg Symfo-
niorkester,” in particular Palle Kjeldgaard and Sonja Abild-
gaard, is greatly acknowledged. We would like to thank Ro-
drigo Ordoñez for assistance in data collection and
committed discussion on data analysis.

Attias, J., Furst, M., Furman, V., Reshef, I., Horowitz, G., and Bresloff, I.
�1995�. “Noise-induced otoacoustic emission loss with or without hearing
loss,” Ear Hear. 16, 612–618.

Avan, P., Bonfils, P., Loth, D., Narcy, Ph., and Trotoux, J. �1991�. “Quanti-
tative assessment of human cochlear function by evoked otoacoustic emis-
sions,” Hear. Res. 52, 99–112.

Bonfils, P., and Avan, P. �1992�. “Distortion-product otoacoustic emissions -
Values for clinical use,” Arch. Otolaryngol. Head Neck Surg. 118, 1069–
1076.

Desai, A., Reed, D., Cheyne, A., Richards, S., and Prasher, D. �1999�. “Ab-
sence of otoacoustic emissions in subjects with normal audiometric thresh-
olds implies exposure to noise,” Noise and Health 2, 58–65.

Early, K. L., and Horstman, S. W. �1996�. “Noise exposure to musicians
during practice,” Appl. Occup. Environ. Hyg. 11, 1149–1153.

Engdahl, B., and Kemp, D. T. �1996�. “The effect of noise exposure on the
details of distortion product otoacoustic emissions in humans,” J. Acoust.
Soc. Am. 99, 1573–1587.

Gaskill, S. A., and Brown, A. M. �1993�. “Comparing the level of the
acoustic distortion product 2f1− f2 with behavioural threshold audiograms
from normal-hearing and hearing-impaired ears,” Br. J. Audiol. 27, 397–
407.

Gaskill, S. A., and Brown, A. M. �1990�. “The behavior of the acoustic
distortion product, 2f1− f2, from the human ear and its relation to auditory
sensitivity,” J. Acoust. Soc. Am. 88, 821–839.

Gorga, M. P., Neely, S. T., Bergman, B., Beauchaine, K. L., Kaminski, J. R.,
Peters, J., and Jesteadt, W. �1993�. “Otoacoustic emissions from normal-
hearing and hearing-impaired subjects: Distortion product responses,” J.
Acoust. Soc. Am. 93, 2050–2060.

He, N., and Schmiedt, R. A. �1993�. “Fine structure of the 2f1− f2 acoustic
distortion product: Changes with primary level,” J. Acoust. Soc. Am. 94,
2659–2669.

Heitmann, J., Waldmann, B., and Plinkert, P. K. �1996�. “Limitations in the
use of distortion product otoacoustic emissions in objective audiometry as
the result of fine structure,” Eur. Arch. Otorhinolaryngol. 253, 167–171.

Heitmann, J., Waldmann, B., and Schnitzler, H. �1998�. “Suppression of
distortion product otoacoustic emissions �DPOAE� near 2f1− f2 removes
DP-gram fine structure - Evidence for a secondary generator,” J. Acoust.
Soc. Am. 103, 1527–1531.

Hotz, M. A., Probst, R., Harris, F. P., and Hauser, R. �1993�. “Monitoring
the effects of noise exposure using transiently evoked otoacoustic emis-
sions,” Acta Oto-Laryngol. 113, 478–482.

Kalluri, R., and Shera, C. A. �2001�. “Distortion-product source unmixing:
A test of the two-mechanism model for DPOAE generation,” J. Acoust.
Soc. Am. 109, 622–637.

Karlsson, K., Lundquist, P. G., and Olaussen, T. �1983�. “The hearing of
symphony orchestra musicians,” Scand. Audiol. 12, 257–264.

Kähäri, K. R., Axelsson, A., Hellström, P.-A., and Zachau, G. �2001�.
“Hearing development in classical orchestral musicians. A follow-up
study,” Scand. Audiol. 30, 141–149.

Knight, R. D., and Kemp, D. T. �2000�. “Indications of different distortion
product otoacoustic emission mechanisms from a detailed f1 , f2 area
study,” J. Acoust. Soc. Am. 107�1�, 457–473.

Konrad-Martin, D., Neely, S. T., Keefe, D. H., Dorn, P. A., Cyr, E., and
Gorga, M. P. �2002�. “Sources of DPOAEs revealed by suppression ex-
periments, inverse fast Fourier transforms, and SFOAEs in impaired ears,”
J. Acoust. Soc. Am. 111, 1800–1809.

Kowalska, S., and Sulkowski, W. �1997�. “Measurements of click-evoked
otoacoustic emission in industrial workers with noise-induced hearing
loss,” Int. J. Occup. Med. Environ. Health 10, pp. 441–459.

LePage, E. L., and Murray, N. M. �1998�. “Latent cochlear damage in per-
sonal stereo users: A study based on click-evoked otoacoustic emissions,”
Med. J. Aust. 169, 588–592.

Long, G. R., Talmadge, C. L., and Lee, J. �2004�. “Using Sweeping Tones to
Evaluate DPOAE Fine Structure,” Abstract of the Midwinter Meeting of
the Association for Research in Otolaryngology.

Lucertini, M., Moleti, A., and Sisto, R. �2002�. “On the detection of early
cochlear damage by otoacoustic emission analysis,” J. Acoust. Soc. Am.
111, 972–978.

Mauermann, M., Uppenkamp, S., van Hengel, P. W. J., and Kollmeier, B.
�1999a�. “Evidence for the distortion product frequency place as a source
of distortion product otoacoustic emission �DPOAE� fine structure in hu-
mans. I. Fine structure and higher-order DPOAE as a function of the
frequency ratio f2 / f1,” J. Acoust. Soc. Am. 106, 3473–3483.

Mauermann, M., Uppenkamp, S., van Hengel, P. W. J., and Kollmeier, B.
�1999b�. “Evidence for the distortion product frequency place as a source
of distortion product otoacoustic emission �DPOAE� fine structure in hu-
mans. II. Fine structure for different shapes of cochlear hearing loss,” J.
Acoust. Soc. Am. 106, 3484–3491.

Mauermann, M., Uppenkamp, S., and Kollmeier, B. �1997�. “Periodizität
und Pegelabhängigkeit der spektralen Feinstruktur von
Verzerrungsprodukt-Emissionen” �“Periodicity and dependence on level of
the distortion product otoacoustic emission spectral fine structure”�, Au-
diol. Akustik 36, 92–104.

Murray, N., and LePage, E. �1998�. “Inner ear damage in an opera theatre
orchestra as detected by otoacoustic emissions, pure tone audiometry and
sound levels,” Aust. J. Audiol. 20, 67–78.

Obeling, L., and Poulsen, T. �1999�. “Hearing ability in Danish symphony
orchestra musicians,” Noise Health 1, 10–27.

Rao, A., Long, G. R., Narayan, S., and Dhar, S. �1996�. “Changes in the
temporal characteristics of TEOAE and the fine structure of DPOAEs with
aspirin consumption,” 19th ARO Midwinter Research Meeting, Abstract
p. 27.

Reuter, K., and Hammershøi, D. �2006�. “Distortion product otoacoustic
emission fine structure analysis of 50 normal-hearing humans,” J. Acoust.
Soc. Am. 120, 270–279.

Royster, J. D., Royster, L. H., and Killion, M. C. �1991�. “Sound exposures
and hearing thresholds of symphony orchestra musicians,” J. Acoust. Soc.
Am. 89, 2793–2803.

Sliwinska-Kowalska, M., and Kotylo, P. �2002�. “Occupational exposure to
noise decreases otoacoustic emission efferent suppression,” Int. J. Audiol-
ogy 41, 113–119.

Strasser, H., Irle, H., and Scholz, R. �1999�. “Physiological cost of energy-
equivalent exposures to white noise, industrial noise, heavy metal music,
and classical music,” Noise Control Eng. J. 47, 187–192.

Talmadge, C. L., Tubis, A., Long, G. R., and Piskorski, P. �1998�. “Model-
ing otoacoustic emission and hearing threshold fine structures,” J. Acoust.
Soc. Am. 104, 1517–1543.

Talmadge, C. L., Long, G. R., Tubis, A., and Dhar, S. �1999�. “Experimental
confirmation of the two-source interference model for the fine structure of
distortion product otoacoustic emissions,” J. Acoust. Soc. Am. 105, 275–
292.

336 J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 Reuter and Hammershøi: Distortion product otoacoustic emission of musicians



Properties of distortion product otoacoustic emissions
and neural suppression tuning curves attributable
to the tectorial membrane resonance
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Mechanically coupled cochlear structures are likely to form a resonator with several degrees of
freedom. Consequently one can expect complex, frequency-dependent relative movements between
these structures, particularly between the tectorial membrane and reticular lamina. Shearing
movement between these two structures excites the cochlear receptors. This excitation should be
minimal at the frequency of the hypothesized tectorial membrane resonance. In each preparation,
simultaneous masking neural tuning curves and distortion product otoacoustic emissions were
recorded. The position of the low-frequency minima in the tuning curves, frequency dependence of
the emission bandpass structure, and level-dependent phase reversal were compared to determine if
they were generated by a common phenomenon, for example the tectorial membrane resonance. The
notch in the masking curves and the phase inversion of the emission growth functions at the auditory
thresholds are both situated half an octave below the probe frequency and the high-frequency
primary, respectively, and show similar frequency dependence. The emission bandpass structure is,
however, likely to be generated by a combination of mechanisms with different ones dominating at
different stimulus parameters. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2390670�

PACS number�s�: 43.64.Jb, 43.64.Kc, 43.64.Ri, 43.64.Nf �BLM� Pages: 337–343

I. INTRODUCTION

Elastically and hydromechanically coupled cochlear
structures are likely to form a complex resonator with several
degrees of freedom �Zwislocki, 2002�. Consequently one can
expect quite complex frequency dependence for the relative
movements between these structures, for example between
the tectorial membrane �TM� and the reticular lamina. Rela-
tive movement between the TM and the reticular lamina can
have a significant transversal component at low frequencies
�Nowotny and Gummer, 2006� as a consequence of the vis-
coelastic properties of the organ of Corti �Scherer and Gum-
mer, 2004�. Shear displacement, however, dominates their
relative movement and hence excites the cochlear receptors,
the inner and outer hair cells �IHCs and OHCs, respectively�,
near the characteristic frequency �CF� �Nowotny and Gum-
mer, 2006�. In 1980, Allen, and Zwislocki, postulated inde-
pendently that this complex system possesses at least two
resonant frequencies for each tonotopic place along the co-
chlea.

Allen and Fahey �1993� produced a realistic model of
the resonator which is likely to be formed by the TM mass
and its elastic attachments to the spiral limbus and the OHC
stereocilia �Zwislocki, 1980; Allen, 1980�. At the frequency
of the resonance, IHC and, consequently, neural excitation,
reach a minimum because the TM moves in phase with the
reticular lamina, thus resulting in a minimum in the shear
displacement between these structures. Allen and Fahey
�1993� identify this frequency fZ with the point at which the

tip of the neural tuning curve joins its tail. A secondary mini-
mum in sensitivity is frequently seen at this point �Zwislocki,
1986; Taberner and Liberman, 2006� which is also situated
about half an octave below the CF of the auditory fiber.
Simultaneous masking neural tuning curves closely resemble
the tuning properties of single auditory-nerve fibers �Dallos
and Cheatham, 1976�. Hence, masking tuning curves might
also exhibit this secondary minimum of sensitivity attributed
to the TM resonance.

Depending on the relationship between the system pa-
rameters, an increase in the basilar membrane �BM� re-
sponses could be observed at the TM resonance frequency
�Russell and Kössl, 1999; Legan et al., 2000�. As a conse-
quence of this complex interaction between the cochlear
structures, the TM provides the main drive to the IHCs at the
CF, determining the sharpness and sensitivity of the neural
tuning curves �Legan et al., 2005�.

To date, the TM resonance properties have been ob-
served directly only in preparations of the temporal bone
�Gummer et al., 1996; Hemmert et al., 2000�. However, the
existence of a nonlinear TM resonance in the living, sensitive
cochleae has also been inferred from in vivo recording of
mechanical �Russell and Kössl, 1999; Legan et al., 2000�,
acoustical �Brown et al., 1992; Allen and Fahey, 1993;
Lukashkin and Russell, 2003�, and neural �Zwislocki, 1984;
Allen and Fahey, 1993� responses. The only known attempt
to manipulate the TM mechanical properties in vivo �Zwis-
locki, 1986� produced results consistent with the concept of a
radial TM resonance. However, Zwislocki’s experiments in-
volved opening the scala vestibuli with the possibility of
changing the cochlear sensitivity and its hydromechanicala�Electronic-mail: a.lukashkin@sussex.ac.uk
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properties �Cooper and Rhode, 1996�, including changes of
the mechanical responses of the TM and BM.

Distortion product otoacoustic emissions �DPOAEs� are
commonly used because they offer a relatively noninvasive
means of investigating cochlear function. DPOAEs are
thought to originate from the region between the two primary
tones where the oscillations from each component combine
�Brown and Kemp, 1984�. Hence for experimental and clini-
cal purposes it is important that the primary tones are an
optimal distance apart, i.e., the f2 / f1 ratio is optimal. The
optimal frequency ratio for the 2f1-f2 DPOAE has been
found to fall approximately between 1.1 to 1.4 in different
species and different levels of the stimulation. The DPOAE
frequency, which corresponds to this optimal ratio, is often
described as being about half an octave below f2 �Brown et
al., 1992� and it is similar for the DPOAE components of
different order, e.g., 2f1-f2, 3f1-2f2, 4f1-3f2, etc. Hence, the
amplitude maximum is observed at different f2 / f1 ratios for
different DPOAE components. If the f2 / f1 ratio is too great
or too small �f1 and f2 are too far apart or too close together�
there is a decrease in the amplitude of the DPOAEs �Brown
et al., 1992; Allen and Fahey, 1993�. Thus DPOAEs exhibit
a bandpass structure, the origin of which has been a subject
of debate.1

This frequency of about half an octave below f2, which
corresponds approximately to the maximum of the DPOAE
amplitude, is also characterized by the reversal of the
DPOAE phase behavior �Harada et al., 2000; Lukashkin and
Russell, 2003� when phase lag turns into phase lead with
increasing level of the stimulation. If f2 is kept constant and
f1 changes, then the DPOAE frequencies will sweep through
the frequency region of the hypothetical nonlinear, TM-
attributed resonance at the f2 CF place �Russell and Kössl,
1999; Legan et al., 2000�. The DPOAE phase leads with
increasing level of stimulation when f1 is close to f2 and the
level of the low-frequency primary increases. When the f2 / f1

ratio becomes larger, i.e., when f1 moves further away from
f2, this phase lead gradually decreases for the same level of
the primaries. The level-dependent phase change disappears
when the DPOAE frequency becomes equal to the frequency
of the hypothesized TM resonance at about a half octave
below f2. The level-dependent phase change inverses and the
phase angle lags with increasing the level of stimulation as
the DPOAE frequency decreases below that of the resonant
frequency. When considering this ratio-dependent phase be-
havior it is important to remember that the resonant fre-
quency in nonlinear systems depends on the levels of the
input signals; thus, phase reversal could occur at different
ratios in the case of different primary levels �Lukashkin and
Russell, 2003�.

In this work, the DPOAEs and simultaneous masking
neural tuning curves were recorded from the same prepara-
tions. The frequency dependence of the DPOAE maxima and
level-dependent phase reversals, and also the position of the
secondary minima in the masking tuning curves, were com-
pared to determine whether they are generated by the same
phenomenon, for example the secondary, low-frequency
resonance attributable to the TM.

II. METHODS

Pigmented guinea pigs �280–390 g� were anesthetized
with the neurolept anesthetic technique �0.06 mg/kg body
weight atropine sulphate s.c., 30 mg/kg pentobarbitone i.p.,
500 �l /kg Hypnorm i.m.�. Additional injections of Hypnorm
were given every 40 min. Additional doses of pentobarbitone
were administered as needed to maintain a nonreflexive state.
The heart rate was monitored with a pair of skin electrodes
placed on both sides of the thorax. The animals were trache-
otomized and artificially respired, and their core temperature
was maintained at 38 °C with a heating blanket and head
holder. The middle-ear cavity of the ear used for the DPOAE
measurements was opened to reveal the round window.
Compound action potentials �CAPs� of the auditory nerve
were measured from the cochlear bony ridge in the proximity
of the round window membrane using Teflon-coated silver
wire.

Sound was delivered to the tympanic membrane by a
closed acoustic system comprising two Bruel & Kjaer
4134 1

2-in. microphones for delivering tones and a single
Bruel & Kjaer 4133 1

2-in. microphone for monitoring sound
pressure at the tympanum. The microphones were coupled to
the ear canal via 1-cm-long, 4-mm-diameter tubes to a coni-
cal speculum, the 1-mm diameter opening of which was
placed about 1 mm from the tympanum. The closed sound
system was calibrated in situ for frequencies between 1 and
50 kHz. Known sound-pressure levels were expressed in dB
SPL re: 2�10−5 Pa. All sound stimuli in this work were
shaped with raised cosines of 0.5 ms duration at the begin-
ning and at the end of stimulation. White noise for acoustical
calibration and tone sequences for auditory stimulation were
synthesized by a Data Translation 3010 board at 200 kHz
and delivered to the microphones through low-pass filters
�100-kHz cutoff frequency�. Signals from the measuring am-
plifier were digitized at 200 kHz using the same board and
averaged in the time domain. Amplitudes and phase angles
of the spectral peaks were obtained by performing an FFT on
a time-domain averaged signal, 4096 points in length. Phase
data were corrected for the phase angles of the primaries.
The maximum level of the system distortion measured with
an artificial ear cavity for the highest levels of primaries used
in this study �L1=L2=75 dB SPL� was 70 dB below the pri-
mary level. Experimental control, data acquisition, and data
analysis were performed using a PC with programs written in
TESTPOINT �CEC, MA�.

The following experimental procedures were used dur-
ing DPOAE recording:

�i� DPOAE-grams �f2 sweeps, f2 / f1 ratio is constant, L1

and L2 are constant, L2 is 10 dB below L1� for low-
level primaries were recorded on a regular basis dur-
ing each experiment to confirm stable conditions of
the animal. Data collected from an animal were re-
jected if the DPOAE level changed by more than
5 dB at f2 frequencies used for the other procedures.

�ii� DPOAE ratio functions measured during f1 sweeps
with constant f2. L1 and L2 were constant during each
sweep with L2 being 10 dB SPL below L1.

�iii� DPOAE growth functions with increasing L1 were

338 J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 Lukashkin et al.: Otoacoustic emissions and suppression tuning curves



measured while keeping L2 and frequencies of the pri-
maries constant. The growth functions were measured
at different f2 / f1 ratios.

CAP suppression tuning curves were derived from si-
multaneous tone-on-tone masking �Dallos and Cheatham,
1976� using a 10-ms probe tone centered on a 40-ms masker
tone. The probe tone of a particular frequency was set to a
level where a stable CAP appeared just above the recording
noise floor. The frequency of the masker was set and its
attenuation was adjusted until the probe tone CAP during
every presentation of the masker was suppressed as judged
by eye. The masker frequency and level was noted, a new
masker frequency was set, and the process repeated. Signals
were low-pass filtered at the corner frequency of 1–3 kHz to
suppress the cochlear microphonic potentials during CAP
measurements.

All procedures involving animals were performed in ac-
cordance with UK Home Office regulations.

III. RESULTS

A. Neural masking tuning curves

Allen and Fahey �1993� define a frequency fZ in single
unit neural tuning curves where the tip and tail of the tuning
curves meet. Simultaneous masking neural tuning curves
�Fig. 1� also have different slopes in the tail and tip regions;
hence, a similar frequency fZ can be determined for them.
The fZ in the masking curves �vertical arrow in Fig. 1� is
situated almost exactly a half octave below the probe tone,
and fZ is characterized by a secondary minimum of masking

tone efficiency which forms a distinctive notch in the mask-
ing curves recorded for the higher frequency probe tones
�15–30 kHz in Fig. 1�. Because the masking tuning curves
closely resemble tuning properties of single auditory-nerve
fibers �Dallos and Cheatham, 1976�, the masking notch is
likely to be analogous to the tuning notch observed in single
unit responses �Zwislocki, 1986; Taberner and Liberman,
2006�. The depth of the masking notch decreases when the
probe tone frequency becomes lower, making it almost un-
detectable for a probe frequency of 8 kHz �Fig. 1�. A similar
systematic reduction in the prominence of the notch was also
observed for single auditory fibers with lower CF �Zwislocki,
1986; Taberner and Liberman, 2006�.

B. Level dependence of the DPOAE

The probe tone level during the masking experiments
was set to a minimum level �close to 0 dB SPL for the probe
frequencies of 8–21 kHz� where a stable CAP appeared just
above the recording noise floor. It was not feasible to employ
higher levels of the probe tone because they rapidly elevated
the CAP threshold. However, during the DPOAE measure-
ments we had to use levels of the primaries which were
higher than the CAP probe tone �L1=L2+10 dB=30 dB
SPL� for reliable recording of the higher order emission
components, i.e., 3f1-2f2, 4f1-3f2, well above the noise floor.
This difference in the stimulus levels should be taken into
account when comparing the hypothesized manifestations of
the TM resonance �fZ and frequencies of the DPOAE
maxima and the phase reversals� in neural and acoustical
responses presented in this paper because of the level depen-

FIG. 1. Simultaneous masking neural tuning curves for
different frequencies of the probe tone. The probe tone
frequency is indicated within each panel. The probe
tone frequencies and the probe tone levels are also in-
dicated by filled stars. Vertical arrows point towards the
frequency where the tip and tail of the curves meet.
Masking tuning curves show a distinctive notch at these
frequencies for the high-frequency probe tones. For the
8-kHz probe tone �bottom panel� this frequency is de-
fined as an intersection of least-square fit lines �dashed
lines� to the tail and near tip points of the curve. Num-
ber of averages n is indicated for each panel. Error bars
are equal to SD.
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dence of the DPOAEs. For example, reversal of the DPOAE
phase behavior from lag to lead is observed over a finite
range of DPOAE frequencies as f1 is moved further away
from f2 so that the 2f1-f2 frequency decreases �Fig. 2�. Ini-
tially only low-level responses phase lag, i.e., the curves in
Fig. 2, have negative slopes at low levels, and the phase still
leads at higher L1. The phase lag spreads towards progres-
sively higher L1 with further reduction of the 2f1-f2 fre-
quency �dotted arrow in Fig. 2�. This phenomenon is ex-
plained by the fact that the resonance frequency of a dynamic
nonlinear system depends on the level of the input signals.
The resonance frequency may shift up or down depending on
the stimulus levels and on the properties of the particular
nonlinear system. Accordingly, the phase pattern seen in Fig.
2 for the 2f1-f2 component would be expected if the reso-
nance frequency becomes lower when the level of the stimu-
lus �L1� is increased.

Similar shifts to lower frequencies with increasing level
of stimulation are observed for the bandpass DPOAE struc-
ture. For example, the 2f1-f2 DPOAE peaks at a frequency of
about 8.1 kHz when L2=10 dB SPL �Fig. 3�. However, when

L2 approaches 40 dB SPL the frequency of the 2f1-f2 maxi-
mum decreases gradually to approximately 5.7 kHz. Because
of the level dependence of the DPOAE characteristics, com-
parisons between the frequency dependencies of the DPOAE
bandpass structure and DPOAE phase reversals were made
for the same levels of the primaries.

C. Frequency dependence of the DPOAE amplitude
maximum and phase reversal

For chosen stimulus levels the DPOAE amplitude
maxima are situated exactly half an octave below the high-
frequency primary for f2 smaller than 7 kHz �Fig. 4�. How-
ever, the maximum’s position deviates from this “half an
octave below” rule in the midfrequency range of 8–15 kHz.
It is worth noting that this frequency range corresponds to
the region of the greatest auditory sensitivity in guinea pigs
and, hence, to the lowest levels of the probe tone used during
masking experiments. For f2 above about 12 kHz depen-
dence of the DPOAE maxima on f2 is not gradual and shows
horizontal plateaus �Fig. 4�. These plateaus are separated al-
most exactly by half-octave intervals and originate from the
multiple peaks of high-frequency DPOAEs �Fig. 5� and the
shift in prominence between these peaks as f2 decreases. As
the frequency of f2 declines the lower frequency peaks be-
come more prominent than the higher frequency peaks.
However, this shift in prominence does not occur at the same
frequency for each of the different DPOAEs. On closer ex-
amination it is obvious that each of the different DPOAE
components peaks at different f2 frequencies. For example,
for the same f2 frequency of 26 kHz �Fig. 5�, the 2f1-f2,
3f1-2f2 DPOAEs are dominated by the local maximum at
15.2 kHz; however, the 4f1-3f2 component peaks at local
maximum with half an octave higher frequency of 20.5 kHz.

From comparisons of the frequency dependencies of the
positions for the maximum DPOAE amplitude, phase rever-
sal, and low-frequency notch of the masking neural tuning
curves, it can be seen that these three dependencies approxi-
mately coincide at the highest frequencies �Fig. 6�. The fre-
quency dependencies of the amplitude maximum and phase
reversal also follow the same trend at the lowest f2 frequen-

FIG. 2. Level dependence of the phase reversal observed for the 2f1-f2

DPOAE. The 2f1-f2 DPOAE frequency for each curve is shown inside the
panel. Dotted arrow indicates a shift of the transition between phase lag and
phase lead observed with reduction of the 2f1-f2 frequency. L2 and f2 were
held constant at 30 dB SPL and 10 kHz, respectively; f1 was varied to
obtain the required 2f1-f2 frequency. Modified from Lukashkin and Russell
�2003�.

FIG. 3. Shift of the emission amplitude maximum towards lower frequen-
cies at high levels of stimulation. Dotted arrow indicates this shift. f2 was
fixed at 11 kHz; f1 was varied to obtain the required 2f1-f2 frequency. L2 for
each curve is indicated within the panel. L1 was 10 dB above L2. Noise
floor for the data presented is below −20 dB SPL.

FIG. 4. Frequency dependence of the DPOAE maximum on the f2 fre-
quency. The DPOAE maxima were determined from records shown in Fig.
5 and similar records for lower f2. Horizontal dotted lines show the position
of plateaus where the frequency of the amplitude maximum is the same for
different f2. These dotted lines are equivalent to the vertical dotted lines in
Fig. 5. Diagonal dashed line corresponds to frequencies situated half an
octave below f2.
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cies �Fig. 6�. However, at the lowest f2 frequencies we can-
not make direct comparisons between the DPOAE data and
masking notch because masking neural tuning curves could
not be obtained with probe tones at frequencies below
8 kHz. For the particular levels of the primaries and levels of
the probe tone used in this work, the largest discrepancy
between these three phenomena is observed in the region of
f2 and probe tones between 8 and 15 kHz. This is the range
of the guinea pig’s greatest auditory sensitivity and the range
of the largest difference between the levels of the primaries
and the probe tones used in these experiments.

IV. DISCUSSION

The frequency fZ in the neural masking tuning curves,
which is frequently characterized by a secondary minimum
of sensitivity, is situated almost exactly a half octave below
the probe tone for the entire frequency range studied �Fig. 6�.
Frequencies of the DPOAE maxima and the phase reversals
follow the same “half-octave” dependence �in this case half

an octave below f2� for the lowest and the highest frequen-
cies, which may indicate similar mechanisms behind the ori-
gin of these phenomena and the neural notch. However, the
DPOAE maxima and the reversals are situated significantly
lower than half an octave below f2 in the midfrequency
range, which corresponds to the region of the lowest hearing
thresholds. Two observations may account for this discrep-
ancy. The probe tone level �0–5 dB SPL� in the midfre-
quency range is smaller than the fixed L2 of 30 dB SPL used
for the DPOAE measurements. It was not feasible to employ
either higher levels of the probe tone �due to rapid elevation
of the CAP threshold� or lower L2 �because the high-order
DPOAEs were below the noise floor in this case�. However,
the level-dependent shifts of the DPOAE phase and magni-
tude �Figs. 2 and 3� indicate that both the DPOAE maxima
and the phase reversal should be observed at frequencies
1.5–2 kHz higher than those recorded if it had been possible
to use L2 as low as 0 dB SPL. With this level and frequency
adjustment, the frequencies of the hypothesized manifesta-
tions of the TM resonance in the DPOAEs occur a half oc-
tave below f2. This argument is supported by the observation
that frequencies of the acoustic and neural phenomena coin-
cide at 30 kHz �Fig. 6� when the probe tone level �20 dB
SPL� is closer to the L2.

Differences between the positions of the neural notch
and the DPOAE maximum are especially prominent at f2

above 10 kHz, where the position of the DPOAE maximum
does not change gradually �Fig. 4� and the dependence of the
DPOAE on the primary ratio has several local maxima �Fig.
5�. Logarithmic scaling of these frequencies resembles the
cochlear logarithmic scaling, which makes it unlikely that
the local maxima are artifacts of the acoustic systems used
for DPOAE stimulation and recording. The frequencies of
the local maxima appear to be due to the intrinsic character-
istics of the guinea pig cochlea because these frequencies do
not depend on the primary frequencies. They are essentially
the same for different f2 and different DPOAE components
�i.e., for different f2 / f1 ratio� �Fig. 5�. The frequency inde-

FIG. 5. Multiple peaks of the high-frequency DPOAEs
observed at half-octave intervals. Averaged responses
for four preparations. Symbol coding for different
DPOAEs is shown at the top left panel. Vertical dotted
lines are placed near peak frequencies. f2 is indicated
for each panel; f1 was varied to obtain the required
emission frequency. Primary levels were fixed at L1

=L2+10 dB=40 dB SPL. Average noise floor is indi-
cated with dotted lines. It is below −30 dB SPL for
almost the entire frequency range presented.

FIG. 6. Dependence of frequency of different manifestations of the hy-
potheszed TM resonance either on the high-frequency primary �for DPOAE,
open symbols� or on the probe tone frequency �for neural masking, filled
symbols�. Dotted line corresponds to frequencies situated half an octave
below f2.
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pendence of the local maxima on the primary frequencies
also make it unlikely that these maxima are generated by
multiple wave interference, which has been used to explain
the frequency periodicity of the evoked emissions recorded
from the same species in other experiments �Goodman et al.,
2003; Withnell et al., 2003�. These local maxima possibly
reflect the formation of standing waves in the cochlea �Rus-
sell and Kössl, 1999; Shera, 2003b� which affects the
DPOAE production either at the f2 or at the DPOAE CF
places.

The difference in frequency dependencies of the neural
notch and the DPOAE maximum can be attributable to the
complex nature of the DPOAE generation process. There is
no consensus about the origin of the DPOAE bandpass de-
pendence on the ratio of the primaries, and several mecha-
nisms have been suggested to explain this dependence
�Brown et al., 1992; Allen and Fahey, 1993; Kanis and de
Boer, 1997; Stover et al., 1999; Lukashkin and Russell,
2001; Shera, 2003a; Vetešník and Nobili, 2003; de Boer et
al., 2005; Fahey et al., 2006�. There is direct and indirect
evidence for the existence of several mechanisms in the co-
chlea, including the TM resonance, which will inevitably
generate a bandpass DPOAE dependence on the ratio of the
primary frequencies with appropriate choice of stimulus pa-
rameters. Therefore, we would like to suggest that the large
number of hypotheses concerning the origin of the DPOAE
bandpass structure has arisen, most likely, because of the
simple fact that this structure is generated by a combination
of mechanisms with different ones dominating at different
combinations of stimulus parameters. The DPOAE bandpass
structure recorded from nonmammalian species, where the
auditory organs have different organizations, also points to-
wards multiple mechanisms of the bandpass structure gen-
eration �Taschenberger et al., 1995; Coro and Kössl, 1998;
van Dijk and Manley, 2001�.

V. CONCLUSION

The notch in the simultaneous masking neural tuning
curves and the phase reversal of the DPOAE growth func-
tions at the auditory thresholds are both situated about half
an octave below the probe frequency and f2, respectively,
and show similar dependence on these frequencies. However,
the DPOAE bandpass structure is likely to be generated by a
combination of mechanisms with different ones dominating
at different stimulus parameters.
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1Mutual suppression between primaries should be observed if their separa-
tion is small enough �Kanis and de Boer, 1997; Lukashkin and Russell,
2001�, but because the DPOAE spectral components of different orders
peak at about the same frequency of a half octave below the f2, it was
concluded that the cochlea bandpass filtered the DPOAE energy �Brown et
al., 1992; Allen and Fahey, 1993�. This filter was associated with the TM
which, it was proposed, is tuned to a frequency about a half octave below

the CF of the BM in every cochlear location. In this model, DPOAE maxi-
mum is observed at the frequency of the TM resonance where relative
displacement between the TM and the reticular lamina is minimal and
mechanical energy is shunted away from the hair cells �Zwislocki, 1980;
Allen, 1980�. Allen and Fahey �1993� define a frequency fZ in single unit
neural tuning curves where the tip and tail of the tuning curves meet.
Although Allen and Fahey �1993� found the same dependence of fZ and
DPOAE amplitude maximum on the unit’s CF and the f2, respectively, later
publications showed that the concept of a “half octave below” filter for the
DPOAE components of different orders could be an oversimplification of
the experimental data �Stover et al., 1999�. Detailed investigation of the
problem �Schneider et al., 2001, 2003� reveals that there is a systematic
variation of the DPOAE peak frequency depending on the order of the
DPOAE. An alternative explanation �Stover et al., 1999� of the DPOAE
dependence on the ratio of the primaries utilizes the idea of multiple source
generation for DPOAEs �Furst et al., 1988; Whitehead et al., 1992; Brown
et al., 1996; Stover et al., 1996, Moulin, 2000; Fahey et al., 2006�. Accord-
ing to this hypothesis, the DPOAE emissions recorded in the ear canal
would be the result of the vector summation of emission from the f2 place
and stimulus frequency emission at the DPOAE frequency. Variation in the
amplitude and phase of the distortion product from these two sources can
give rise to a complex pattern in the vector sum, and, for example, be the
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When a two-tone stimulus is presented to the ear, so-called distortion product otoacoustic emissions
�DPOAEs� are evoked. Adding an interference tone �IT� to these two DPOAE-evoking primaries
affects normal DPOAE generation. The “effectiveness“ of interference depends on the frequency of
the IT in relation to the primary frequencies and this provides clues about the locus of emission
generation within the inner ear. Here results are presented on the effects of ITs on DPOAEs thought
to originate from the basilar papilla �BP� of a frog species. It is found that the IT always resulted in
a reduction of the recorded DPOAE amplitude: DPOAE enhancement was not observed.
Furthermore, iso-suppression curves �ISCs� exhibited two relative minima suggesting that the
DPOAEs arise at different loci in the inner ear. These minima occurred at fixed frequencies, which
coincided with those primary frequencies that resulted in maxima in DPOAE audiograms. The
occurrence of two minima suggests that DPOAEs, which are presumed to originate exclusively from
the BP, partially arise from the amphibian papilla as well. Finally, the finding that the minima in the
ISCs are independent of the primary or DPOAE frequencies provides support for the notion that the
BP functions as a single auditory filter. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2382458�
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I. INTRODUCTION

Upon stimulation with two appropriately chosen pure
tones, the inner ear produces weak sounds at frequencies
other than those present in the stimulus. These so-called dis-
tortion product otoacoustic emissions �DPOAEs� were first
discovered in humans �Kemp, 1979�, but were subsequently
found in all other classes of tetrapods �i.e., birds �Taschen-
berger and Manley, 1998�, reptiles �Manley et al., 1993� and
amphibians �Van Dijk and Manley, 2001�. This wide distri-
bution of DPOAEs �and otoacoustic emissions in general�
among tetrapods suggests that otoacoustic emissions are the
result of a fundamental property of the sensory hair cells/
epithelium within the inner ear �Köppl and Manley, 1993�.
After the initial discovery of DPOAEs it was recognized that
their amplitudes could be affected by the introduction of a
third tone �henceforth termed “interference tone” or “IT”�. If
a specific frequency region of the auditory epithelium is im-
portant for DPOAE generation, then an IT at this frequency
should be most effective in reducing the DPOAE level. As
such, the effect of the IT is frequency dependent and the
“effectiveness” of suppression can be used to infer the vari-
ous loci of DPOAE generation along the sensory epithelium.

The frog inner ear is different from that of mammals in
that it does not have a cochlea to detect airborne sound.

Rather, there are two auditory end organs �called papillae�
that are separated both anatomically as well as in their fre-
quency ranges of highest sensitivity. Both papillae share �1�
the absence of a basilar membrane, or analogous structure
�hair cells are directly imbedded in the cartilaginous wall of
the papillar recesses�, �2� the absence of distinct groups of
hair cells �i.e., no inner or outer hair cells� and �3� the pres-
ence of a tectorial membrane that covers the sensory hair
cells and into which the hair bundles protrude. A detailed
anatomical and physiological description of the anuran ear,
including a discussion of the differences and similarities with
the mammalian ear, can be found in Lewis and Narins
�1999�. The sensory epithelium of the amphibian papilla
�AP�, which is most sensitive to the low and mid frequencies
of the frog’s hearing range, consists of an elongated strip of
hair cells that is organized in a tonotopic fashion �i.e., hair
cells exhibit best frequencies that increase systematically
along the sensory epithelium�. Hair cells receive both affer-
ent and efferent nerve fibers, with the latter having tuning
characteristics similar to those found in mammals at similar
characteristic frequencies �Lewis, 1992�. Finally, the papilla
is thought to generate both spontaneous and evoked �e.g.,
distortion product� OAEs �Van Dijk et al., 1996; Van Dijk
and Manley, 2001�. The other hearing organ, the basilar pa-
pilla �BP�, is much simpler in structure and function. It con-
sists of a small epithelial patch containing relatively few hair
cells �between 50 and 100 in R. catesbeiana �Lewis, 1978��.
In each individual, afferent nerve fibers innervating the BP
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are all tuned to the same frequency �Ronken, 1990� while
efferent innervation is absent �except in the frog species X.
laevis �Hellman and Fritzsch, 1996��. Presumably this papilla
only generates evoked OAEs; spontaneous OAEs seem ab-
sent �Van Dijk et al., 1996; Van Dijk and Manley, 2001�. It is
this relative simplicity in anatomy and �electro-� physiology
which makes the frog basilar papilla an important model
system for the study of auditory function. Essentially, the BP
seems to behave as a single auditory filter with tuning pre-
sumably deriving from a passive, mechanical filtering
mechanism.

These properties of the BP are reflected in a simple
model for this hearing organ, which was used to qualitatively
describe the dependence of DPOAE generation on stimulus
tone frequencies �Van Dijk and Manley, 2001; Meenderink et
al., 2005a� and the relation between DPOAE- and neural
tuning �Meenderink et al., 2005b�. The presence of only a
single auditory filter fixes the location of emission generation
by necessity; there is no sensory epithelium in the BP that is
tuned to a different frequency to which the location of emis-
sion generation can shift with changing stimulus and/or
DPOAE frequencies. Here, we focus on the effects of a third
tone on the generation of DPOAEs thought to arise in the BP
of the Northern leopard frog Rana pipiens pipiens. In light of
the described properties of the BP it is expected that the
effect of the IT is largest when its frequency coincides with
the frequency that results in the largest emission level in the
DPOAE audiogram. Moreover, given the fixed location of
DPOAE generation, it is hypothesized that variation in the
frequencies of the primaries should not affect the frequency
of the IT that produces the largest effect on DPOAE ampli-
tude.

II. MATERIALS AND METHODS

DPOAEs were recorded from the right ear of seven
Northern leopard frogs, Rana pipiens pipiens �body weight:
21.2–42.4 g�. Each animal was immobilized with an intra-
muscular injection of pentobarbital sodium solution in the
left hind limb �Nembutal: effective dosage 55–60 mg/kg
body weight� and after approximately 30 min was trans-
ferred to a sound-attenuating chamber. Here it was wrapped
in soaked gauze to facilitate cutaneous respiration and placed
in the recording setup on a vibration-isolation table.

To record DPOAEs, a small plastic tube was sealed to
the skin surrounding the frog’s tympanic membrane using
high-vacuum silicone grease �Dow Corning Corp., Midland,
MI�. The tube contained an ER-10A microphone system
�Etymotic Research, Elk Grove Village, IL� for sound pres-
sure recording, the output of which was amplified by the
built-in amplifier �amplification=20 dB�, digitized �RP2:
Tucker-Davis Technologies, Alachua, FL� and stored on
computer disk for offline analysis. DPOAEs were evoked by
two primaries �with frequencies f1 and f2, where f2� f1� that
were delivered to the ear via separate tube phones �ER-2:
Etymotic Research�. These were connected to the micro-
phone system using short plastic tubings. Each primary was

generated from a separate digital/analog �D/A� channel
�RP2: TDT� and attenuated �PA5: TDT� to set the desired
level �L1 and L2, respectively�.

In order to add the interference tone to the stimulus, an
additional speaker �DT48: Beyerdynamic, Heilbronn, Ger-
many� was connected to the recording probe. This speaker
was mounted in a conical brass housing that opened directly
in the small plastic probe tube. Like the two primaries, the IT
was generated from a separate D/A channel �RP2: TDT� and
set to the desired level using a programmable attenuator
�PA5: TDT�. Customized software, written in MATLAB �The
Mathworks, Natick, MA� and RPvds �TDT� were used to
control the generation and the attenuation of the three tones
as well as the recording of the microphone signal. Both D/A
and A/D conversion was done at a frequency of 12.2 kHz.

All DPOAE recordings were made with equal-level pri-
maries L1=L2, either at 81 dB sound pressure level �SPL� or
76 dB SPL. The frequency f1 was chosen such that N sample
points �where N is an integer� held exactly 40 periods of this
tone and varied between 1323 and 2026 Hz across frogs.
Depending on the ratio f2 / f1 �either 1.1 or 1.2�, this block of
sample points also held an integer number of periods for f2

�44 or 48 periods, respectively�. As a result, the DPOAEs
evoked by these two tones are also exactly periodic over the
same number of sample points.

For each primary combination, the interference tone was
presented at different frequencies �f3� and levels �L3� that
made up a 40�18 matrix. For each f3, the level of the in-
terference tone was systematically decreased from 20 dB
above L1 to 12 dB below L1 in 2 dB steps �17 presentations�.
After this, one additional recording was made in the absence
of the IT. This last recording was used as a reference to
calculate the amount of suppression at that particular f3,
while the variation of the unsuppressed DPOAE levels
across f3s was used to assess whether the frog had moved
during the recordings.

The frequency of the interference tone was chosen such
that its phase rotated 90° for consecutive blocks of N sample
points �see Fig. 1�a�� and was systematically increased from
low to high frequencies over a range and in steps that were
relative to the frequency f1. That is, f3 is given by the frac-
tion 40� f3 / f1= �m+1/4�, where m is an integer ranging
from 11 to 89 in steps of 2 �resulting in the 40 different f3s
for each f1 , f2 combination�. This particular choice for the f3s
ensures that the IT phase rotates in steps of 90° for consecu-
tive blocks of N sample points, while at the same time results
in a stimulus �consisting of the two primaries and the IT� that
is exactly repeated every 4N sample points. The stimulus
was presented continuously for �N+10*4N� sample points
�which equals 0.8–1.2 s depending on f1�. The first N sample
points allowed for the onset of the stimulus �and DPOAEs�
and these were removed from the recorded microphone sig-
nal prior to analysis.

In the analysis �offline�, the recorded signal was aver-
aged in two steps. First, each block of 4N sample points was
subjected to a level-crossing, artifact-rejection routine �i.e.,
for each block, the absolute maximum voltage was compared
to the entire signal’s mean voltage. When this extreme ex-
ceeded the mean by more than four standard deviations, the
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block was considered to contain an artifact and therefore was
excluded from the analysis�. Artifact-free blocks were subav-
eraged in two buffers A and B. The mean of the two buffers,
�A+B� /2, can be used to estimate the DPOAE amplitudes,
while their difference, A—B, provides an estimate for the
noise levels at the DPOAE frequencies. This first averaging
step results in two signals, each with a length of 4N sample
points. Next, each of these signals was further averaged as

�n1+n2+n3+n4� /4, where n1. . .4 indicate the four consecutive
blocks of N sample points within the signal. The periodicity
of the two primaries, as well as the DPOAEs they evoke,
over N sample points, ensures that their levels are unaffected
by this averaging step. Since the IT phase rotates 90° for the
consecutive blocks n1. . .4, this tone is canceled from the sig-
nal when these blocks are added together. In addition, the
majority of DPOAE components �with the exception of
terms with integer multiples of 4f3� that may arise from the
interaction between the IT and either one of the primaries are
also cancelled in the final average due to the particular phase
variation of the interference tone �see Fig. 1�b��. Potentially,
the introduction of a third tone introduces energy at frequen-
cies that coincide with the DPOAE frequencies �2f1-f2 and
2f2-f1� and thus may bias the estimate of the IT effect on
DPOAE generation. With the recording method used here,
such spurious loading of “unwanted” frequency bins is much
reduced. Finally, the levels of the 2f1-f2 and 2f2-f1 DPOAEs
and the related noise floors were calculated from the final
averages using Fourier analysis.

Throughout this study, the ”Principles of Animal Care”
�NIH-publication 85-23, revised 1985� and USA regulations
were followed; all protocols were approved by the Univer-
sity of California Animal Research Committee.

III. RESULTS

The matrix of �f3 ,L3�-combinations presented for a fixed
primary combination was used to calculate iso-suppression
contourlines �ISCs�. These are curves that show the level of
the interference tone �L3� necessary to decrease the DPOAE
level by a given criterion amount as a function of interfer-
ence tone frequency �f3�. Representative sets of ISCs for
2f1-f2 and 2f2-f1 are given in Fig. 2. These data were ob-
tained in one frog with f1=1725 Hz, f2=1896 Hz �f2 / f1

=1.1� and L1=L2=81 dB SPL. This figure illustrates several
of the properties that were generally observed in our experi-
ments. First, if the IT produced any consistent effect, it was
always a reduction of the DPOAE amplitude �i.e., DPOAE
suppression�. For none of the �f3 ,L3�-combinations tested
did the DPOAE levels increase with the introduction of the
IT; DPOAE enhancement was not observed. Second, for a
fixed f3, increasing L3 invariably resulted in a larger reduc-
tion of the DPOAE level. The deviation from this seen in
Fig. 2�a� �when f3� f1 and L3�L1� is most likely caused by
unwanted energy that is added to the DPOAE-frequency bin
�directly from the IT or from higher-order distortion products
that arise via interaction between the IT and f1� despite the
recording method used. As such, this small �f3 ,L3�-area with
relatively little suppression is an artifact and does not reflect
specific properties of 2f1-f2 generation. Third, for a fixed L3

the amount of DPOAE suppression varied in a frequency-
dependent manner. This frequency dependence is also re-
flected by the ISCs, which are more or less W shaped. In the
example shown, the absolute minimum of the different con-
tourlines coincides in frequency with f1 for both distortion
products, while a secondary minimum is present at a some-
what lower IT frequency �f3�1 kHz� that did not coincide
with either the primary frequencies or the DPOAE fre-

FIG. 1. �a� Stylized example of the three-tone stimulus used in the experi-
ments. The stimulus consisted of the two primaries and the interference tone
�IT� and was presented for �N+10*4N� sample points. The first N sample
points in the stimulus allowed for the onset of the three tones �and
DPOAEs�; they were removed from the recorded signal prior to analysis.
The frequency f1 was chosen such that N sample points included 40 periods
for this primary. For frequency f2, the N sample points included either 44 or
48 periods depending on the ratio f2 / f1 �either 1.1 or 1.2�. As a conse-
quence, after each N sample points �indicated by the arrows�, the pattern of
the two primaries repeats exactly. Note that for clarity, only a quarter of the
periods for the primaries are drawn �10 and 11 periods, respectively�. The
frequency of the IT was chosen such that it completed an integer number of
periods over 4N sample points, but its phase was rotated by 90° in each
consecutive block of N sample points �illustrated by the 90° rotation of the
consecutive arrows for this signal�. This particular construct of the three-
tone stimulus results in cancellation of the IT and several of the DPOAEs it
evokes when the four blocks n1. . .4 �of N sample points� are averaged to-
gether. At the same time, neither the two primaries nor the DPOAEs they
evoke are cancelled from the averaged signal. �b� Table that gives the start-
ing phase �in degrees� of several frequency components in each of the
blocks n1. . .4. Whether the component cancels in the described average is
also given.
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quency. In all cases, the absolute minimum occurred for a
higher IT frequency than the secondary minimum. For clar-
ity, we will refer to these two minima in the ISCs as high-
frequency minimum �HFM� and low-frequency minimum
�LFM�, respectively.

The observation from Fig. 2 that the HFM occurs when
f3= f1 is not generally true. This is illustrated in Fig. 3, which
shows several ISCs at 6 dB suppression, all obtained in one
frog. Here, each curve was obtained for a different combina-
tion of primary frequencies. It can be seen that the position
of these curves within the �f3 ,L3�-area did not depend on the
primary-tone parameters. Each panel in Fig. 3 also shows a
DPOAE audiogram �i.e., DPOAE amplitude, obtained by
sweeping the primary frequency f1 while keeping f2 / f1 and
L1=L2 constant, plotted as a function of frequency� that was
recorded from the same ear. To facilitate graphical compari-
son with the ISCs, these audiograms have been plotted with
a reversed ordinate. As typically found for anuran DPOAE
audiograms, it exhibits two relative maxima which are
thought to reflect emission generation in the AP and the BP
�e.g., Van Dijk and Manley, 2001; Meenderink et al., 2005a�.

Clearly, the ISCs and the reversed DPOAE audiogram
largely overlap. However, notice that the vertical �level�
range for the DPOAE audiograms is twice the range used for
the ISCs.

The similarity between the different ISCs indicates that
for each f3 the L3 required to achieve the criterion amount of
suppression did not change with varying primary and
DPOAE frequencies or levels. In addition, the observation
that the two minima in the different ISCs and the two
maxima in the DPOAE audiogram occurred at similar fre-
quencies suggests that the origin/loci of the suppressed
DPOAEs is closely associated with the primary frequencies
that resulted in these latter maxima. Apparently, the loci of
DPOAE generation did not vary with varying primary fre-
quencies. Rather, they seemed to be at a fixed location along

FIG. 2. Iso-suppression contourplots illustrating the effect of the IT on the
amplitudes of the DPOAE at �a� 2f1-f2 and �b� 2f2-f1 that were generated by
a fixed-primary combination �f1=1725 Hz, f2 / f1=1.1, L1=L2=81 dB SPL�
in one frog. In each panel, the contour lines are drawn at 5 dB intervals,
with the appropriate changes in DPOAE level �relative to the unsuppressed
DPOAE level� given in the key. The arrows on the abscissa and ordinate, as
well as the white circles within the plot, give the frequencies and levels of
the two primary tones. The vertical dashed line indicates the DPOAE fre-
quency, while the number in the upper-right corner is the mean unsup-
pressed DPOAE level.

FIG. 3. Several iso-suppression contour lines �ISCs� at 6 dB suppression for
DPOAEs at �a� 2f1-f2 and �b� 2f2-f1 obtained in one frog. In each panel,
each contour line was obtained with a different parameter combination for
the primaries, as given in the key. The shape and the position of the contour
lines within the �f3 ,L3� area is independent of these parameters; all contour
lines are more or less superimposed. For f1=2142 Hz, only the DPOAE at
2f1-f2 was of high enough level to calculate the corresponding ISC; the line
is therefore absent in panel �b�. Each panel also shows the corresponding
DPOAE audiogram �i.e., DPOAE amplitude as a function of primary fre-
quency for fixed primary levels� recorded in the same animal. To facilitate
graphical comparison, the DPOAE audiograms are plotted with a reversed
ordinate �the right y axes give DPOAE level�. Notice that the range of the
ordinate for DPOAE levels is twice that of the IT-level range �left y axes�
and that for 2f1-f2 the DPOAE audiogram is plotted vs f1, while for
2f2-f1 it is plotted as a function of f2. In effect, the IT resulted in largest
DPOAE suppression when it coincided in frequency with the primary fre-
quency �f1 for 2f1-f2 and f2 for 2f2-f1� that corresponded to the maximum in
the DPOAE audiogram. The “tip” of the ISCs did not relate to either one of
the primary frequencies or the DPOAE frequency.
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the inner ear’s sensory epithelium and their locations were at
those primary frequencies that resulted in the two relative
maxima in the DPOAE audiogram.

To further illustrate these observations, the f3 at HFM
and LFM �taken as the average for ISCs at −2, −4, −6, −8,
and −10 dB� were determined in each �f3 ,L3�-matrix. In ad-
dition, we obtained the primary frequencies �f1s for 2f1-f2

and f2s for 2f2-f1� that resulted in the two relative maxima in
the corresponding DPOAE audiograms �i.e., same frog, L1

=L2 and f2 / f1�. In Fig. 4�a�, a comparison is made between
the primary frequencies �relative to the f3s at the HFM� used
to evoke the suppressed DPOAEs and those corresponding to
the high-frequency maximum in the DPOAE audiograms.
The data in this plot are scattered around the abscissa, indi-
cating that maximum suppression occurred when the IT was
close in frequency to the primary frequency that resulted in
the high-frequency maximum in the DPOAE audiogram. At
the same time, the absence of a clear correlation between the

data and the ordinate indicates that the former frequency is
not dependent on the primary frequency that evoked the sup-
pressed emission.

A similar plot is shown for the LFM in Fig. 4�b�. How-
ever, in this plot the primary frequency that evoked the
DPOAE is compared to the first harmonic frequency of the
IT, rather than f3 itself. This was done to assess whether the
LFM reflected suppression of the DPOAE by this harmonic
and as such constituted an artifact rather than revealing a
second DPOAE source. As in Fig. 4�a�, the data indicate that
the LFM occurs when f3 was similar to the primary fre-
quency that resulted in the low-frequency maximum in the
DPOAE audiogram. Here, the absence of clear correlation
between the data and the ordinate indicates that suppression
is not induced by the first harmonic of the IT around the
primary frequency used to evoke the DPOAE. This latter is
further supported by the notion that the level of the first
harmonic of the IT is at least 40 dB below the IT level and as
such is too low to induce significant suppression at any fre-
quency.

IV. DISCUSSION

To evoke DPOAEs, a stimulus consisting of two prima-
ries is presented to the ear. When an appropriately chosen
third tone is added to this stimulus, the primary-evoked
DPOAEs are affected. Several terms are in use to denote this
third tone. Initially, it was called a “suppressor tone” since it
was believed that such a tone reduces/attenuates the ampli-
tude of the generated emission �Brown and Kemp, 1984�.
However, with the finding that the amplitude of the recorded
DPOAE can also increase with the introduction of a third
tone, the more general term “interference tone” �IT�, which
can indicate both suppression and enhancement, was sug-
gested �Martin et al., 2003�. For consistency, this second
term has been used throughout this manuscript, although no
enhancement was observed for anuran BP-DPOAEs. It
should be noted that the term “bias tone” is sometimes used
to indicate the third tone �Bian et al., 2002; 2004�. In these
cases, the interest is not in the “averaged” effect of the third
tone on the DPOAE. Rather, the third tone is presented at a
relatively low frequency and its effect on the time course of
the generated DPOAE is mapped as a function of the bias-
tone phase. The idea is that the third tone biases the operat-
ing point of the nonlinearity underlying DPOAE generation,
thus resulting in DPOAEs that are different from the one
being evoked with the nonlinearities operating point “at
rest.” Since the operating point is systematically dependent
on the phase of the bias tone, it is possible to derive the
nonlinearity involved in the DPOAE generation from these
recordings.

The effect of an IT on the generation of DPOAEs has
been documented for various classes of tetrapods �Köppl and
Manley, 1993; Taschenberger and Manley, 1998; Frank and
Kössl, 1995; Martin et al., 1999�, including humans �Brown
and Kemp, 1984�. The results from these experiments have
been used to assess the characteristics of mechanical tuning
and to derive the different locations of DPOAE generation.
In mammals, iso-suppression contour lines �ISCs� exhibit a

FIG. 4. For each �f3 ,L3� matrix we determined the IT frequency at the
low-frequency and high-frequency minimum in the ISCs �averaged over
ISCs at −2, −4, −6, −8, and −10 dB suppression� for 2f1-f2 and 2f2-f1. In
�a� these frequencies at the high-frequency minima were compared to the
primary frequencies �f1 for 2f1-f2 and f2 for 2f2-f1� used to evoke the
suppressed emissions and to the primary frequencies �again f1 for 2f1-f2 and
f2 for 2f2-f1� that resulted in the high-frequency maxima in the correspond-
ing DPOAE audiograms. In �b�, a similar comparison is made for the low-
frequency minima, but here the primary frequencies that were used to evoke
the suppressed emissions were compared to the first harmonic of the IT
frequency. This was done to assess whether the low-frequency minimum
reflected suppression of the DPOAE by this harmonic and as such consti-
tuted an artifact rather than revealing a second DPOAE source.
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minimum around f2, indicating that this frequency region in
the cochlea is important in lower-sideband1 DPOAE genera-
tion. Further support for the origin of DPOAEs from this
location comes from cochlear-model considerations �Tal-
madge et al., 1998� and the very small DPOAE group delays
that are observed for fixed-f2 recording paradigms
�Schneider et al., 2003�. Similarly, a second source for these
emissions has been identified at the tonotopic location of the
DPOAE frequency. Moreover, another potential cochlear lo-
cation for DPOAE generation has been identified using in-
terference tones �Martin et al., 1999�. This source approxi-
mately coincides with the tonotopic location of the first
harmonic of f2 and as such is considerably higher in fre-
quency than either primary or the generated DPOAE.

In the frog BP, the origin of DPOAEs is expected to be
less complex. The presence of several DPOAE sources that
are at different locations and at different characteristic fre-
quencies is unlikely, given the simple anatomy of the papilla
and the observation that it functions as a single auditory
filter. More precisely, we hypothesized that the unique prop-
erties of the BP result in maximum DPOAE suppression at a
fixed IT frequency. This frequency is “preordained” by the
mechanical tuning properties of the papilla and is given by
the primary frequency that resulted in a maximum in the
DPOAE audiogram. As such, it is independent of the abso-
lute �f1 , f2� and the relative �f2 / f1� primary frequencies that
are used to evoke the emissions. As illustrated in Figs. 3 and
4�a�, these predictions are indeed observed, thus providing
additional evidence for the unique tuning properties of the
basilar papilla. However, the ISCs exhibit a secondary mini-
mum at those frequencies that coincide with the low-
frequency maximum in the corresponding DPOAE audio-
gram �Figs. 3 and 4�b��.

Anuran DPOAE audiograms generally have a bimodal
shape. That is, they consist of two frequency ranges for
which emission levels are relatively high. A more or less
distinct frequency range �the extent of which seems species
dependent� exhibiting reduced emission levels separates the
former two. Across species, it has been found that the low-
frequency DPOAE range closely resembles the frequency
range for which the AP has the highest neural sensitivity
�Van Dijk and Manley, 2001; Vassilakis et al., 2005�. A simi-
lar correspondence is observed for the high-frequency
DPOAE-range and the highest neural sensitivity in the BP.
Based on this, it has been hypothesized that the low-
frequency DPOAEs arise from the AP, while high-frequency
DPOAEs are generated in the BP. In addition, the findings
that DPOAEs from the low-frequency and high-frequency
range exhibit several differences �in the growth rate of input/
output curves �Meenderink and Van Dijk, 2004�, in their re-
sponses to anoxic conditions �Van Dijk et al., 2003� and in
their dependence on body temperature �Meenderink and Van
Dijk, 2006�� further favors the idea that separate anatomical/
functional structures �i.e., the AP and the BP� are involved in
their generation. Based on these observations it has been
assumed that DPOAEs arise from one of the two papillae,
and that the primary frequencies determine whether they
arise from the AP �f �1250 Hz in Rana pipiens pipiens� or
the BP �f �1250 Hz�; the nomenclature AP-DPOAEs and

BP-DPOAEs have been employed to indicate these two con-
ditions.

In the suppression experiments presented here, only pri-
mary frequencies that were thought to evoke BP-DPOAEs
were used. Given the postulated strict separation between the
generation of AP-DPOAEs and BP-DPOAEs, it is to be ex-
pected that ISCs exhibit only a single �high-frequency� mini-
mum. However, we found that ISCs exhibited a low-
frequency minimum as well. As shown in Fig. 4�b�, this
minimum is closely associated with DPOAEs that apparently
arise from the AP. It seems that a combination of primary
tones that, so far, was thought to exclusively generate
DPOAEs from the BP also evokes emissions from the AP
and that these two components combine to give the recorded
DPOAE. The contribution of these two components is fur-
ther illustrated in Fig. 5. These data were obtained in a frog
that exhibited an unusual DPOAE audiogram in that the low-
frequency DPOAEs were relatively weak �Figs. 5�c� and
5�d��. That is, the DPOAE levels at the low-frequency
maxima were 25.3 dB �2f1-f2� and 21.2 dB �2f2-f1� below
those of the high-frequency maxima. In similar DPOAE
grams �same L1=L2 and f2 / f1� recorded from other frogs,
these differences were only 6.9 dB �±4.5 dB, standard devia-
tion� and 7.2 dB �±3.5 dB�, respectively. In conjunction with
this, ISCs did not exhibit a clear low-frequency minimum
�Figs. 5�a� and 5�b��, indicating the absence of significant
low-frequency components in the recorded DPOAEs.

To date, the terms AP-DPOAEs and BP-DPOAEs have
generally been used to indicate emission generation originat-
ing solely from the AP and the BP, respectively. At least for
“BP-DPOAEs” we find that there is a considerable compo-
nent that arises from the AP, thus lowering the utility of this
term.

The finding by Martin et al. �1999; 2003� that in mam-
mals significant suppression and/or enhancement can occur
for ITs at one octave above f2 motivated us to extend the IT
frequency range accordingly. As may be expected based on
the known anuran inner ear physiology, we did not find any
contribution to the generated DPOAEs from such high fre-
quencies. As far as is known, the frog inner ear holds no
sensory epithelium that is tuned to higher frequencies than
those transduced in the BP2 and that may generate these
high-frequency DPOAE components. It has been suggested
that the high-frequency DPOAE component may be the basis
of the notches that are commonly observed in mammalian
DPOAE input/output �I/O� curves, this in contrast to the idea
that these notches result from interference between a low-
level and a high-level component.3 Anuran I/O curves also
may exhibit notches, while high-frequency suppression
and/or enhancement is absent. It is therefore unlikely that the
proposed mechanism of interference between DPOAE com-
ponents from different tonotopic locations gives rise to the
notches in anuran I/O curves.

In contrast to our findings in the frog, the introduction of
an IT may result in increased DPOAE amplitudes in other
tetrapods. DPOAE enhancement seems to contradict with the
idea that the IT reduces the amplitude of the DPOAE gener-
ated by the sensory epithelium at the IT’s tonotopic location.
However, such enhancement can occur when the DPOAE
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recorded in the ear canal is the result of two �or more�
DPOAE components that are generated at different locations
along the sensory epithelium. Then, the IT may reduce only
one of these components while the other component�s� are
unaffected. If the various DPOAE components interfere de-
structively �this depends on the relative phase between and
the relative amplitude of the various DPOAE components�,
attenuation of one component can result in an increase in
amplitude of the DPOAE that is recorded in the ear canal.
The finding that in the frog BP no DPOAE enhancement
occurs could thus indicate two possibilities: the recorded
DPOAE �1� consists of only one component or �2� it consists
of two or more components, but these do not interfere de-
structively with each other. As argued above, the recorded
anuran DPOAEs seem to be the composite of two compo-
nents. Apparently the phase relation between these compo-
nents is always �at least at these high primary levels� such
that they interfere constructively. It has been established that
DPOAE group delays increase with decreasing primary lev-
els �Meenderink and Van Dijk, 2006�; perhaps the phase dif-
ference between the proposed AP- and the BP-component
can be such that DPOAE enhancement occurs at lower pri-
mary levels, but this was not explored in the present study.

The present study focused on the effect of interference
tones on high-frequency DPOAEs �BP-DPOAEs� only; their
effect on low-frequency DPOAEs �AP-DPOAEs� was not
investigated. This was primarily due to the limitations of our
setup, which did not allow broadcasting of the high-level,
low-frequency ITs necessary to suppress these latter
DPOAEs. The presented suppression characteristics for BP-
DPOAEs deviated on several accounts from those observed

in other tetrapods. Instead of a frequency-dependent location
of DPOAE generation that shifts along the epithelial tono-
topic axis with the primaries, the origin of anuran BP-
DPOAEs was at a fixed locus that seemed to be “preor-
dained” by the mechanical tuning properties of the papilla.
These findings are in agreement with the notion that the basi-
lar papilla functions as a single auditory filter. Notwithstand-
ing, an additional low-frequency component is present in the
recorded BP-DPOAEs. The correlation of this minimum with
the low-frequency maximum in the corresponding DPOAE
audiograms favors the idea that this component originates
from the low-frequency amphibian papilla, thus requiring a
revision of the meaning of the term BP-DPOAEs.
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The generation mechanisms of cochlear waves, in particular those that give rise to otoacoustic
emissions �OAEs�, are often complex. This makes it difficult to analyze wave propagation. In this
paper two unusual excitation methods are applied to a three-dimensional stylized classical nonlinear
model of the cochlea. The model used is constructed on the basis of data from an experimental
animal selected to yield a smooth basilar-membrane impedance function. Waves going in two
directions can be elicited by exciting the model locally instead of via the stapes. Production of
DPOAEs was simulated by presenting the model with two relatively strong primary tones, with
frequencies f1 and f2, estimating the driving pressure for the distortion product �DP� with frequency
2f1− f2, and computing the resulting DP response pattern – as a function of distance along the
basilar membrane. For wide as well as narrow frequency separations the resulting DP wave pattern
in the model invariably showed that a reverse wave is dominant in nearly the entire region from the
peak of the f2-tone to the stapes. The computed DP wave pattern was further analyzed as to its
constituent components with the aim to isolate their properties. © 2007 Acoustical Society of
America. �DOI: 10.1121/1.2385068�
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I. INTRODUCTION

Experimental data on the responses of animal cochleae
to complex stimuli often present a bewildering picture. One
common example is the situation where two pure tones are
presented simultaneously, and the response of the cochlea is
investigated as to the properties of distortion products �DPs�.
The response can be observed in the form of oscillations of
the basilar membrane �BM�, in the form of the acoustic pres-
sure or as otoacoustic emissions �for instance, DPOAEs�, and
analyzed in the time or the frequency domain. Depending on
the experimental technique employed, and the parameters of
the stimuli, a number of different phenomena can be dis-
cerned in these responses: frequency selectivity, distortion
effects, multiple reflections, linear and nonlinear wave inter-
ference, effects of wave travel �dispersion�, suppression,
compression, and so on.

Properties associated with cochlear reflections have been
combined into the theory of “coherent reflection” �Zweig and
Shera, 1995�. In two previous papers �Nuttall et al., 2004; de
Boer and Nuttall, 2006� we have described how data ob-
tained from an animal with a spontaneous oscillation of the
BM and a concomitant otoacoustic emission, can be ana-
lyzed and interpreted to show that coherent reflection consti-
tutes a good explanation of the spectral irregularities experi-

mentally observed. The second report is a good example of
the use of a model of the cochlea as a device for obtaining
deeper insight. It should be stressed at this point that the
particular model was constructed directly from the measured
response of a particular animal. In the past we have often
utilized this method. For that special purpose the experimen-
tal data were acquired by presenting wide-band periodic
noise signals to the animal, recording the waveforms of the
responses, and analyzing those waveforms with cross-
correlation functions �de Boer and Nuttall, 1997, 1999,
2000a, b�. The underlying theory, the EQ-NL theorem, was
described by the first author in 1997.

A brief description of this theorem follows. The cochlea
is modeled as a nonlinear system of which the elements are
smoothly distributed along the length of the basilar mem-
brane �BM�. For excitation with a noise stimulus, the fre-
quency components of the signals inside the model are so
close together that distortion products �combination tones�
are swamped, so that only overall nonlinearity �in particular,
compression� remains. The nonlinear model is compared to a
linear one, in which the elements are given parameters that
are modified by compression. It is shown that, with the
proper choice of the latter elements and for the same stimu-
lus signal used, the input-output cross-correlation functions
are the same for the two models. Using this theorem to de-
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scribe cochlear responses allows us to use the linear version
of the model, for forward and inverse solutions.

That linear model is constructed in such a way that it
reproduces or simulates the data obtained in a particular ani-
mal. Stimulation with signals of different levels results in
different parameters: different BM impedance functions. For
another animal the same type of model can be used, but it
has to be given different parameters. With this technique it
has proven possible to explain global and refined properties
of linear as well as nonlinear effects observed in the cochlea;
see the aforementioned reports on effects of stimulus inten-
sity on the response and de Boer and Nuttall �2002� on tone
versus noise responses. A different, equally universal but
more conventional use of a model of the cochlea is amply
illustrated by the work of Talmadge et al. �1998a, b� and
Tubis et al. �2000a, b�. In this case the model used is to be
considered as a generic one, capable of explaining the most
general properties of responses on the basis of mathematical
elaborations.

In a cochlear model two types of waves propagating
along the basilar membrane are, in general, possible: one in
the direction of the apex �the forward-traveling wave� and
one in the direction of the stapes �the backward-traveling or
reverse wave�. In a “classical” model �this term is defined in
the Appendix� these two waves are equivalent in their modes
of propagation. Whether or not both waves are observable
depends on the circumstances �type of stimulation, local me-
chanical properties, and presence of internal reflections�.
Ever since otoacoustic emissions were detected �Kemp,
1978�, attention has been given to reverse waves, their ori-
gin, and their properties, because otoacoustic emissions are
generally assumed to arise from reverse waves reaching the
stapes.

In particular, the question has been raised whether the
total delay �latency� of an otoacoustic emission signal can be
decomposed into a forward-wave delay and a reverse-wave
delay. In the simplest case, that of a stimulus-frequency
emission �SFOAE�, the two delays would be, in a crude ap-
proximation, the same. However, the source of the forward
wave is a simple, localized, one—the stapes—but in contrast,
the source of the reverse wave is distributed over a certain
range—the region of “activity.” Therefore, even in this rela-
tively simple case the interpretation is not simple. For a
distortion-product emission �DPOAE� three frequencies are
involved, and it is much more difficult to unravel the actual
delay of the emission signal. Many authors have held the
view that indeed the round-trip delay is composed of a for-
ward and a backward delay, and can approximately be de-
composed in this way �among others, Schneider et al., 1999;
Prijs et al., 2000; Goodman et al., 2003, 2004; Shera and
Guinan, 2003�.

Recently, findings by Tianing Ren �2004a,b, Ren et al.,
2006� have cast doubt on this opinion. Ren performed mea-
surements in the gerbil at several locations along the basal
part of the basilar membrane. In analyzing evidence of dis-
tortion products �DPs�, he did not detect a reverse DP wave
in situations where the source of the DP was located apically

from the measurement location. And a new interpretation of
the data �e.g., Ren, op. cit.; Ruggero, 2004; Siegel et al.,
2005; Ren and Nuttall, 2006� has appeared.

The present paper has been written with the intention of
analyzing wave-traveling problems into some more detail
and generality. As earlier in our work, a �classical� model of
the cochlea is constructed on the basis of data obtained from
one particular experiment. That model is subsequently ana-
lyzed with respect to several possible subtle effects associ-
ated with wave propagation. To wit, the model is stimulated
with various types of stimulus and analyzed as to its fre-
quency and space-domain responses. In Sec. II briefly we
describe the technique used in obtaining and analyzing the
original data, and the genesis of the model on that basis. In
Sec. III describe specific operations carried out with the
model, including the use of artificial forms of stimulation. In
Sec. IV, a fundamental—and successful—test of the ex-
tended computation method is described. In Sec. V it is at-
tempted to simulate excitation as it occurs in the genesis of
Distortion Products �DPs� and DPOAEs. It is shown that
invariably two waves are generated: one traveling in the di-
rection of the apex and one in the direction of the base. In
these model exercises, the reverse wave is always found to
be dominant in the region near the stapes. In Sec. VI a
method is developed to approximately separate these forward
and reverse waves into two component waves. The result
shows that the two component waves are of a different na-
ture, but that their amplitudes are never more than 20 dB
different. In a further test, “basis waves” for the model were
created, and it was shown that the component waves behave
essentially as these basis waves. In Sec. VII, finally, we sum-
marize and discuss the results.

II. DATA AND MODEL

We first describe the acquisition of experimental data in
general terms. Data on movements of the basilar membrane
�BM� were collected from the basal turn of the guinea-pig
cochlea with a laser velocimeter, for details see the papers
cited earlier. The present study, on deeply anesthetized ani-
mals, was consistent with NIH guidelines for humane treat-
ment of animals and was approved by the Oregon Health &
Science Committee on the Use and Care of Animals. The
best frequency �BF� at the recording site was between 15 and
18 kHz. As judged by the Compound Action Potential
�CAP�, the hearing loss due to surgery was between 7 and
25 dB at 18 kHz.

We have collected responses to sounds consisting of
wide bands of flat-spectrum pseudorandom noise. The veloc-
ity of the BM was measured as a function of time, and input-
output cross-correlation functions �ccfs� were computed from
stimulus and response signals �see de Boer and Nuttall,
1997�. Finally, the ccf spectrum was derived from the ccf
waveform. For greater accuracy we constructed the “com-
posite ccf spectrum” from parts of the frequency range mea-
sured with different bandwidths and stimulus levels—for
low-frequency bands we used data with stimuli presented at
higher levels—see de Boer and Nuttall �1999� for more de-
tails. Such “composite ccf spectra” will convey all the infor-
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mation needed to develop a model of the cochlea adapted to
a particular experiment. The last-cited paper also gives de-
tails on how the measured ccf spectrum is converted into a
cochlear response pattern, a complex function of location
variable x. The so-derived response pattern will be used as a
“template.”

Given a certain cochlear pattern, BM velocity as a func-
tion of distance x along the length of the BM �the template�,
we can apply the inverse-solution method. With that method
the BM impedance—which again is a function of x—is de-
termined in such a way that a cochlear model with this im-
pedance produces a cochlear-pattern response that is �almost�
identical to the original pattern. In view of the aforemen-
tioned EQ-NL theorem, this model is a linear model. The
model has been made three dimensional so that it can accom-
modate long as well as short waves. A set of convenient
approximate solution methods for this model has been pub-
lished by de Boer �1997�, but for the present work the
Green’s function method—as used in earlier work—was se-
lected. The advantage is greater accuracy for uncommon
situations �such as we will employ here�. It should be noted
at this point that the Green’s function describes only the
hydrodynamics of the fluid, constrained as it is by the geom-
etry of the model. Details of the inverse-solution technique
are found in de Boer and Nuttall, 1999 and details on the
variations of that technique used for the present paper are
given in the Appendix.

The EQ-NL theorem helps to interpret results where the
original stimulus conditions force the cochlea into nonlinear-
ity. In point of fact, only in the case of production of distor-
tion products �DPs� will we use strong �tonal� stimuli and
adapt our parameters appropriately, but the propagation of
DP waves will be treated by linear perturbation theory. In all
other cases treated in this paper we consider only linear sys-
tems.

Figure 1 illustrates the “template response” on which
our model will be based. The particular experiment, 19922,
was selected from our database because it yielded a BM
impedance function that is fairly smooth. The upper panel
shows the original response pattern �tem�x�, plotted over a
length of 6 mm �sufficient to accommodate the range of fre-
quencies around 17 kHz—the best frequency for the location
at which we made the original recording�, in the form of a
thick continuous curve for the amplitude and a somewhat
thinner dotted curve for the phase. The response shown is
derived from the measured response of the cochlea for a
noise stimulus presented at 20 dB SPL per octave, and has
been converted from the frequency to the location �x� do-
main. The curves shown should be interpreted as the basilar
membrane velocity pattern, amplitude, and phase, for the fre-
quency of 17 kHz. Although the figure shows response and
impedance data over an interval of 6 mm, the actual model
had a length of 12 mm, and that length was subdivided into
1024 points. The thin continuous line in this panel shows the
amplitude of the response of the same animal recorded post-
mortem. The difference between the maximal values of the
two amplitude curves �approximately 30 dB� illustrates the
signal amplification that takes place in the viable cochlea.
The very thin dotted line shows the post-mortem phase. The

curves have been drawn up to the point where the accuracy
of the original, nonsmoothed, data becomes insufficient in
our eyes. The lower panel of Fig. 1 shows the BM imped-
ance in the two cases, on the same abscissa scale and a
nonlinear ordinate scale, described in the legend to the fig-
ure. The impedance was derived with the inverse-solution
method. The response of the model with this BM impedance
has been computed �this is called the “resynthesized re-
sponse”�, and hasbeen found to be indistinguishable from the
original responses, in both cases. In order to be able to carry
out resynthesis the impedance functions are artificially ex-
tended �see the coarsely dashed lines on the right� beyond
the points where the response functions are truncated. It is
the model based on the viable low-level response of Fig. 1
that is used in the computations on wave propagation de-
scribed further on. Parameters in the computation will be
modified wherever the stimulus signal drives the cochlea into
nonlinearity.

III. A POINT SOURCE

In the following step of our modeling exercise we strive
toward extreme simplification of stimulus presentation.
When we want to optimally consider forward and reverse
waves, we should apply the stimulus signal in a spatially
restricted form, not at the stapes but somewhere along the
length of the cochlear pattern. The most abstract form of
stimulus is then a point-like pressure source placed at a lo-
cation along the length of the template. We refer to this
stimulus type as “injection.” The model response to such a
stimulus follows from a straightforward solution to the
model equation �see the Appendix for the technique applied

FIG. 1. The template used for the computations, derived from experiment
19922. Upper panel: measured response, BM velocity, converted from the
frequency domain �f� to the location domain �x�. Amplitude in dB re the
stapes velocity. The phase in radians re stapes. Thick curves: viable cochlea.
Stimulus intensity: 20 dB SPL per octave. Thin curves: response of the same
animal recorded post-mortem. Lower panel: BM impedance, real and imagi-
nary parts. The abscissa scale is the same as in the upper panel. The ordinate
scale is nonlinear to accommodate large as well as small values. It is linear
between −1 and 1 and compressed outside this range. The unit corresponds
to 2 or 2000 kg m−2 s−1. Dashed lines indicate how the impedance function
is artificially extended beyond the range where the computation can be
regarded as accurate. Thick curves: viable cochlea. Thin curves: impedance
of the same animal’s cochlea post-mortem.
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in this case�. To reduce reflection at the stapes, which would
complicate the figure, we have modified the model equation,
by a procedure that is also described in the Appendix . As
regards interpretation, we must take into account the artifici-
ality of the situation. In addition, we depend on the accuracy
of the Green’s function solution method for this unusual
stimulus situation. Figures 2 and 3 present the results of the
computations for two placements of the source, and these
figures clearly show the behavior of the generated waves in
these two cases.

Figure 2 shows the wave pattern produced when a con-
stant pressure �operating at 17 kHz� is prescribed �“in-
jected”� at five consecutive points centered at location x

=2.5 �mm�, i.e., near the left end of the “active” region.
There is no stimulation elsewhere nor at the stapes, and re-
flection at the stapes is minimized, as stated above. It is clear
from the phase curve that from the “injection” region a wave
travels to the left �toward the stapes� and that another wave
travels to the right �in the direction of the apex�. On its path
the amplitude of the reverse wave decreases gradually. This
wave is not or barely amplified because its source lies at the
left-hand edge of the active region �compare Fig. 1, lower
panel�. In contrast, the wave to the right �the forward wave�
acquires and demonstrates the amplification that is associated
with the template response.

Figure 3 shows the corresponding situation when the
same type of “injection” occurs just to the right of the re-
sponse peak, at x=4.3 �mm�. Remember that in Figs. 2 and 3
the plotted patterns are solely due to “injection;” no stimulus
is applied to the stapes, and stapes reflection is minimized. In
Fig. 3 the left-going wave is more extended and shows the
effect of local amplification occurring along its course. In
contrast, the rightgoing wave covers only a small region of
the x axis before it starts to behave like an evanescent
wave—showing almost constant phase. Note, also, that the
phase slopes near the injection region are steeper in Fig. 3
than in Fig. 2: the waves originate closer to the peak of the
template response. Both Figs. 2 and 3 demonstrate that for-
ward and reverse waves are created together, starting from a
space-confined region. That region seems wider than the ac-
tual injection region, because cochlear activity contributes to
local stimulation and is not spatially confined. The interfer-
ence pattern shown in Fig. 3 in the 4 mm region may be due
to interference of the waves in this extended region. There
may be a contribution from interference of the reverse wave
and a forward wave caused by residual reflection at the
stapes. Finally, there may also be an influence of irregularity
of the BM impedance in this region—remember that both
forward and reverse waves will undergo amplification in the
4 mm region—and this makes it difficult to analyze the situ-
ation.

IV. A DISTRIBUTED SOURCE

In the next step we critically test the extended solution
procedure by approaching an actual and realistic situation
very closely. We stimulate the cochlea with a pure tone, via
the stapes. Using the terminology defined in the Appendix ,
we decompose the BM impedance—as determined from the
inverse solution—as the sum of ZBM

pass, the impedance associ-
ated with the response measured post-mortem, and ZBM

act , the
impedance specifically associated with the cochlear amplifi-
cation system. Clearly, ZBM

act is determined by subtracting
ZBM

pass from ZBM:

ZBM
act = ZBM − ZBM

pass. �1�

Note that that both terms in the right member of this equation
are found from experiments �in the same animal�. Then, the
pressure pact defined by

FIG. 2. Composite wave elicited by a spatially confined pressure source, no
stapes stimulation. See the text. All functions shown are BM velocities. The
template response is the same as in Fig. 1. “Injection” occurs in a small
region around 2.5 mm. The phase curve indicates a reverse wave �phase
angle decreasing with negative-going x� to the left of the injection region as
well as a forward wave �phase angle decreasing with positive-going x� to the
right of that region.

FIG. 3. The same as Fig. 2, but “injection” occurs here in the region around
4.3 mm, beyond the peak of the response. Again two waves are observed,
but the forward-going one is soon quenched in the region where the BM
impedance has become constant. The reverse wave undergoes amplification
in the same region where the template response increases in power. Internal
interaction and residual reflection from the stapes cause small amplitude and
phase undulations to the left of the injection region.
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pact = − 1/2�BM · ZBM
act , �2�

is the equivalent pressure generated by the Outer Hair Cells
�OHCs�, responsible for cochlear amplification. The minus
sign and the factor 1

2 are due to sign conventions, see the
Appendix .

We next construct a model with the “passive” BM im-
pedance ZBM

pass, and stimulate it with both a given velocity of
the stapes and the distributed pressure pact from Eq. �2�. Fig-
ure 4 shows the result. The so-computed response is virtually
identical to the original response of the model �i.e., the tem-
plate response� computed with the full BM impedance ZBM.
In order to show the individual curves, the amplitude curves
have been displaced by 1 dB with respect to one another. It
is seen that the correspondence extends to a point where the
response is approximately 40 dB below its peak. The phase
curves are indistinguishable over this range, and only the
original function has been displayed. The conclusion is ob-
vious: with a distributed form of �pressure� excitation the
computation technique is virtually flawless.

One remark needs to be made with respect to Figs. 2–4.
In the former two figures reflection at the stapes has been
minimized with the aim of showing the reverse wave in its
purest form. In Fig. 4 the stapes boundary condition has been
returned to the original form—with a prescribed stapes
velocity—in order to create a condition with distributed in-
jection that is equivalent to the one used for the template
response.

V. SIMULATION OF A DP CONDITION

We now attempt to realize a condition that is comparable
to the one where two stimulus tones �“primaries”�, with fre-
quencies f1 and f2, are given and the principal DP is gener-
ated. We first need to simulate the response patterns of these
primaries. For that purpose we construct a second template,
from data obtained at a stronger stimulation �the primary
stimuli are generally presented at a fairly high level� from the

same animal, but still corresponding to the original fre-
quency. As a result of nonlinearity, this template will, in
general, have a lower and wider peak than the template used
earlier. Next, two copies of that second template are made,
these are displaced with respect to the original template and
are made to correspond to the two primary frequencies f1

and f2. In doing this, we keep the DP frequency fDP, given by

fDP = 2f1 − f2, �3�

constant �equal to 17 kHz in this case�, and assume the
ratio f2 / f1 to be given. Call the respective template func-
tions �prim1 �x ; f1� and �prim2 �x ; f2�, keeping in mind their
respective frequencies, f1 and f2. These shifted templates
represent the excitation provoked by the two primary
tones. Note that they reflect the compression that the pri-
mary tones undergo.

We now need to obtain an estimate of how the OHCs are
stimulated by them. Consider the presentation of one of these
primaries, say, the first. Let ZBM

�1� �x ; f1� be the BM impedance
corresponding to this second template response, displaced
according to the frequency f1. Then, let ZBM

act1�x ; f1� be the
active component of this impedance �cf. Eq. �1��. As a result
of nonlinearity the function ZBM

act1�x ; f1� differs from ZBM
act of

Eq. �1�, evaluated for the frequency f1, especially in its real
part. The model thus reflects the nonlinearity that this pri-
mary tone undergoes. The active component pact1�x ; f1� of
the pressure generated by the OHCs is given by

pact1�x; f1� = − 1/2�prim1�x; f1� · ZBM
act1�x; f1� . �4�

In our simple conception of the OHCs, we have assumed
that these cells are simple no-memory transducers, all fre-
quency dependence is absorbed in the complex nature of
ZBM

act1�x ; f1� �see Fig. 1 and related description in de Boer and
Nuttall, 2002�. This means that pact1�x ; f1� in Eq. �4� ex-
presses, apart from a factor, the excitation of the OHCs at the
frequency f1, let us call that excitation �1�x ; f1�. Similarly,
ZBM

act2�x ; f2� is the active component of the BM impedance
valid for the frequency f2 for the second primary tone. The
model thus also reflects the nonlinearity that the second pri-
mary tone undergoes. The active component pact2�x ; f2� of
the OHC pressure at the frequency f2 is given by

pact2�x; f2� = − 1/2�prim2�x; f2� · ZBM
act2�x; f2� . �5�

The excitation associated with pact2�x ; f2�—which also is
a complex function of x—will be called �2�x ; f2�. Now, let
both primary tones be presented together. Inside the hair
cells the sum signal is subjected to nonlinear distortion. We
assume that the third-order term in the polynomial expansion
of this distortion term is the most important one. Expanding
the expression

�Re��1�x; f1�e2�if1t + �2�x; f2�e2�if2t��3, �6�

in terms with various frequencies, gives as the principal DP
with the frequency 2f1− f2, a term of which the effective
�complex� amplitude ADP�x� is given by

ADP�x� = 3/4A�1
2�x; f1� · �2

*�x; f2� . �7�

The square arises because the DP frequency fDP contains
the term 2f1, the asterisk �*� denotes the complex conjugate

FIG. 4. Distributed “injection.” Resynthesis with a “passive” model and
injection with the “active” pressure. See the text. The resynthesized response
is plotted 1 dB lower than it is computed, and as a thinner curve. The
associated phase curve is so similar to that of the template that it has been
omitted from the figure. This figure demonstrates the accuracy of the com-
putation procedure.
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and is needed because the DP frequency contains the term
−f2. We have included a constant of proportionality A that at
the moment is left unspecified, we will come back to this
factor presently. A pressure proportional to ADP�x�, having
the frequency fDP �equal to 17 kHz�, will be active as the
injection source for the DP, it will be denoted by pact�x�. The
pressure pact�x� or, abbreviated, pact, can be included in the
model computation in the same sense as in the preceding
sections; see more later. In evaluating expression �7�, the
actual template functions �prim1�x ; f1� and �prim2�x ; f2� and
the associated impedance functions ZBM

act1�x ; f1� and
ZBM

act2�x ; f2� have to be substituted. In summary, this implies
that nonlinearity of the response to the primary tones is prop-
erly taken care of. Although in experimental practice the f1

tone is generally presented at a 10 dB higher level than the f2

tone, we have neglected this difference and have used one
level �60 dB in this case� for the template functions of both
primary tones. The reason is that the difference in the shape
of the response patterns would be small and that the actual
stimulus amplitude would only appear as a constant factor in
Eqs. �4� and �7�. In addition, we omit suppression of the
propagating DP wave by the primary tones.

We now solve the model equation for the wave with the
DP frequency. In this solution the model is equipped with the
BM impedance function that corresponds to the low-level
template of Fig. 1 because we consider propagation of the
DP as a linear perturbation. As in Sec. III, we remove exci-
tation with the DP frequency at the stapes in this case be-
cause no DP component is present in the actual stimulus
signal at the stapes. Furthermore, we minimize the reflection
of reverse waves at the stapes to simplify interpretation. The
insertion of Eq. �7� in the model equation �A9� yields the DP
component of the BM velocity, to be called �DP�x�. The pro-
portionality factor A in Eq. �7� has been chosen to make the
amplitude of �DP�x� at the location x=4 �mm� equal for the
three figures to follow, in this way following the Allen-Fahey
paradigm �cf. de Boer et al., 2005a�. Figure 5 shows the
result for the frequency ratio f2 / f1 equal to 1.05. In this case
the overlap in the excitation patterns is quite large, as the
function labeled pact in the figure demonstrates. The DP ve-
locity has a large and pronounced peak in its amplitude,
somewhat more apically than the overlap region �thickest
curve�.

Two waves emerge from this peak: one going to the left
and one going to the right. Both waves undergo amplification
by the cochlear amplification mechanism, an effect that is
included in our computation paradigm. Note that in this case
the reverse wave is relatively small in its amplitude. This is
caused by wave interference in the sense described by Shera
�2003� and by de Boer and Nuttall �2006�. In Fig. 6, where
f2 / f1 is equal to 1.2, the response situation is somewhat
easier to interpret. Especially from the course of the phase
curve, the two waves are clearly discernible. Figure 7, fi-
nally, shows the case where f2 / f1 is larger, equal to 1.4; here
the peak in �DP�x� is closer to the stapes; and it is evident
that the right-going wave is undergoing appreciable amplifi-
cation. This effect is to be expected, of course. On the other
hand, from the phase pattern it is evident that a substantial
leftgoing wave is traveling toward the stapes. In an actual

experiment the level of the primary tones has to be increased
for increasing frequency ratio f2 / f1. This is indicated in the
figures by the increased level of the templates for the primary
tones. The increase shown is only symbolical, of course, be-
cause the actual level increases would be much larger. Fur-

FIG. 5. Simulated DP waves. The template response for the DP frequency
�17 kHz� is the same as in the preceding figures, but has been omitted from
this figure. The upper two curves �gray dashed lines� illustrate the excitation
amplitude by the two primary tones, with frequencies f1 and f2, the tem-
plates correspond to an excitation level of 60 dB SPL and are shown in this
figure as displaced upward by 20 dB �more symbolically than realistically�.
The peaks of these templates are somewhat wider than the peak of the “DP
template” �which corresponds to an excitation level of 20 dB SPL�. Fre-
quency ratio �f2 / f1�: 1.05. The curve labeled “amplitude of pact” shows the
course of the amplitude of the effective DP pressure pact�x�, which is pro-
portional to ADP�x� in Eq. �6�. This pressure corresponds to the DP fre-
quency �17 kHz�. The simulated DP wave �DP�x�, generated by pact�x�, is
shown by the curves labeled “DP BM velocity amplitude” and “DP BM
velocity phase.” In this and the following two figures, the DP wave is de-
picted with a constant velocity amplitude at location 4 �mm� �cf. de Boer et
al., 2005a�. There is no drive at the stapes with the DP frequency, and
reflection at the stapes is minimized.

FIG. 6. Simulated DP waves. Layout as in Fig. 5. Frequency ratio �f2 / f1�:
1.20. Note how the generating pressure pact�x� has a peak in the overlap
region between the primary templates, but mainly on the side of the f2

template pattern. This pressure pact�x� causes DP waves to arise. One DP
wave is going to the left �reverse wave� and one to the right �forward wave�.
From the interference pattern of the DP BM velocity it can be concluded
that, internally, some degree of interaction exists.
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thermore, we have abstained from using templates adapted to
each f2 / f1 condition—wider and lower for higher primary-
tone levels–because in our experience the effect of wider
primary-tone responses is small with this type of computa-
tion.

Let us return to Fig. 5. With f2 / f1 near 1, a good deal of
wave interference takes place; this is the reason why the DP
velocity at the stapes is fairly small. With increasing fre-
quency ratio �Fig. 6�, this velocity increases, in the same
manner as the data in de Boer et al. �2005a�. A decreasing
degree of wave interference would constitute an explanation
of this property. Consider next Fig. 7. When the level of the
primaries were the same as before, the wave arriving at the
stapes would be smaller than in Fig. 6. That it is actually
larger is, first, due to the fact that the level of the primaries
has to be higher in order to achieve a constant DP level at the
DP place, and, second, due to the nearness of the peak
evoked by the f2 tone to the stapes—a corresponding situa-
tion is not usually encountered in experiments on DPOAEs.
For these reasons we observe only half of the familiar “band-
pass” character of DPOAEs.

VI. SEPARATION OF WAVES

In principle it seems simple to separate the two waves
that are visible in Figs. 5 to 7. The function �DP�x�, the DP
component in the cochlear response pattern, can be Fourier
transformed to the wavenumber domain ṽDP�k�. Wave com-
ponents with k�0 would refer to rightgoing and components
with k�0 to leftgoing waves. This is, however, a too sim-
plistic attitude. Consider, for a moment, the “template” re-
sponse �tem�x� of Fig. 1. In the figure it appears as a mono-
tonic rightgoing wave, yet its Fourier transform �̃tem�k�
proves to have substantial nonzero terms for k�0. It is easy
to understand where these come from: the wave is monotonic
in its phase course, but it does not have a constant amplitude
nor a constant wave-propagation velocity. Therefore, its
wavenumber spectrum is not a single peak �delta function�
but appears to be convolved with some kind of modulation

function. The convolution causes the spectrum to spread out,
and even to cross the zero line. Some degree of internal
reflection could add to the same effect.

It appears unavoidable, then, that the wave spectrum
�̃DP�k� should be decomposed into two parts that are both
two sided in the wavenumber domain. One part will have its
major contribution in the positive and the other in the nega-
tive k domain. This type of decomposition is not unique,
however, and we have few rules and reasons to guide us. We
have decided to use the following procedure. Figure 8 shows
the wavenumber spectrum �̃DP�k� corresponding to �DP�x� of
Fig. 6, on a logarithmic ordinate scale �amplitude only�. We
have isolated the part with k�0 and extended it into the
region k�0 with a fixed slope �actually, that slope is a com-
plex number�; see the thick dashed line. In this way we be-
lieve to have obtained a good estimate of the complete spec-
trum of the rightgoing component wave. We have carried out
the corresponding procedure with the isolated part of ṽDP�k�
with negative wavenumbers, extending it into the domain of
positive wavenumbers �the thin dashed line�. This leads to an
estimate of the spectrum of the leftgoing component wave.
The two resulting spectra have the property that they are
continuous in value and slope at and around the point k=0.
In the x domain the resulting two wave-component patterns
can be expected to be smooth and “well behaving.”

Figure 9 shows, for the value of f2 / f1 �1.2� of Fig. 6, the
decomposition of the �DP�x� wave. The figure is a simplified
version of Fig. 6 and shows the extracted rightgoing and
leftgoing component waves by thin curves—solid curves for
the amplitude and dotted curves for the phase. Indeed, the
right-going component wave, to be called �DP

right�x�, approxi-
mates the right-hand part of the �DP�x� function quite well.
Note that over the entire x domain its phase curve has an
almost monotonic slope. The course of the leftgoing compo-
nent wave, to be called �DP

left�x�, is somewhat less regular. It
should be noted that the separation between the original
�DP�x� amplitude curve and the amplitudes of the two com-

FIG. 7. Simulated DP waves. Layout as in Fig. 4. Frequency ratio �f2 / f1�:
1.4. Under this condition, it is evident that the forward wave is amplified in
the same way as the template response. Note that near the stapes the DP
wave is traveling backward.

FIG. 8. Waveform spectra used in separation of waves. Wavenumber in
units of 0.083 mm−1. Thick curve: amplitude of spectrum ṽDP�k� of DP BM
velocity signal �DP�x�, taken from Fig. 6; f2 / f1 equal 1.2. Thin curves:
wavenumber spectra of right- and left-going components; both components
are extrapolated into the “opposite” domain �dashed lines�.
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ponent waves is never very large, averaging 15 dB for the
leftgoing component and being somewhat larger for the
rightgoing component. This reveals that our separation
method may be an approximate one, but it may well be op-
timal in the sense that a “better” separation cannot be
achieved. We have applied the same separation method to the
results shown by Figs. 2 and 3, and we found the separation
of the two wave components to have the same properties as
shown by Fig. 9. In summary, it should be noted that the
separation of waves shown by Fig. 9 is based on Fourier
transforms, that is, on average properties of the actual wave
�DP�x�, averaged over x.

For one- and two-dimensional cochlear models the the-
oretical study of internal reflection has been facilitated by the
definition of “basis waves” �Shera and Zweig, 1991; Tal-
madge et al., 1998a; Shera et al., 2005�. Usable forms of
such basis waves can be obtained from specialized resynthe-
sis results of our three-dimensional model. Consider Fig. 4,
the resynthesized response is a wave that appears to be solely
consisting of a rightgoing wave, a few small ripples signify
an additional component. Applying a moderate amount of
smoothing to the BM impedance functions and doing resyn-
thesis produces a wave function that is smoother and unidi-
rectional in a more pronounced way. We will call that wave
the first basis wave, �basis

right�x�. Consider next Fig. 3; injection
occurs here far to the right and the resulting wave is domi-
nated by a leftgoing wave. Putting the injection point still
more to the right will yield a wave that can serve as the
second basis function, �basis

left �x�. We may consider these two
responses as due to “extreme” types of stimulation. Let us
now return to the component waves �DP

right�x� and �DP
left�x� of

Fig. 9, obtained from simulation of DP generation. Write
each of these wave components in the form of a slowly vary-
ing coefficient times one of the basis waves:

�DP
right�x� = A�x� · �basis

right�x� , �8a�

�DP
left�x� = B�x� · �basis

left �x� . �8b�

The functions A�x� and B�x� play a part similar to that of
the “osculating parameters” �Shera and Zweig, 1991�. Figure
10 illustrates the character of this decomposition. The figure
shows, for orientation, the main curves of Fig. 9 and, in the
top part of the picture, amplitude �solid curves� and phase
�dotted curves� of the coefficients A�x� and B�x�. Each of
these is shown only over the range where a basis function is
expected to approximate a component wave function. The
amplitudes of the coefficients A�x� and B�x� have been
shifted so that their maximal levels lie at the level of +60 dB,
the phase curves have been shifted by integer multiples of
2� to make them come closest to the zero line �the dotted
horizontal zero-phase line in the figure�. From this figure it is
clear that over a certain range the amplitudes of the two
coefficients are nearly constant, the phase of A�x� is almost
�, and the phase of B�x� has a small slope. Indeed, the co-
efficient functions are varying more slowly than the basis
functions, and the two extracted component waves therefore
have an intrinsic behavior that resembles very much that of
the “basis waves.” If the coefficients were constant, the com-
ponent waves could be thought to originate from one point
�as the basis waves do�. Apparently, the distribution of exci-
tation as involved in the generation of a DP is to a certain
degree equivalent with pointwise excitation. There appears to
be relatively little interaction between the two waves and
little evidence of internal reflection. On a final note, it is
stressed that in the analysis demonstrated in Fig. 9 the cre-
ation of the component waves is based on wavenumber spec-
tra, whereas the present description of basis waves is
founded on similarity of wave-pattern shapes, as indicated
by the slow variations of the factors A�x� and B�x�.

FIG. 9. Decomposition of DP wave signal �DP�x� into a right- and a left-
going “component wave.” Thick continuous curve: amplitude of �DP�x�.
Thick dashed curve: the associated phase. Thin continuous curves: the two
constituent wave components, amplitudes. Thin dotted curves: the phase
courses associated with these wave components. These phase curves have
almost monotonic slopes. Note how amplitudes and phases of the two con-
stituent waves more or less smoothly approximate amplitude and phase of
the original �DP�x� signal. Phase curves have been shifted by integer mul-
tiples of 2� to achieve the correct match.

FIG. 10. The two component waves have an intrinsic behavior that re-
sembles very much that of the “basis waves” �see the text�. The upper part
of figure shows the coefficients A�x� and B�x� over the region where they are
significant. Solid curves: amplitudes, dotted curves: phases. Amplitudes of
the components have been shifted so that their maximal levels lie at +60 dB,
phases have been shifted by integer multiples of 2� to make them come
closest to the zero line �dotted horizontal line in the figure�.
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VII. CONCLUDING COMMENTS

In this study we have shown that a simulation of the
process of creation of a DP �in this case always the cubic
difference tone, i.e., the DP with the frequency given by Eq.
�3�� invariably produces two waves: one, the forward wave,
traveling in the direction of the apex and the other one, the
reverse wave, traveling in the direction of the stapes. It
proved possible to isolate these two waves to a certain extent
�see Fig. 9�. In view of our type of modeling the cochlea, it
is the reverse wave, which, having arrived at the stapes, ac-
tually gives rise to a DPOAE observable in the external ear
canal. The existence of the two waves is inextricably con-
nected with the physical-mathematical nature of the hydro-
dynamics of the system. In terms of the variable x all expres-
sions are symmetrical. This does not necessarily mean that
under all circumstances such a pair of symmetrical waves
arises.1 This depends on the type of excitation.

In the case treated in the present paper the excitation that
simulates DP generation is distributed over only a part of the
length of the model. To be more precise the injection is ef-
fective �i.e., produces DPs� only inside the strip, where the
model is “active” for both of the primary frequencies. From
every point in this strip two DP waves emerge: a forward and
a reverse wave. Therefore, distributed �Figs. 5 to 7� as well
as pointwise injections �Figs. 2 to 4� have the same basic
property: they excite both of the wave components. In
searching through our database, and applying the analysis
described in this paper, we have found nine experiments
where the BM impedance function was sufficiently smooth
to allow the analysis of this paper. In all these the results
were equivalent to those shown here. In a further six experi-
ments the results were somewhat less clear but still easily
interpretable. We have not found a case where the reverse
wave component dominates in the stapes region.

In Sec. VI it was attempted to separate the composite DP
wave into a forward-propagating and a backward-
propagating component wave. That attempt was successful,
but the amplitudes of the two component waves generally
remain at a limited distance �generally, less than 25 dB�. This
result may indicate that the component waves can never be
separated completely. Internal reflection due to irregularity of
the BM impedance function may constrain this distance, too.
By way of Fig. 10 we have shown that each of the two
component waves can be considered as a “basis function”
that is only slowly modulated �in amplitude and phase�.
Starting from the central region �the region of overlap�, each
wave gradually increases its amplitude, and there is rela-
tively little evidence of interference and internal reflection. It
should be noted, finally, that all our conclusions are valid for
the type of model used, i.e., a classical model—defined in
the Appendix as a model governed by a driving point imped-
ance ZBM�x ,��. An extension of our work for nonclassical
models is in progress.

In our work we have artificially minimized reflection at
the stapes. If we would re-introduce reflection at this point,
the amplitude of the forward component wave could be in-
creased. Theoretically, it might thus be possible that the for-

ward component wave dominates the reverse component
wave. Such a case we have not been able to find in our data
material, however.
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APPENDIX

The matrix formulation has earlier been described in de
Boer and Nuttall �1999, 2000b�. We recapitulate the descrip-
tion here. We will use the following symbols: x is the longi-
tudinal coordinate, � the radian frequency, � the density of
the fluid, �BM�x ,�� the BM velocity, and ZBM�x ,�� is the
BM impedance. The height and width of the model are h and
b, respectively. The parameter � is the width of the BM
divided by the width b of the model. To prepare for greater
generality we have reformulated the solution in the way de-
scribed by Allen �1977�, Allen and Sondhi �1978�, and Mam-
mano and Nobili �1993�. First, divide the x axis into N dis-
crete points xi �i=1 , . . . ,N�. The pressure in the fluid
p�x ,��—close to the BM in the upper channel—and the BM
velocity �BM�x ,�� are represented by column vectors p and
v, both of length N. The hydrodynamics of the fluid inside the
model is described by a matrix G of size N	N, which rep-
resents the Green’s function—which function relates pres-
sure to acceleration but is here used in a form to relate pres-
sure to velocity. The pressure p can be expressed as

p = i���Gv + s�st� . �A1�

Here s is a column vector �called the stapes propagator�,
which represents the way the stapes boundary condition ex-
presses itself in the pressure p�x ,��, and �st is the stapes
velocity. In this approach, G and s express the hydrodynam-
ics of the fluid constrained as it is by the geometry of the
model and the presence of the stapes and the helicotrema.
Furthermore, G and s automatically incorporate boundary
conditions. Assume further that pressure and velocity are re-
lated via the driving-point BM impedance ZBM�x ,��. This
implies that, mechanically, the BM receives only stimulation
from its own local velocity, all other stimulation comes via
the fluid, this defines our model as a “classical model.” Write
the relation between pressure and velocity as2

p = − 1/2Zv, �A2�

where Z is a diagonal N	N matrix, which has ZBM�xi ,��
�i=1 , . . . ,N� in its main diagonal. Substitute p from Eq.
�A2� in Eq. �A1�:

�i��G + 1/2Z�v = − i��s�st. �A3�

In the forward solution, Eq. �A3� is solved for v with
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given Z and �st. In the inverse solution the pressure p is
computed directly from Eq. �A1�, v and �st being given, and
Eq. �A2� is applied to find the impedance. By the nature of
the problem formulation the matrix G is a “full” matrix. We
have derived G and s in the manner described by Mammano
and Nobili �1993�, but have given our “stylized” model a
constant width b, a constant BM width 
b �
=0.2�, and a
constant height h. For simplicity, we have made b equal to h,
and equal to 1 �mm�. The number N of sections is 1024. The
length of the model was chosen to be 12 mmof which the
first 6 mm are shown in the figures.

The model is normally driven by a given velocity, the
stapes velocity, �st. In order to minimize reflection from the
stapes we consider the stapes to be driven via an impedance
Z0, from a source with strength �0. In that case the following
relation holds:

�st = �0 − p�1�/Z0, �A4�

where �0 is the driving velocity and p�1� is the pressure at
the stapes location. The matrix equation �A3� is formulated
in terms of velocity, hence Eq. �A5� has to be rewritten as

�st = �0 + 1/2�ZBM�1�/Z0�v�1� . �A5�

The term with v�1� has to be included in the first term of Eq.
�A3�. To this aim a matrix G01 is created that contains all
zeros, except for the first column, where it contains the
elements of the vector s. When used in a matrix equation,
G01 would operate only on the unknown variable v�1�.
This leads to the revised model equation,

�i���G + 1/2�ZBM�1�/Z0�G01� + 1/2Z�v = − i��s�0.

�A6�

For a long-wave model with given BM impedance ZBM�0�,
the characteristic impedance Z0 is given by

Z0 = �1/2i��heffZBM�0,���1/2, �A7�

where heff is the “effective height” of the model, the cross-
sectional area of the channels divided by the width of the
BM. Note that expression �A8� has the same dimension as
the BM impedance ZBM�0�. As said above, this modifica-
tion of the model equation will be used to minimize re-
flection at the stapes. Where there is no stimulation at the
stapes we put �0 equal to zero.

Equation �A3� is in reality an equation in which each
term represents a pressure. When pact is the extra pressure
�injected or generated by OHCs�, expressed as a column vec-
tor, the equation can be rewritten as

�i��G + 1/2Z�v = − i��s�st + pact. �A8�

To test the extended solution method �see Fig. 4�, pact has
been given as the actual “active” pressure component gen-
erated by the OHCs �computed from the BM velocity and
the active component of the BM impedance�, for Z is
taken the passive impedance component, and the equation
is solved. The resulting response pattern is almost indis-
tinguishable from the “active” resynthesized response of
the model—as Fig. 4 demonstrates. Equation �A8� com-
bined with Eq. �A6� is used to compute the distribution of
wave components generated by a distributed set of pres-

sure sources with minimized reflection at the stapes �Figs.
2–7�.

1It is easy to find a counterexample. Consider a simple model with an ex-
tremely smooth BM impedance function, stimulated from the stapes. In
such a model virtually no reflection occurs, only one of the two possible
waves appears to be realistic.

2The minus sign and the factor 1 /2 are due to sign conventions. Upward
movement of the BM is counted positive, p is the pressure in the upper
channel and −p in the lower channel. Velocity and pressure should be
interpreted as averages over the width of the BM.
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The present study investigates the nature of spectral envelope perception using a spectral
modulation detection task in which sinusoidal spectral modulation is superimposed upon a noise
carrier. The principal goal of this study is to characterize spectral envelope perception in terms of
the influence of modulation frequency �cycles/octave�, carrier bandwidth �octaves�, and carrier
frequency region �defined by lower and upper cutoff frequencies in Hz�. Spectral modulation
detection thresholds measured as a function of spectral modulation frequency result in a spectral
modulation transfer function �SMTF�. The general form of the SMTF is bandpass in nature, with a
minimum modulation detection threshold in the region between 2 to 4 cycles/octave. SMTFs are not
strongly dependent on carrier bandwidth �ranging from 1 to 6 octaves� or carrier frequency region
�ranging from 200 to 12 800 Hz�, with the exception of carrier bands restricted to very low audio
frequencies �e.g., 200–400 Hz�. Spectral modulation detection thresholds do not depend on the
presence of random level variations or random modulation phase across intervals. The SMTFs
reported here and associated excitation pattern computations are considered in terms of a linear
systems approach to spectral envelope perception and potential underlying mechanisms for the
perception of spectral features. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2382347�
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I. INTRODUCTION

Normal perception necessitates that sensory systems
function as multidimensional pattern recognition devices.
Representation of the visual world, for example, requires the
perception of complex luminance or color patterns across
visual or retinal space. Likewise, representation of the audi-
tory world requires the perception of complex intensity pat-
terns across audio frequency �the spectral envelope� and the
resulting vibratory patterns across cochlear space. It is this
spectral envelope that differentiates speech sounds such as
“kit” and “cat,” that allows one to estimate the elevation of
sound sources such as a puzzling rattle in an automobile, and
that gives a single note played by a clarinet and an oboe a
distinctly different timbre. Although several psychophysical
techniques have been used to study principles underlying
spectral envelope perception, few provide a unifying frame-
work that allows one to make predictions about the percep-
tion of novel spectral envelopes. The present study uses a
spectral modulation detection task to systematically explore
the perception of spectral features superimposed upon noise
carriers across a broad range of relevant acoustic parameters
including spectral modulation frequency �cycles/octave�,
noise carrier bandwidth �octaves�, and noise carrier fre-
quency region �Hertz�. A spectral modulation detection

threshold is determined by varying the modulation depth
�peak to valley difference in dB� required to discriminate a
noise with a flat spectral envelope �unmodulated stimulus�
from a noise with a sinusoidal pattern of peaks and valleys
across frequency �modulated stimulus�. The goal of this
study is to provide a general characterization of spectral en-
velope perception by young, normal-hearing listeners and to
determine the dependence, if any, of spectral envelope per-
ception on various stimulus parameters.

The spectral modulation detection task employed here is
similar to the technique introduced by Bernstein and Green
�1987a� as a variation on the traditional spectral profile
analysis paradigm. In that study, the standard stimulus was
an equal-amplitude, multi-component tonal complex that
formed a flat spectral envelope and the signal to be detected
included a sinusoidal pattern of increments and decrements
to the standard spectral components. A detection threshold
was determined by varying the size of the corresponding
increments and decrements. By systematically varying the
spacing of the peaks and valleys created by the signal, they
could probe the just detectable spectral modulation depth as
a function of the frequency of the spectral envelope, gener-
ating a spectral modulation transfer function �SMTF�.

More recently, several investigators have used this tech-
nique with spectral modulation superimposed upon tonal
complexes spanning two to nearly five octaves �e.g., Bern-
stein and Green, 1987a, b; 1988; Summers and Leek, 1994;a�Electronic mail: david_eddins@urmc.rochester.edu
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Amagai et al., 1999; Chi et al., 1999�. When considered in
terms of SMTFs, the results from these studies indicate a
minimum spectral modulation detection threshold between
two and four cycles/octave with a substantial increase in
modulation detection threshold for higher modulation fre-
quencies. The threshold increase for high modulation fre-
quencies may be attributed primarily to limited frequency
resolution and the associated reduction in spectral contrast as
the auditory system integrates across more closely spaced
cycles of modulation. The form of the function below the
minimum threshold is not strictly determined by frequency
resolution. For example, Summers and Leek �1994� and
Amagai et al. �1999� observed a progressive increase in
modulation depth at threshold as modulation frequency de-
creased below two cycles/octave. This result would not be
predicted based on limited frequency resolution alone and
may well depend upon specific experimental variables yet to
be described.

Previous studies of spectral modulation detection have
used relatively broadband carriers and therefore it is not
known whether spectral modulation detection depends on the
frequency region of the stimulus �i.e., cochlear place� or the
range over which the spectral modulation extends �i.e., band-
width of the carrier or cochlear distance�. Ultimately, the
degree to which measures of spectral modulation detection
are related to or can be used to predict spectral shape per-
ception in general cannot be assessed until the dependence of
spectral modulation detection upon these parameters is
known.

Studies of spectral shape perception using the profile
analysis technique have focused on the influence of fre-
quency region on spectral shape perception �e.g., Green,
1988; Green and Mason, 1985; Green et al., 1987, 1995�.
These studies have used the more traditional stimulus para-
digm consisting of a standard stimulus composed of a loga-
rithmically spaced, multi-component complex and a signal
stimulus created by incrementing one component of the com-
plex. Each of these studies have shown that thresholds are
lowest �i.e., better spectral shape discrimination� for standard
stimuli centered near 1000 Hz �e.g., Green et al., 1995� and
signal increments near 1000 Hz �e.g., Green, 1988; Green
and Mason, 1985; Green et al., 1987�. As the standard com-
plex or signal increment is moved to lower or higher fre-
quency regions, threshold in the profile analysis paradigm
increases. This frequency effect is consistent across studies,
despite the fact that other parameters have varied, such as
number of components or component density �i.e., multiple
components per critical band versus multiple critical bands
per component�. To the extent that both traditional measures
of profile analysis and the current spectral modulation detec-
tion task are related to each other and to spectral envelope
perception in general, one might predict that spectral modu-
lation detection will vary with frequency region in a manner
similar to signal detection in the profile analysis task. Con-
versely, the stimuli used in the traditional profile analysis and
spectral modulation detection tasks are quite different and
therefore the pattern of thresholds obtained with the two
techniques as a function of any given parameter may not be
related in a simple manner.

Several aspects of the spectral modulation detection task
are attractive from practical as well as theoretical perspec-
tives. First, spectral modulation detection is a relatively easy
task for naïve listeners and informal testing indicates that
little practice is required to achieve consistent performance
on the task. Second, simple sinusoidal spectral envelopes can
easily be used to systematically map the perception of spec-
tral features over a range of relevant parameters. Third, fol-
lowing a linear systems approach, spectral modulation detec-
tion thresholds may be used to provide a general
characterization of spectral envelope perception from a lim-
ited set of measurements. Thus, it may be possible to predict
the internal representation of arbitrary spectral envelopes by
treating the SMTF as a simple transfer function �see Vi-
emeister, 1979, for a review of this general approach applied
to the study of temporal resolution�. For example, the spec-
tral envelope of a given sound may be expressed as the mag-
nitude spectrum �magnitude versus log frequency� resulting
from a Fourier transformation of the original wave form. A
second-order fast Fourier transform �FFT� then represents
the same sound in the spectral modulation frequency domain.
The second-order magnitude spectrum reveals the relevant
spectral modulation features of the sound. For example,
analyses of English and Dutch vowels �van Veen and Hout-
gast, 1985; Liu and Eddins, 2004� and head related transfer
functions �Qian and Eddins, 2006� indicate that the distin-
guishing spectral features are between 0.1 and 2.0 cycles/
octave. If the linear systems approach is valid in this case,
and it may not be, then the psychophysical SMTF may be
applied to the modulation spectrum of any arbitrary sound to
predict the internal representation of the spectral envelope of
that stimulus. This general approach has been used exten-
sively to characterize the perception of the temporal enve-
lope of acoustic signals and the temporal and spatial details
of visual stimuli. The extent to which this approach is valid
depends on many factors, including a reasonable selection of
the basis function. In the present experiment, log amplitude
�dB� and log2 frequency scales were chosen as a first ap-
proximation to the tonotopic organization and intensity cod-
ing of the auditory system. Although neither of these param-
eters is strictly accurate, it is unclear at this point how critical
is the selection of these parameters. Ultimately, the utility of
the spectral modulation task may lie in the ease of imple-
mentation and the ability to directly relate the experimental
stimuli to the spectral features of natural stimuli rather than
adherence to a strict linear systems approach.

Many stimulus parameters potentially influence spectral
modulation detection. The present study uses the spectral
modulation detection paradigm to evaluate the dependence
of spectral envelope perception on spectral modulation fre-
quency, carrier frequency region, and carrier bandwidth.
Knowledge of the extent to which modulation detection de-
pends on these parameters will influence the theoretical un-
derstanding of spectral shape perception and will largely de-
termine the general utility of this technique, as a strong
dependence on either carrier bandwidth or frequency region
would increase the number of measurements required to pro-
vide a comprehensive assessment of spectral envelope per-
ception.
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II. METHOD

A. Listeners

Three listeners ranging in age from 22 to 28 years par-
ticipated in this experiment. All listeners were inexperienced
in psychoacoustic listening tasks. Each had normal middle
ear function �based on screening tympanograms� and normal
hearing sensitivity ��20 dB HL� from 250 to 8000 Hz �re:
ANSI, 1996� and from 8000 to 13 000 Hz �re: laboratory
norms�. Listeners were paid an hourly wage for their partici-
pation. The data collection for each listener was completed in
a series of approximately 16 to 18 two-hour sessions.

B. Conditions

Spectral modulation detection was measured by deter-
mining the modulation depth �peak-to-valley difference in
dB� required to discriminate a noise carrier with flat spec-
trum from that with a sinusoidally modulated spectrum. The
modulator was sinusoidal on a logarithmic frequency �log2�
and logarithmic amplitude �dB� scale. For each carrier con-
dition, thresholds were obtained for seven to ten modulation
frequencies between 0.25 and 10.0 cycles/octave, with the
requirement that at least 1.5 cycles of modulation span the
nominal passband. The main experiment included 12 carrier
conditions in which bandwidth �in octaves� and frequency
region �between 200 and 12 800 Hz� were manipulated as
experimental parameters, as shown in Table I.

The modulation phase was randomly selected from a
uniform distribution �0 to 2� rad� in an effort to minimize
the possibility that detection was based on local changes in
intensity. As a result, spectral peaks and valleys were ran-
domly located along the audio frequency axis. To further
discourage the use of local intensity differences as cues for
discrimination, the overall level of the stimulus was ran-
domly varied over a 10 dB range about the nominal presen-
tation level. This level variation is referred to as ROVE fol-
lowing Green et al. �1983�. Randomization of overall level
and modulation starting phase are both control parameters
designed to render local spectral cues less useful and to en-
courage a comparison of intensity across a broad audio-
frequency range. For example, it is possible that the cue for
the presence of spectral modulation could be a change in the
stimulus intensity within a narrow audio-frequency region
across presentation intervals. In this case, the task would
depend more on local intensity resolution than the perception
of global spectral envelope features. Randomizing the modu-
lation starting phase renders the relevant local frequency re-
gions unpredictable. Together, these two manipulations en-
courage the listener to focus on the pattern of intensity across

frequency �i.e., the spectral envelope� rather than local
stimulus cues. Figure 1 illustrates the stimulus in schematic
form for a six octave carrier band �200–12 800 Hz�. The
dashed horizontal line represents the flat spectrum of the
standard stimulus and the solid line illustrates sinusoidal
spectral modulation superimposed on the flat spectrum with
a modulation frequency of 1 cycle/octave �i.e., six cycles
over six octaves�, a modulation starting phase of 0 rad �co-
sine phase�, and a modulation depth of 15 dB.

Furthermore, to assess the dependence of the SMTF on
local and/or global intensity changes, the present study ex-
amined spectral modulation detection in the presence or ab-
sence of roving level and with and without randomization of
modulation starting phase. To evaluate the effect of random
phase on spectral modulation detection, additional conditions
were included in which the modulation phase was fixed at
0 rad �cosine phase� relative to the nominal low-frequency
cutoff of the carrier. To evaluate the possible effects of rov-
ing level, a no-ROVE condition was included in which the
modulation phase was random from interval to interval but
the overall stimulus level was fixed across intervals and tri-
als. In addition, a no-ROVE plus fixed-phase condition was
included to examine any differences in threshold when the
availability of local intensity cues was at a maximum.

For all subjects, testing began with the 200–12 800 Hz
carrier condition. The remaining 11 carrier conditions of the
main experiment were run in a different random order for
each subject. For a given carrier condition, the various
modulation frequencies were tested in a different random
order for each subject and thresholds for all modulation-
frequency conditions were collected before proceeding to a
new carrier condition. The three additional conditions �no-
ROVE condition, fixed-phase condition, and no-ROVE,
fixed phase condition� were completed in sequential order
following the completion of the main experiment. Within
each of these conditions, the order of testing across modula-
tion frequency or condition number was random across lis-
teners.

TABLE I. Bandwidth and upper-cutoff frequency specifications for the 12
noise carrier conditions.

Bandwidth Upper cutoff frequency �Hz�

Six octave 12 800
Three octave 1600, 12 800
Two octave 800, 3200, 12 800
One octave 400, 800, 1600, 3200, 6400, 12 800

FIG. 1. Stimulus schematic illustrates a noise carrier with a nominal band-
width from 200–12 800 Hz. The horizontal dashed line illustrates the flat-
spectrum standard stimulus and the solid curve represents sinusoidal spectral
modulation of the signal stimulus. The starting phase of modulation is 0 rad,
the modulation depth is 15 dB �peak-to-valley difference�, and the modula-
tion frequency is 1 cycle/octave �six cycles spanning six octaves�.

J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 D. A. Eddins and E. M. Bero: Spectral modulation detection 365



C. Stimuli

All stimuli were generated using a digital array proces-
sor �TDT AP2� and a 16-bit D/A converter with a sampling
period of 24.4 �s �40 983 Hz�. The sequence of operations
in the stimulus generation was as follows. Sinusoidal spectral
modulation was generated by filling an 8192-point buffer
with a sinusoid computed on a logarithmic frequency axis,
with the appropriate modulation frequency �cycle per oc-
tave�, phase, and modulation depth �peak-to-valley differ-
ence in dB�. The modulator was converted to linear units and
multiplied by a second buffer filled with random numbers
from a Gaussian distribution. This buffer was then multiplied
by a third 8192-point buffer filled with values corresponding
to the magnitude response of a Butterworth filter �
−32 dB/octave� with condition-specific lower and upper cut-
off frequencies. This sequence of operations was repeated,
forming a complex buffer pair. A real inverse FFT was per-
formed on the complex buffer pair resulting in the desired
400-ms wave form with a spectral density �spacing between
frequency components� of 2.5 Hz. The wave form was then
shaped with a 10-ms cos2 window and scaled to the desired
presentation level.

In conditions without roving level, the stimulus presen-
tation level was determined in a manner that minimized the
interval-by-interval variations in overall level. First, the rms
level of each wave form �modulated and unmodulated� was
normalized to a fixed value. Next, a programmable attenua-
tor was set to a value that produced a spectrum level of
35 dB SPL for the standard �unmodulated� stimulus. The
same attenuation setting was used for the modulated signal
so that the unmodulated standard and modulated signal for a
given condition had the same overall level. The resulting
spectrum level for the signal stimulus depended on the actual
modulation depth, with a maximum peak difference of about
4 dB relative to the unmodulated standard. Finally, in the
ROVE conditions, the overall level of the stimulus was ad-
justed on an interval-by-interval basis by either increasing or
decreasing the attenuator setting by a value selected ran-
domly �in 1-dB steps� from a uniform distribution with a
mean of 0 dB and a range of 10 dB.

D. Procedures

Stimuli were presented and responses obtained using a
cued, two-interval, two alternative forced-choice method.
The standard stimulus �flat spectrum� was always presented
in the first stimulus interval as an anchor or reminder stimu-
lus. A second standard stimulus and the signal stimulus were
randomly presented in the following two intervals. This pro-
cedure was adopted following a previous spectral modulation
detection experiment using a standard two-interval task in
which listeners reported that they could hear the difference
between the standard and signal stimuli but could not easily
identify the signal interval as such. Spectral modulation de-
tection thresholds were estimated using an adaptive tracking
algorithm with a three-down, one-up rule, corresponding to
the 79.4% point on the psychometric function �Levitt, 1971�.
Thus, following a sequence of three correct responses, modu-
lation depth �peak-to-valley difference in dB� was decreased,

and following one incorrect response, modulation depth was
increased. An initial step size of 2 dB was used for the first
three reversals in the adaptive track, after which the step
sized was fixed at 0.4 dB for the remainder of the 60-trial
block. Threshold for a given track was based on the average
of the modulation depths corresponding to each of the last
even number of reversals in the adaptive track, excluding the
first three reversals. Final thresholds were based on the av-
erage of three such threshold estimates.1 The stability of
thresholds across these three estimates is indicated by the
within-subject standard error of the mean which was 0.37 dB
when averaged across the three listeners and 88 conditions of
the main experiment �see the error bar in the upper left cor-
ner of the upper left panel of Fig. 2�. Each observation inter-
val was 400 ms in duration and successive intervals were
separated by a 400-ms interstimulus interval. Stimulus inter-
vals were marked with light emitting diodes �LEDs� on a
button box, listeners responded by button press correspond-
ing to the second or third stimulus interval, and correct feed-
back was provided via LEDs corresponding to intervals two
and three. Listeners were seated in a double-walled sound
attenuating chamber and stimuli were delivered via ER-2
�Etymotic� insert earphone to the left ear.

III. RESULTS

A. Spectral modulation transfer functions

Spectral modulation detection thresholds averaged
across the three listeners are shown in Fig. 2 for each of the
conditions in the main experiment. Panels represent different
carrier bandwidths. Within a panel, the symbols indicate dif-
ferent carrier frequency regions. Spectral modulation detec-
tion thresholds ranged from 1.74 to 16.37 dB across the vari-
ous bandwidth, frequency region, and modulation frequency

FIG. 2. Spectral modulation transfer functions �SMTFs� averaged across
three normal-hearing subjects. Modulation depth at threshold �peak-to-
valley difference in dB� is shown as a function of modulation frequency
�cycles/octave�. Carrier frequency region is indicated by the different sym-
bols. Each panel represents data for a different carrier bandwidth. Error bars
represent standard error of the mean. To facilitate comparisons of sensitivity
across bandwidth �panels�, the dashed line indicates the minimum contrast
threshold for the six-octave carrier.
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conditions. Error bars about each symbol indicate the stan-
dard error of the mean. The data for the six-octave carrier
�upper left panel� illustrate the characteristic bandpass form
of the SMTF for all conditions, with a minimum modulation
detection threshold at modulation frequencies between 2 and
4 cycles/octave.

The different functions within a given panel in Fig. 2
correspond to different carrier frequency regions. For a
three-octave carrier �upper right panel�, there is no change in
the shape or the sensitivity of the SMTF with carrier fre-
quency region. For the two-octave carrier conditions �lower
left panel�, thresholds are slightly elevated for the lowest
carrier frequency region �200–800 Hz� relative to the two
higher carrier frequency regions. Likewise, for the one-
octave carrier conditions �lower right panel�, thresholds are
quite similar for the mid- and high-frequency carriers but are
elevated substantially for the 200–400 Hz carrier and slightly
for the 400–800 Hz carrier.

Comparisons across panels in Fig. 2 reveal that the
shape and sensitivity of the SMTF is quite robust to changes
in carrier bandwidth. Overall, the shape of the function
changes little with carrier bandwidth from one to six octaves.
The dashed line in each panel represents a threshold of
1.83 dB corresponding to the minimum threshold obtained
for the six-octave carrier �at three cycles/octave�. For each
bandwidth, the most sensitive SMTF intersects this line, in-
dicating that sensitivity to modulation is not strictly depen-
dent on carrier bandwidth. A two-way repeated measures
analysis of variance �ANOVA� with spectral modulation fre-
quency and bandwidth as parameters indicated that the dif-
ference among the mean SMTFs across bandwidth was sig-
nificant �F5,15=31.448, p�0.001�. However, a post-hoc
Tukey Test revealed that the source of variation arose from a
single one-octave condition �200–400 Hz� that was signifi-
cantly different from all other bandwidth conditions. No
other bandwidth conditions were significantly different from
each other. Overall, these results indicate little change in
spectral modulation detection with carrier bandwidth or with
carrier frequency region with the exception of carriers re-
stricted to very low audio-frequency regions. This latter
variation may reflect changes in frequency selectivity with
audio frequency. This possibility is considered in more detail
in the Sec. IV.

Close inspection of the standard error bars in Fig. 2 re-
veals minimal variability across listeners for the midmodula-
tion frequencies and maximal variability for the lowest and
highest modulation frequencies. The most variability was ob-
served for the six-octave carrier condition. The upper panel
of Fig. 3 shows the individual data for this condition with
bars representing the standard error of the mean. Clearly the
greatest variability across subjects occurred at the low modu-
lation frequencies, with thresholds spanning a range of 7 dB.
In other carrier bandwidth conditions, the across-subject
variability was somewhat less than for the 200–12 800 Hz
condition but was always greatest for the lower modulation
frequencies. In general, thresholds at 0.25 cycles/octave were
consistently highest for S3 and lowest for S1 except in the
two-octave carrier conditions, where thresholds were lowest
for S1 and similar for S2 and S3. To better determine

whether or not the three subjects were representative of the
“typical” listener, seven additional subjects were recruited
using the same subject selection criteria met by the original
subjects. Modulation detection thresholds were collected for
the six-octave carrier conditions and the results are shown in
the lower panel of Fig. 3, where thresholds for the seven new
listeners are shown by the solid lines and thresholds for the
three original listeners are shown by the open symbols. The
filled circles represent the mean across all ten listeners. Al-
though the SMTFs for each listener show the characteristic
bandpass shape, the range of thresholds across listeners
clearly is greatest for the lowest modulation frequencies. In-
terestingly, for the lower modulation frequencies, the thresh-
olds for S1 and S3 represent the upper and lower ends of the
distribution of thresholds and thresholds for S2 closely
mimic the mean thresholds for the group.

For the conditions reported above, the phase of the sinu-
soidal spectral modulation was randomized across presenta-
tions and the overall level of the stimulus was randomized
over a 10 dB range. Both of these manipulations were in-
cluded in an effort to render the use of local intensity cues a
less reliable listening strategy in the modulation detection
task. To evaluate the potential influence of random modula-
tion phase on spectral modulation detection threshold, an ad-
ditional condition was included in which the starting phase
of the sinusoidal spectral modulation was fixed at 0 rad rela-
tive to the low frequency cutoff of the nominal passband
�800–3200 Hz in this case�. The overall level was randomly
varied from interval to interval, as in the main conditions. As
shown in the upper panel of Fig. 4, no significant differences
in modulation detection were observed for fixed �circles� ver-
sus random �squares� modulation phase conditions.

Phase effects were also assessed at a single modulation

FIG. 3. Individual differences in spectral modulation detection. Upper panel
shows individual SMTFs for the three original subjects in the 200–
12 800 Hz carrier condition. Lower panel shows the same data �symbols�
along with the data from seven new listeners �solid lines�. The solid circles
represent the mean thresholds across all ten listeners.
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frequency �three cycles/octave� for each of the 12 bandwidth/
audio-frequency combinations of the main experiment. The
results are shown in the middle panel of Fig. 4. Again it is
evident that the starting phase of the sinusoidal spectral
modulation has little impact on modulation detection.

For the conditions reported above, the overall stimulus
level was varied over a 10-dB range about the nominal spec-
tral level of 35 dB. In conditions where the starting phase of

the sinusoidal modulation is random or the level of the
stimulus is varied within a trial, use of local intensity cues as
the basis for detection is inhibited to some extent. To fully
allow for the use of local intensity cues, the stimulus must
have both fixed phase and static level �no-ROVE�. To better
gauge the extent to which spectral modulation detection
could be based on local �in a narrow frequency range� versus
global �across a broad frequency range� intensity cues,
modulation detection was measured in conditions that in-
cluded the four possible combinations of roving level and
random modulation phase. The carrier bandwidth was 800–
1600 Hz �two octaves� and thresholds were obtained for
modulation frequencies of 1.33, 3, and 7 cycles/octave.

As shown in the lower panel of Fig. 4, thresholds varied
little across the four different conditions. Nevertheless, it is
possible that overall level cues could be robust enough to
overcome the random level and phase variations imposed
here. To better evaluate this possibility, expected thresholds
for a signal increment given a detection strategy based on
changes in the overall stimulus level produced by the signal
were estimated from the computations reported by Green
�1988, pp. 19–21�. Accordingly, given the 10-dB rove used
here, one would expect a threshold of 3.5 dB based on over-
all level cues. Thresholds for one of the six modulation fre-
quencies shown in the upper panel of Fig. 4 exceed this
value. However, the spectrally modulated signal produces
both increments and decrements in level relative to the stan-
dard stimulus. If it is assumed that the level comparisons are
local in nature, such that the listener focuses on a frequency
region corresponding to a spectral peak or spectral valley in
the signal stimulus and compares that level to the corre-
sponding level in the standard stimulus, then the change in
level does not correspond to the peak-to-valley contrast but
the signal-to-standard contrast at that audio frequency. For
the spectral modulation task here, this value corresponds to
roughly 0.2 times the peak-to-valley contrast at threshold for
spectral peaks and approximately 0.8 times the peak-to-
valley contrast for spectral valleys. Thus, thresholds based on
changes in peak level would be approximately 17.5 dB and
changes based on valley level, assuming no filling in of the
valleys as a result of limited frequency selectivity, would be
4.375 dB. Given that there likely is some smoothing of the
valleys, it appears unlikely that overall level variations can
explain the thresholds for any of the ROVE conditions in
Fig. 4.

With respect to the random phase, no ROVE conditions,
one can use the same analyses as described above to ascer-
tain the thresholds expected based on a change in level. As a
result of the random modulation phase, the level at any fixed
audio frequency could vary from the level of a spectral peak
to the level of a spectral valley on a trial-by-trial basis. Thus,
the “ROVE” in local level imposed by random phase was
equal to modulation detection threshold in dB, which ranged
from 1.5 to 5.2 dB in the conditions shown in Fig. 4. Pre-
dicted thresholds based solely on changes in overall level
range from approximately 0.7 to 5.5 dB. Again assuming
local comparisons of level, peak detection would lead to ex-
pected thresholds between 3.5 and 27.5 dB and valley detec-
tion without smoothing would lead to expected thresholds

FIG. 4. Influence of spectral modulation phase. Upper panel shows SMTFs
with random �squares� or fixed �circles� starting phase. In both cases, the
overall level was randomized over a 10 dB range about the nominal stimu-
lus level. Middle panel shows modulation detection thresholds for 3 cycles/
octave in each of the 12 different carrier frequency/bandwidth conditions
with random �squares� or fixed �circles� modulation phase. Lower panel
shows abbreviated SMTFs for the four combinations of random level varia-
tion �ROVE or no-ROVE� and phase �random or fixed�.
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between 0.875 and 6.875 dB. Finally, combined random
phase and random level variations equate to roving levels
from 11.5 to 15.2 dB, depending on the actual threshold
value. Predicted thresholds based on peak detection would
correspond to values between 19.5 and 25.5 dB and thresh-
olds based on valley detection, assuming no smoothing,
would correspond to values between 4.875 and 6.375 dB.
Overall, these results are consistent with the notion that the
spectral modulation detection thresholds of the main experi-
ment were based upon a global comparison of intensity
across frequency and that listeners can and do focus on glo-
bal intensity patterns to encode spectral patterns.

It should be noted, however, that the fixed-phase and
static level conditions reported above were tested after the
listeners had completed the random phase conditions random
level of the main experiment �see Fig. 2, noting the change in
y-axis range�. Thus, the listeners had considerable experience
listening to stimuli where local cues were unreliable. While it
is possible that this experience influenced the degree to
which the listeners were likely to adopt a local listening
strategy, the minimum detectable modulation depth of about
1.5–2.5 dB reported here is close to the minimum detectable
change in level for a broadband noise in an intensity dis-
crimination task �e.g., 0.5 to 3.0 dB; Miller, 1947; Bos and
de Boer, 1966�. Since intensity discrimination for noise
stimuli is inversely related to noise bandwidth, intensity dis-
crimination for a broadband noise indicates that there is little
possibility of improvement in threshold beyond the spectral
modulation detection thresholds obtained in these conditions.

IV. DISCUSSION

The form of the spectral modulation transfer functions
reported here for noise carriers is similar to SMTFs mea-
sured by previous investigators using tonal complexes �e.g.,
Bernstein and Green, 1987a, b; Summers and Leek, 1994;
Chi et al., 1999�, both in terms of sensitivity to modulation
and the pattern of thresholds with modulation frequency.
This similarity indicates that spectral modulation detection is
not strongly dependent on the nature of the stimulus carrying
the spectral envelope, at least for carriers with moderately
high density in the audio-frequency domain. Furthermore,
the present results indicate that the form of the SMTF de-
pends little on changes in bandwidth �from one to six oc-
taves� and carrier frequency region �between 400 and
12 800 Hz�. Spectral modulation detection was significantly
poorer for the lowest one-octave condition �200–400 Hz�
than the other carrier conditions. In this frequency region,
hearing sensitivity is considerably worse than at mid-to-high
frequency regions and thus one possibility is that reduced
audibility or loudness might have led to higher thresholds in
the 200–400 Hz condition. To test this possibility, one sub-
ject was retested on this condition with the stimulus level
increased by 15 dB; however the resulting spectral modula-
tion detection thresholds were not significantly different
across levels. Furthermore, intensity resolution is not
strongly dependent upon frequency region �e.g., Jesteadt et
al., 1977� so there is no reason to believe that variations in
intensity across frequency are encoded less precisely at low-

than high-audio frequencies. It may be that the perception of
global spectral shape simply is not as good at low audio
frequencies as it is at higher audio frequencies. Using the
spectral envelope of a vowel as an example, perhaps the
auditory system focuses on individual spectral peaks at low-
audio frequencies, corresponding to individual harmonics,
and more global spectral shape at higher-audio frequencies,
which would provide information about the pattern of peaks
and valleys, their relative amplitudes, and distances between
peaks, etc.

Each of the SMTFs shown in Fig. 2 show a minimum
between two and four cycles/octave. Above this frequency, it
is likely that limited frequency selectivity results in a
smoothing of the spectral modulation and thus provides a
lower limit to modulation detection threshold. Below this
minimum, however, spectral smoothing due to the limits of
frequency selectivity predict a gradual decrease in spectral
modulation threshold with decreasing modulation frequency,
whereas the data show a gradual increase in threshold with
decreasing modulation frequency. It is over this modulation
frequency region where the spectral modulation detection
paradigm can provide information about the representation
of spectral contrast not available from traditional measures of
frequency selectivity. To further evaluate the role of fre-
quency selectivity in spectral modulation detection, excita-
tion patterns were computed based on the model first pro-
posed by Moore and Glasberg �1987� and later modified by
Moore and Glasberg �2004� in the context of their loudness
pattern model. This model assumes that the auditory periph-
ery can be represented by a bank of overlapping bandpass
filters, the characteristics of which were determined on the
basis of the results of several investigations of auditory filter
shape using the notched noise masking paradigm �e.g.,
Patterson, 1976�. With the same stimulus generation software
used in the main experiments, average stimulus spectra were
computed based on 100 signal and standard samples for each
of the 88 conditions in the main experiment. To reduce the
number of possible computations, the modulation phase was
fixed at 0 deg relative to the nominal low-pass cutoff fre-
quency and the stimulus level was fixed rather than randomly
varied. The modulation depth for each signal condition was
based on the average threshold across the three original sub-
jects. As described by Moore and Glasberg, the excitation
pattern model included a middle ear correction factor. Abso-
lute thresholds were set to a default value of 0 dB HL and
excitation patterns were estimated over the range of 3 to 40
equivalent rectangular bandwidths �ERBs� or roughly 90 to
16 800 Hz. The internal representation of spectral modula-
tion was indexed by subtracting the excitation pattern in re-
sponse to the standard from the excitation pattern in response
to the signal and then computing the maximum modulation
depth over the range of audio frequencies extending 1/3 oc-
tave below and above the nominal lower and upper cutoff
frequencies of the carrier condition under study.

The results of these computations are shown in Fig. 5 in
a manner parallel to the SMTFs shown in Fig. 2. If the
SMTF were strictly determined by frequency selectivity, then
the output of the excitation pattern computations would yield
a horizontal function relating the change in excitation pro-
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duced by spectral modulation-to-modulation frequency, re-
flecting the constant change in modulation depth required to
detect the presence of spectral modulation. Indeed such a
horizontal function is achieved for high-modulation frequen-
cies, where one would expect frequency selectivity to domi-
nate. The increase in modulation depth maintained in the
excitation pattern as modulation frequency decreases, how-
ever, clearly indicates that the spectral modulation detection
paradigm is measuring something in addition to frequency
selectivity. Indeed, one could obtain a rough estimate of the
critical band by fitting a negatively sloping and a horizontal
line to the excitation pattern difference values and estimating
the breakpoint in the function. By eye, this would be roughly
three to four cycles/octave, corresponding to a bandwidth of
roughly 1/4 octave in width.

In addition to highlighting the manner in which the
SMTF captures spectral shape perception at low-modulation
frequencies, the functions in Fig. 5 also help to explain dif-
ferences in the SMTFs for the lowest-carrier frequency re-
gions. In particular, the markedly higher-modulation thresh-
olds for the 200–800 Hz carrier relative to other two-octave
carriers, shown in the lower left panel of Fig. 2, do not cor-
respond to markedly higher changes in the excitation pattern,
as shown in the lower left panel of Fig. 5. Thus, for two-
octave carrier conditions, one may conclude that threshold
differences across audio frequency are due to changes in fre-
quency selectivity with audio frequency. For the one-octave
carriers, the relatively large range of threshold values for
high-modulation frequencies is not evident in the excitation
pattern differences �compare lower right panels of Figs. 2
and 5�, though there remains some variation in excitation
pattern differences across the one-octave carrier conditions.
An analysis of variance computed on the excitation pattern
differences for the one-octave carrier conditions revealed a
significant effect of carrier frequency region �F5,30=8.787,
p�0.001� and a post-hoc Tukey �HSD� test revealed that the
200–400 Hz condition was significantly different from all
other conditions, whereas none of the other conditions were

significantly different from each other. These results support
the conclusion that the threshold differences across various
carrier conditions reflect the changes in frequency selectivity
across audio frequency with the exception of the 200–
400 Hz carrier condition. In this condition, the estimates of
frequency selectivity incorporated in the excitation pattern
computations do not account for the observed threshold dif-
ferences.

While the SMTFs reported here indicate that the percep-
tion of spectral envelope features depends little on the carrier
bandwidth or carrier frequency region, these results differ
substantially from the consistent frequency effects reported
for the profile analysis task. This relationship between
threshold and signal frequency has often been described as a
“bowl” effect, in which thresholds are lowest for midfre-
quencies �near 1000 Hz� and are progressively higher for
lower- and higher-signal frequencies �e.g., Green and Mason,
1985; Green et al., 1987�. Such a discrepancy may well in-
dicate that the two tasks �profile analysis and spectral modu-
lation perception� actually reflect different perceptual pro-
cesses. Indeed, the fact that the spectral modulation detection
task requires very little familiarity or practice to achieve con-
sistent performance while the profile analysis task often re-
quires considerable training supports the notion that the two
tasks differ in some fundamental way that is not well under-
stood.

The lack of an effect of bandwidth and frequency region
on spectral envelope perception has important ramifications
for understanding the perception of spectrally complex
stimuli. For example, it suggests that transposition of spec-
tral features across audio frequency should have little effect
on the perception of those features. Likewise, it is consistent
with the hypothesis that the spectral features inherent in
speech stimuli �such as vowels� and spectral features im-
posed upon broadband stimuli by the pinnae �and other fac-
tors influencing head related transfer functions �HRTFs��
might be processed in qualitatively and quantitatively similar
ways.

On practical and theoretical levels, the spectral modula-
tion detection task offers potential predictive power that may
prove useful in the future. Specifically, if one adopts a linear
systems approach, then the SMTF may be considered as a
filter function, that when applied to input spectra, represents
the internal representation of a given spectral envelope. Of
course, the auditory system is known to be nonlinear in many
ways. Nevertheless, a linear systems approach is adopted
routinely by most auditory scientists and clinicians when
studying or characterizing audition. In general, if a system
can be considered linear and time invariant under specific
conditions, then the response of that system may be charac-
terized by a transfer function, which, in theory, will allow the
output of the system to be predicted for any possible input.
In sensory systems, this function is known as the modulation
transfer function �MTF� or contrast sensitivity function
�CSF� and reflects a mapping of the system output relative to
the input over the sensitivity range of the system.

Linearity assumes �1� additivity �superposition�: The re-
sponse of a complex signal can be predicted from the alge-
braic sum of responses to simple stimuli �e.g., sinusoids�;

FIG. 5. Excitation pattern differences as a function of modulation frequency
for the four carrier bandwidth conditions �panels� and the various carrier
frequency conditions �symbols within a panel�. See text for computational
details.
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and �2� homogeneity: the system is uniform or position in-
variant over a specific dimension �e.g., cochlear place�. Al-
though many sensory systems are nonlinear in numerous
ways, a growing body of evidence suggests that such a linear
systems approach captures many of the most relevant prop-
erties of sensory systems. In the visual system, this has been
clearly demonstrated in behavioral and physiological studies
of sensitivity to luminance �e.g., Davidson, 1968;—
behavioral; De Valois et al., 1974—physiological�; chroma-
ticity �van der Horst and Bouman, 1969—behavioral; De
Valois et al., 1966; Thorell et al., 1984—physiological�, and
temporal variations in spatial gratings �e.g., Kelly, 1975—
behavioral; McLean and Palmer, 1994—physiological�.
These studies indicate that such CSFs represent processing
by an array of band-pass channels tuned to a best frequency.
In the auditory system, the linear systems approach is com-
monly applied in both behavioral and physiological studies
of temporal resolution �e.g., Viemeister, 1979—behavioral;
Langner, 1992—physiological�, in studies of spectral shape
discrimination �e.g., Hillier, 1991—behavioral; Shamma et
al., 1993—physiological�, and in clinical practice via the au-
diogram. While such an approach cannot explain many as-
pects of sensory systems, its generality and broad applicabil-
ity have proven extremely beneficial, and at a minimum have
encouraged systematic analyses of complex systems. The
similarity of SMTFs across frequency region provides a
simple test of position invariance, one criterion that supports
the use of a linear systems approach in the study of spectral
envelope perception. The SMTFs for the one-, two-, and
three-octave carriers are consistent with the property of po-
sition invariance, although the SMTF for the one-octave car-
riers at the lowest-carrier frequency region deviates from this
rule. As mentioned in the Introduction, the stimuli used here
provide only a rough approximation to the tonotopic nature
of the auditory periphery, and would be more appropriate for
a constant Q system. Most estimates of frequency selectivity,
however, indicate that the relative auditory filter width in-
creases at low-audio frequencies. Thus, a better test of posi-
tion invariance might use an ERB, bark, or mel frequency
scale rather than a log2 scale. Future work should also evalu-
ate the principle of superposition as it might apply to spectral
modulation.

A question that arises from the discussion above is
whether or not the SMTF reflects a single filter characteristic
or the combined output of multiple filters that differ in modu-
lation frequency. Similar to auditory temporal and visual spa-
tial perception, one hypothesis is that the SMTF reflects the
combined output of multiple channels tuned to different
modulation frequencies �and perhaps phases�. Such channels
might originate from families of cells with specific spectral
or spectrotemporal receptive fields �see Chi et al., 1999, for a
more detailed discussion�. To date, there is little behavioral
evidence to support or refute the existence of spectral modu-
lation channels in the auditory system. Regardless of the un-
derlying mechanisms for spectral envelope perception, the
present data provide a systematic description of spectral
modulation detection across a broad range of relevant param-
eters that may serve as a basis for future investigations of the
nature of spectral envelope perception.

V. CONCLUSIONS

Spectral modulation detection thresholds were measured
as a function of spectral modulation frequency �cycles/
octave� by superimposing sinusoidal spectral modulation on
noise carriers. To limit the utility of local intensity cues,
overall stimulus level and modulation starting phase were
randomized from interval to interval. The resulting spectral
modulation transfer functions were used to characterize spec-
tral shape perception in young, normal-hearing listeners as a
function of noise carrier bandwidth and audio-frequency re-
gion. The SMTFs were bandpass in nature, with maximal
sensitivity to spectral modulation in the region of two to four
cycles/octave and progressively worse sensitivity at lower
and higher modulation frequencies. The form of the SMTFs
and overall sensitivity to modulation were not strongly de-
pendent on carrier bandwidth �from one to six octaves� or
carrier frequency region �between 400 and 12 800 Hz�. Sen-
sitivity to spectral modulation was poorer for noise carriers
at very low-audio frequencies �200–400 Hz�. Excitation pat-
tern computations confirmed that spectral modulation detec-
tion for high-modulation frequencies is limited by frequency
selectivity; however, spectral modulation detection can be
used to describe important aspects of spectral shape percep-
tion at low-modulation frequencies not captured by measures
of frequency selectivity.
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Thresholds for the discrimination of fundamental frequency �F0DLs� and frequency difference
limens �FDLs� for individual partials within a complex tone �F0=250 Hz, harmonics 1–7� were
measured for stimulus durations of 200, 50, and 16 ms. The FDLs increased with decreasing
duration. Although the results differed across subjects, the effect of duration generally decreased as
the harmonic number increased from 1 to 4, then increased as the harmonic number increased to 6,
and finally decreased for the seventh harmonic. For each duration, F0DLs were smaller than the
smallest FDL for any individual harmonic, indicating that information is combined across
harmonics in the discrimination of F0. F0DLs predicted from the FDLs corresponded well with
observed F0DLs for the 200- and 16-ms durations but were significantly larger than observed
F0DLs for the 50-ms duration. A supplementary pitch-matching experiment using two subjects
indicated that the contribution of the seventh harmonic to the pitch of the 16-ms complex tone was
smaller than would be predicted from the FDL for that harmonic. The results are consistent with the
idea that the dominant region shifts upward with decreasing duration, but that the weight assigned
to individual harmonics is not always adjusted in an optimal way. © 2007 Acoustical Society of
America. �DOI: 10.1121/1.2382476�

PACS number�s�: 43.66.Fe, 43.66.Hg, 43.66.Ba �JHG� Pages: 373–382

I. INTRODUCTION

When a complex tone contains many harmonics, its
pitch is usually determined primarily by harmonics falling in
a relatively restricted frequency region called the “dominant
region for pitch.” This has been investigated mainly using
inharmonic complex tones, in which one or more of the com-
ponents are shifted from their nominal frequency values and
the effect of this on pitch is determined. Ritsma �1967� sug-
gested that, for complex tones with fundamental frequency
�F0� in the range 100 to 400 Hz, the dominant region lay
around the third, fourth, and fifth harmonics; these harmon-
ics are thought to be well resolved in the auditory system
�Plomp, 1964; Moore and Ohgushi, 1993�. Plomp �1967� and
Patterson and Wightman �1976� proposed that the dominant
region was not fixed in harmonic number, but tended to shift
downward in harmonic number as F0 increased; for high
F0s, the fundamental component itself became dominant.
Moore et al. �1985� found large individual differences in
which harmonics were dominant, but, for F0s of 100 to

400 Hz, the dominant harmonics were always among the
lowest six. Dai �2000�, using F0s from 100 to 800 Hz, found
that the dominant region was best described by a fixed spec-
tral region centered around 600 Hz.

It has generally been assumed that the dominant region
does not correspond to a fixed spectral region, but is affected
by the value of F0 �decreasing in harmonic number with
increasing F0�, and perhaps to a lesser extent by the relative
levels of the harmonics �Moore et al., 1985�. However, re-
cently, Gockel et al. �2005� demonstrated that the dominant
region is affected also by the duration of the complex tone.
They used a method similar to that of Moore et al. �1985�.
The dominance of individual harmonics was determined for
16- and 200-ms complex tones containing the first seven
harmonics of an F0 of 250 Hz. A tone was presented with
one of the harmonics mistuned upward or downward by 3%,
followed 500 ms later by a perfectly harmonic tone of the
same duration. Listeners adjusted the F0 of the harmonic
tone so that its pitch matched that of the first tone. The extent
to which the pitch of the first tone was influenced by the shift
in frequency of the single harmonic was taken as a measure
of the relative dominance of that harmonic. For the 200-ms
duration, the first and second harmonics were the most domi-
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J. Acoust. Soc. Am. 121 �1�, January 2007 © 2007 Acoustical Society of America 3730001-4966/2007/121�1�/373/10/$23.00



nant ones for all five subjects. For the 16-ms duration, the
dominance of higher harmonics increased, especially for the
third, fourth, and fifth harmonics, while the dominance of the
fundamental component decreased. Thus, the dominant re-
gion shifted toward higher harmonics for the shorter dura-
tion.

Gockel et al. �2005� considered the ability of two mod-
els to account for the effect of duration on the dominant
region. One model was an autocorrelation model of pitch
perception �Meddis and Hewitt, 1991; Meddis and O’Mard,
1997�. It was found that this model could give a rough quali-
tative prediction of the effect of duration, but only with some
rather arbitrary choices of the parameters of the model. In
particular, the point in time at which the autocorrelation
function was calculated �the “offset”� had to be adjusted so
that a whole number of stimulus cycles was included in the
calculation of the autocorrelation function. This effectively
provides extra information to the model which would not
necessarily be available to a human listener.

The other model considered by Gockel et al. �2005� was
Goldstein’s �1973� pattern recognition model of pitch. In this
model, the contribution of a given component to the pitch of
a complex tone is assumed to depend upon the precision with
which the frequency of that component is represented at the
input to the central pitch processor; a higher precision is
associated with greater dominance. The precision of the in-
ternal representation of the frequency of a sinusoid can be
estimated from the frequency difference limen �FDL� for that
sinusoid. FDLs for sinusoids increase with decreasing dura-
tion, and the increase is greater for low frequencies than for
high frequencies �Liang and Chistovich, 1961; Sekey, 1963;
Moore, 1973�. This could account for the upward shift in the
dominant region with decreasing duration. Note, however,
that the appropriate measure of the precision of the internal
representation of a frequency component in a complex tone
is not the FDL for that component when presented in isola-
tion, but rather is the FDL for that component when pre-
sented within the complex tone �with the other components
fixed in frequency�, as proposed by Moore et al. �1984�. Data
on the FDLs of components within short-duration complex
tones were not available to Gockel et al. �2005�, so they
generated predictions based on FDLs measured as a function
of duration for isolated sinusoids. In the current study, we
present data on the FDLs of components within complex
tones as a function of duration. The data were intended to
provide a stronger test of whether the shift in the dominant
region with duration can be explained in terms of pattern-
recognition models of pitch.

Another major purpose of the current study was to test
the hypothesis of Moore et al. �1984� that thresholds for
discrimination of the F0 of a complex tone can be predicted,
using a modification of Goldstein’s �1973� model of pitch,
from the FDLs of the components within the complex tone.
The predictions are based on the assumption that information
about the frequencies of the components in the complex tone
is weighted optimally by the central pitch processor. Compo-
nents whose frequencies are represented most precisely are
assumed to have the greatest weight in the determination of

pitch. The data of Moore et al. were consistent with this
hypothesis for the 420-ms tones used by them. We assessed
whether the hypothesis held for tones of shorter duration.

II. METHOD

A. Stimuli

The stimuli were almost identical to those used by
Gockel et al. �2005�. The test stimulus was a complex tone
with a nominal F0 of 250 Hz, containing the first seven par-
tials added in sine phase and with equal amplitude. Note that
the frequencies of all partials fell within the range where
subjects are able to make consistent matches to the pitches of
mistuned components �Hartmann et al., 1990�. When mea-
suring the threshold for discrimination of F0 �F0DL�, all
partials had frequencies which were exact integer multiples
of the F0. When measuring the FDL of the partial corre-
sponding to harmonic number j, all partials except the jth
had frequencies at integer multiples of the F0. The jth partial
had a frequency which was below jF0 in one interval of a
trial, and an equal amount above jF0 in the other interval.
The duration of the tones was 200, 50, or 16 ms, including
8-ms raised-cosine ramps.

The complex tones were presented at a level of 65 dB
sound pressure level �SPL� per component in a continuous
pink background noise that had a spectrum level of 9 dB at
1 kHz �re 20 �Pa�. The pink noise was used so that the
individual components would all have been approximately
38 dB above their masked threshold. The tones were gener-
ated digitally, and were played out using a 16-bit digital-to-
analog converter �CED 1401 plus�, with a sampling rate of
20 kHz. Stimuli were passed through an antialiasing filter
�Kemo 21C30� with a cutoff frequency of 8.6 kHz �slope of
96 dB/octave�, and presented monaurally using Sennheiser
HD250 headphones. Subjects were seated individually in an
IAC double-walled sound-attenuating booth.

B. Procedure

A two-interval, two-alternative forced choice �2I-2AFC�
task was used. When measuring the F0DL, the F0 was 250
+� /2 Hz in one interval and 250−� /2 Hz in the other in-
terval. The subjects were required to indicate the interval
containing the tone with the higher F0. In this condition,
they were instructed to listen to the low, overall pitch and not
to any individual tones that might be heard out. When mea-
suring the FDL for the jth partial, the frequency of that par-
tial was jF0+� /2 Hz in one interval and jF0−� /2 Hz in
the other interval. Note that the partial under investigation
was below its nominal �harmonic� frequency in one interval
and above its nominal frequency �by the same amount� in the
other interval. Thus, both intervals contained inharmonic
stimuli, and the degree of mistuning was the same in the two
intervals. Therefore, beats or roughness cues would not dif-
ferentiate between the two intervals �Moore et al., 1984�.

Subjects were required to indicate the interval contain-
ing the partial with the higher frequency. In this condition,
subjects were instructed to listen to the pitch of the specific
partial, i.e., to try and hear it out as well as they could; the
relatively large change in frequency used at the start of a run
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helped to draw attention to the partial whose frequency was
to be discriminated. A 1-up 2-down adaptive procedure was
used, tracking the 70.7% point on the psychometric function.
The value of � was increased by a factor of 1.4 after one
wrong response and decreased by the same factor after two
correct responses. The value of � was not allowed to exceed
250 Hz. When the adaptive procedure called for a value of �
above 250 Hz, the value of � was set to 250 Hz. If the value
of � remained at 250 Hz for three successive trials, the FDL
was deemed to be unmeasurable, and the run was aborted.
Except in such cases, 12 reversals were obtained. The thresh-
old was defined as the geometric mean of the values of �
over the last eight reversals. The data reported are the geo-
metric means of at least 11 threshold measurements �see be-
low�.

The interval between the two stimuli within a trial was
fixed at 500 ms. Each interval was visually marked �by a
change in color of a corresponding square on a screen� and
visual feedback was provided following each response. The
total duration of a single session was about 2 h, including
rest times.

Within a single session, either the F0DL or the FDL for
one fixed partial was measured. This was done to allow sub-
jects to “tune in” to the specific condition, i.e., listen to the
F0 or listen to an individual partial and, in the case of the
FDL measurement, to tune in to that specific frequency and
hear out the partial in question. The feedback was intended
to help the subject to achieve this. In most cases, optimal
performance in discriminating the frequency of a single har-
monic will be achieved if the subject attends to that har-
monic and optimal performance in F0 discrimination is
achieved if subjects attend to the virtual pitch or to multiple
harmonics.

In each session, subjects ran through six blocks, each of
which was followed by a short break. Each block consisted
of six threshold measurements. In each of the first three
blocks there were two threshold estimates for the 200-ms
duration, followed by two threshold estimates for the 50-ms
duration, and then two estimates for the 16-ms duration. As
hearing out a component is easier for long- than for short-
duration tones �Moore et al., 1986�, the different durations
were tested in this order to help subjects to hear out the
mistuned partial. In each of the last three blocks of a session
there were two threshold estimates for the 50-ms duration,
followed by two estimates for the 200-ms duration, followed
by two estimates for the 16-ms duration. This was done to
balance the order of testing across the two longer durations
used. The 16-ms duration was not run at the beginning of a
block because it was very difficult to hear out an individual
partial for this short duration, and, following a break, sub-
jects would not necessarily be tuned in to a specific partial
anymore. One session was run for each partial in turn, before
additional sessions were run for that partial. Each subject
participated in at least two, usually three sessions, for each
partial. If performance was better for the second than for the
first session for a given partial, the data from the first session
were discarded. If the first measured threshold in a given
session was higher than the later ones for the same condition,
this threshold was discarded. Thus, the overall threshold es-

timate reported here is based on at least 11 measurements for
each condition and subject. For the purpose of the experi-
mental design, the measurement of the F0DL was treated
like the measurement of the FDL for a specific partial.

C. Subjects

Four subjects, with various degrees of musical experi-
ence, participated. They ranged in age from 18 to 27 years,
and their quiet thresholds at octave frequencies between 250
and 4000 Hz were within 15 dB of the ISO �2004� standard.
To familiarize subjects with the procedure and equipment,
they were given about 2 h of practice.

III. RESULTS AND DISCUSSION

The results for each subject and for the mean are plotted
in Fig. 1. The FDL for each harmonic is plotted as a percent-
age of its nominal frequency, with duration as parameter
�open symbols�. Filled symbols show F0DLs, i.e., thresholds

FIG. 1. The open symbols show FDLs for each individual harmonic within
a complex tone, expressed as a percentage of the nominal frequency of the
harmonic and plotted as a function of harmonic number. The filled symbols
show F0DLs for the complex tone as a whole. The parameter is signal
duration: 200 ms �squares�, 50 ms �circles�, and 16 ms �triangles�. The top
four panels show results for the individual subjects. In these panels, error
bars indicate ± one standard error across repeated runs. The bottom-left
panel shows mean results across subjects. In this panel, error bars indicate ±
one standard error across subjects. Up-pointing arrows indicate cases where
the FDL could not be measured because of the limitation imposed on the
frequency change �see text for details�.
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for discrimination of the F0 of the whole complex �when all
harmonics were shifted by the same percentage, so that the
tone remained harmonic�. The pattern of variation of the
FDLs with harmonic number differed across subjects, espe-
cially for the two longer durations. Individual differences of
a similar magnitude were observed by Moore et al. �1984�.
The origin of these individual differences is not understood,
although it has been suggested that they are related to indi-
vidual differences in the relative dominance of individual
harmonics in determining the pitch of a complex tone
�Moore et al., 1985�. Large individual differences have been
found in all studies of the relative dominance of individual
harmonics �Moore et al., 1985; Moore, 1987; Dai, 2000;
Gockel et al., 2005�. Despite the individual differences, some
general trends can be observed.

For the 200-ms duration, the FDLs were generally low-
est for the first three harmonics. However, the FDLs for S4
were almost independent of harmonic number, and S1 had a
small FDL for the sixth harmonic. For the 50-ms duration,
the FDLs were generally lowest for the second and third
harmonics, but again there were individual differences, with
S2 showing a small FDL for the fifth harmonic and S4 show-
ing a slight trend for FDLs to decrease with increasing har-
monic number. For the 16-ms duration, FDLs were unmea-
surable for the sixth harmonic for S1,S3, and S4; in these
cases, the line �without any symbol� is plotted at the point
corresponding to the limitation imposed by the procedure
��=250 Hz, �f / f =16.7%� with an arrow above it. However,
all subjects showed relatively small FDLs for the seventh
harmonic, which probably reflects the fact that this was the
highest harmonic in the complex tones; the “edge” compo-
nents in complex tones appear to be especially easy to hear
out �Plomp, 1964; Moore and Ohgushi, 1993; Moore et al.,
2006�, and the frequencies of edge components are often
discriminated very well �Moore et al., 1984�.1 In the mean
data, the harmonics with the lowest FDLs were the second,
third, fourth, and seventh. It is noteworthy that, for each
duration, the F0DL was lower than the FDL of any single
harmonic. This is consistent with the results of Moore et al.
�1984� for 420-ms tones, and it implies that the F0DLs de-
pend upon information being combined across harmonics.

To assess whether these data are consistent with the shift
in the dominant region with duration, as found by Gockel et
al. �2005�, it is instructive to examine how the FDLs change
with duration for each harmonic. These changes are shown in
Fig. 2, which plots the FDLs and F0DLs for the two shorter
durations relative to the FDLs and F0DLs for the 200-ms
duration; these are referred to as normalized FDLs. For com-
parison, normalized FDLs for 16- and 50-ms sinusoids pre-
sented in isolation are shown in the panel for the mean data
�triangles and circles joined by dashed lines; data interpo-
lated from Moore, 1973�. The pattern of results varies some-
what across subjects. However, in the mean data, the normal-
ized FDLs for the 16-ms duration decrease progressively as
the harmonic number increases from 1 to 4. This means that
the worsening of the FDL with decreasing duration is less for
the fourth harmonic than for the first harmonic, a trend that is
consistent with the upward shift in the dominant region with
decreasing duration found by Gockel et al. �2005�. For the

50-ms duration, the normalized FDL is larger for the first
harmonic than for the remaining harmonics, which is also
consistent with an upward shift in the dominant region with
decreasing duration.

It is noteworthy that the effect of decreasing duration on
the FDLs for harmonics within the complex tone is markedly
greater than the effect of duration found for isolated sinuso-
ids by Moore �1973�. Furthermore, the normalized FDLs de-
rived from the data of Moore for the 16- and 50-ms durations
decrease monotonically with increasing frequency over the
range shown, whereas the FDLs for harmonics within the
complex tone vary non-monotonically with frequency, show-
ing a distinct peak at 1.5 kHz �the sixth harmonic� for the
16-ms duration and a smaller peak for the 50-ms duration.
These differences may reflect difficulty in hearing out the
harmonic whose frequency is to be discriminated. Frequency
components that are gated on and off synchronously tend to
fuse perceptually, especially when the overall duration is
short �Moore et al., 1986; Beerends, 1989; Bregman, 1990�.
This may account for the fact that the normalized FDLs for
the 16-ms duration are generally markedly higher for the
harmonics within the complex than for the isolated sinusoids.
In addition, it becomes progressively harder to hear out in-

FIG. 2. The same results as in Fig. 1, but with FDLs and F0DLs expressed
as normalized values, i.e., relative to the FDL or F0DL for the 200-ms
duration. The dashed lines with triangles and circles indicate normalized
FDLs for the 16 and 50-ms durations, respectively, interpolated from the
data of Moore �1973� for isolated sinusoids.
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dividual harmonics as the harmonic number increases
�Plomp, 1964�. This effect, combined with the perceptual
fusion produced by gating with a short duration, may ac-
count for the fact that FDLs for harmonics within the com-
plex tone could not be measured for three of the four subjects
for the sixth harmonic and the 16-ms duration. Probably,
those three subjects were unable to hear out the sixth har-
monic, so they could not discriminate its frequency. How-
ever, this does not imply that information about the fre-
quency of the sixth harmonic would be completely
unavailable to the central pitch processor. Note that “ener-
getic” masking, due to the spectral spread associated with
shortening of the stimulus duration, is unlikely to be the
reason for the increase in FDLs for the sixth harmonic at the
16-ms duration. This is because masking due to spectral
spreading would be more effective at lower frequencies,
where the auditory-filter bandwidth is smaller, than at higher
frequencies, where the auditory-filter bandwidth is larger.
Thus, the FDLs should increase more for the lower harmon-
ics than for the higher harmonics. In fact, the FDLs for the
second, third, and fourth harmonics are markedly lower than
that for the sixth harmonic. Also, 8-ms ramps are effective in
preventing effects of spectral spreading for center frequen-
cies above 1 kHz �Bacon and Viemeister, 1985�.

Based on Goldstein’s �1973� theory, Moore et al. �1984�
proposed that the precision with which a listener could esti-
mate the low pitch of a complex tone �as measured by the
F0DL� could be predicted from the FDLs of the components
within the complex tone, provided that the number of har-
monics N was sufficiently large that the pitch of the complex
tone was unambiguous. This prediction is expressed by

� 1

F0DLpred
�2

= �
k=1

N � 1

FDLk
�2

, �1�

where F0DLpred is the predicted F0DL �expressed as a per-
centage of F0� and FDLk is the FDL for the kth harmonic
�expressed as a percentage of the frequency of that har-
monic� measured when the harmonic is within the com-
plex tone, as here. Note that, in contrast to what was as-
sumed by Goldstein �1973�, Moore et al. �1984� argued
that the channels conveying information about the fre-
quencies of the harmonics to the central processor did not
introduce additional noise; hence F0DLs could be esti-
mated directly from the values of FDLk using Eq. �1�.

Figure 3 compares values of F0DLpred calculated using
Eq. �1� with the F0DLs actually obtained, for each subject
and each duration. The figure also shows the FDLs for the
two harmonics with the lowest FDLs, and indicates what the
numbers of those harmonics were. For example, for S1 for
the 200-ms duration, harmonics 2 and 6 had the lowest
FDLs. With decreasing duration, both the observed and the
predicted F0DLs increase in size. To assess whether there
was any systematic deviation between the observed and pre-
dicted F0DLs across durations, a repeated measures two-way
analysis of variance �ANOVA� was carried out with factors
duration �three values� and type of score �predicted or ob-
served�, using the logarithms of the predicted and the mean
observed F0DL for each subject and condition as input. The

ANOVA revealed a significant main effect of duration
�F�2,6�=120.5, p�0.001�,2 but no significant main effect of
type of score �F�1,3�=6.8, p=0.08�, indicating that overall
there was no significant difference between the predicted and
observed F0DLs. However, there was a significant interac-
tion between duration and type of score �F�2,6�=15.5, p
=0.01�, indicating that the effect of type of score varied
across durations. Thus, we calculated post hoc contrasts
based on Fisher’s least significant difference procedure �Kep-
pel, 1991�, separately for each duration. The results of these
will be presented below, where we discuss the results for
each duration in more detail.

For the 200-ms duration, the predicted and obtained
F0DLs were similar for all subjects and did not differ sig-
nificantly �p=0.87�. Furthermore, the predicted and obtained
F0DLs were always markedly smaller than the smallest
FDLs. This pattern of results is consistent with that found by
Moore et al. �1984� for a duration of 420 ms. The results are
consistent with the idea that, for long-duration tones, infor-
mation is combined across harmonics in the manner de-
scribed by Eq. �1�.

FIG. 3. Comparison of F0DLs predicted from Eq. �1� �P�, observed F0DLs
�O�, and FDLs for the two harmonics that led to the lowest FDLs �M1 and
M2�. The numbers of these harmonics are indicated within the bars. The
FDLs and F0DLs are expressed as a percentage of the nominal frequency
and are plotted separately for each subject �S1–S4�. Each panel shows re-
sults for one duration. Error bars indicate one standard error across repeated
runs.
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For the 50-ms duration, the values of F0DLpred were
consistently slightly larger than the obtained F0DLs, and the
difference was significant �p�0.01�. Again, the predicted
and obtained F0DLs were always markedly smaller than the
smallest FDLs. The discrepancy between the obtained and
predicted F0DLs cannot be the result of additional noise in
the channels conveying information about the frequencies of
the harmonics to the central pitch processor, since such a
noise, if it existed, would lead to obtained F0DLs that were
larger than predicted, which is the opposite of what was
found. The most likely explanation for the discrepancy is that
the values of FDLk are underestimates of the precision with
which the frequencies of the harmonics are represented at the
input to the central processor �i.e., the values of FDLk are too
large�, because performance in discriminating the frequency
of a single harmonic within a complex tone is adversely
influenced by difficulty in hearing out individual harmonics
when the duration of the sound is short.

Curiously, the predicted and obtained values of the
F0DLs were similar for all subjects for the 16-ms duration,
and did not differ significantly �p=0.77�. One might have
expected that the individual harmonics would be even harder
to hear out for this duration, leading to values of FDLk that
considerably underestimate the precision with which the fre-
quencies of the harmonics are represented at the input to the
central processor, which in turn would lead to values of
F0DLpred that were well above obtained values. This sug-
gests that the increase in FDLs resulting from the difficulty
in “hearing out” individual harmonics at a 50-ms duration
must have been counteracted by some other factor when the
duration was reduced further to 16 ms. Possible reasons for
this are discussed in Sec. IV.

We turn now to a more detailed comparison of the
present data with the data of Gockel et al. �2005� on the
dominance of individual partials as a function of duration. To
make the comparison, we first derive the pitch shift that
would be expected from shifting the frequency of a single
harmonic in an otherwise harmonic complex tone, using
Goldstein’s �1973� model. According to this model �Gold-
stein’s Eq. �13��, for a complex tone with harmonics 1 to N,
where N is sufficiently large that the pitch is unambiguous,
the mean value of the F0 is estimated from the frequencies
of the partials fk according to

F0 = �
k=1

N
kfk

�k
2 ��

k=1

N
k2

�k
2 , �2�

where �k is the standard deviation of the estimate of the
value of fk at the input to the central processor. We assume
here that the value of �k is not affected by a small change in
fk. If the jth harmonic is shifted by a small amount, from f j

to �f j +�f j�, then the change in the mean F0 estimated by the
central processor is given by

�F0 = 	��
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which simplifies to

�F0 =
j�f j

� j
2 ��

k=1

N
k2

�k
2 . �4�

When the frequency shift of the harmonic is a fixed propor-
tion P of the frequency of the harmonic, as in the experi-
ments of Gockel et al. �2005�, then, for all j

�F0 =
Pj2F0

� j
2 ��

k=1

N
k2

�k
2 . �5�

Dividing both sides by F0 gives the change in estimated F0
expressed as a proportion of the F0

�F0

F0
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Pj2
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2 ��
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We assume here, following Moore et al. �1984�, that the
value of � j / f j is directly proportional to the value of FDLj

�where FDLj is expressed as a proportion of f j�. Using this
assumption, and taking into account the fact that fk=kF0,
we get

�F0

F0
= P

1

FDLj
2��

k=1

N
1

FDLk
2 . �7�

Based on this, we can define a measure of the predicted
relative dominance Dj of the jth partial in a complex tone
with N harmonics as the predicted pitch shift �expressed as
proportion of F0� divided by P, i.e., as

Dj =
1

FDLj
2��

k=1

N
1

FDLk
2 . �8�

When relative dominance is expressed in this way, the sum
of the dominance values across harmonics is equal to 1. The
upper panel of Fig. 4 shows the mean values of Dj and stan-
dard errors across subjects, calculated using Eq. �8� for the
mean FDL data of each subject of the present experiment,
separately for the two durations, 16 and 200 ms, used by
Gockel et al. �2005�.

To express the pitch shifts found by Gockel et al. �2005�
in a similar way, the shift in the pitch of a complex tone
produced by a 3% shift in the frequency of each harmonic
was divided by the sum of the pitch shifts across harmonics.
The results are shown in the lower panel of Fig. 4. The
comparison of the predicted values of Dj and the pitch shifts
found by Gockel et al. should be made with caution, as in-
dividual differences were marked both in the present study
and in the study of Gockel et al., and the subjects differed
across the two studies.

Considering, for the moment, only the results for the
first four harmonics, there is an overall similarity between
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predicted and obtained dominance values. Specifically, for
the 200-ms duration, harmonics 1 and 2 are the most domi-
nant in both predicted and obtained values. For the 16-ms
duration, harmonics 2, 3, and 4 are the most dominant in
both predicted and obtained values. However, the predicted
and obtained dominance values differ dramatically for the
seventh harmonic at the 16-ms duration. This large discrep-
ancy arises from the fact that, for the 16-ms duration, the
values of the FDLs obtained in the present experiment were
lowest for the seventh harmonic for three out of the four
subjects, while only one of the five subjects of Gockel et al.
�2005� showed a reasonably strong dominance of the seventh
harmonic.

To assess whether the large discrepancy for the seventh
harmonic might have been caused by individual differences,
two of the subjects of the present experiment, S1 and S2,
were tested in a pitch-matching paradigm identical to that
used by Gockel et al. �2005�, to assess directly the relative
dominance of each harmonic in the 16-ms complex tone.
Figure 5 compares the observed relative pitch shifts �squares,
defined in the same way as for Fig. 4� and the pitch shifts
�relative dominance values� predicted using Eq. �8� �tri-
angles�. For both subjects, the observed shift for the seventh
harmonic was much smaller than the predicted shift. Indeed,
subject S2 showed no pitch shift for the seventh harmonic.
On the other hand, the observed shifts for the second, third,

and fourth harmonics were generally larger than predicted.
These results confirm that, for the 16-ms duration, the pitch
shifts predicted using Eq. �8� do not correspond accurately to
the observed shifts, especially for the highest �seventh� har-
monic. This means either that the pitch mechanism does not
weigh information about the frequencies of individual har-
monics in the optimal manner predicted by Eq. �8�, or that
the FDLs for harmonics within complex tones do not provide
good estimates of the precision with which the frequencies of
the harmonics are represented at the input to the central pro-
cessor, when the tones are of short duration �or both�.

IV. DISCUSSION

A. Weights applied to harmonics according to a
modified version of Goldstein’s model

As noted earlier, an assumption underlying Eqs. �1� and
�8�, which are based on Goldstein’s �1973� model, is that
information about the frequencies of the individual harmon-
ics is weighted optimally by the central pitch processor. In
other words, the pitch processor is assumed to “learn” or to
“know” the precision with which the frequencies of the in-
dividual harmonics are represented. The weights are not
based solely on the frequency of a harmonic, or on harmonic
number, as is illustrated by the results of Moore et al. �1984�.
In some of their conditions, they used complex tones con-
taining relatively high harmonics �5–12, 6–12, or 7–12� of a

FIG. 4. Comparison of the relative pitch shifts �dominance values� predicted
from Eq. �8� �top panel� with the relative pitch shifts found by Gockel et al.
�2005� �bottom panel�. The stimulus duration was 200 ms �squares� or
16 ms �triangles�.

FIG. 5. Results for two individual subjects for 16-ms tones, comparing the
relative pitch shifts �dominance values� predicted from Eq. �8� �triangles�
with the relative pitch shifts found in a pitch-matching task �squares�.
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nominal F0 of 200 Hz. For these tones, the FDLs for the
12th harmonic �when measured when the harmonic was pre-
sented as part of the complex tone� were relatively small, and
that harmonic was therefore predicted to make a substantial
contribution to the precision of the estimate of F0. When a
sinusoid with a fixed frequency of 2600 Hz �corresponding
to the 13th harmonic of the nominal F0�, was added to the
complex tones to mask the upper side of the excitation pat-
tern of the 12th harmonic, the FDLs for the 12th harmonic
increased markedly, as expected. Correspondingly, F0DLs
for the complex tone with high-numbered harmonics were
smaller when the fixed 2600-Hz component was absent than
when it was present. Furthermore, the F0DLs were smaller
�when expressed as a percentage� than the FDL for any in-
dividual harmonic within the complex tones. In contrast, in
other conditions, where the complex tone contained harmon-
ics 1–12 and the FDL for the 12th harmonic was not among
the smallest, adding a sinusoid with fixed frequency of
2600 Hz also increased the FDL for the 12th harmonic, but
did not increase the F0DL for the complex tone. Thus, add-
ing a fixed frequency component at the upper spectral edge
of the complex tone did not in itself impair F0 discrimina-
tion. It seems that the 12th harmonic contributed substan-
tially to F0 discrimination only in the absence of the low
harmonics that usually have low FDLs.

The results of Moore et al. �1984� clearly show that the
contribution of a given harmonic to the discrimination of F0
is not fixed for a given harmonic number. Furthermore, the
dominance of an individual harmonic, as measured using a
pitch-matching paradigm, increases with increasing relative
level of that harmonic �Moore et al., 1985�. Taken together,
these results appear to be consistent with the idea that the
pitch processor can adjust the weight attached to a harmonic
according to the precision with which the frequency of that
harmonic can be discriminated. However, our supplementary
experiment using 16-ms tones showed that, although the
highest harmonic produced the lowest FDL, it made a rela-
tively small contribution to the pitch of the complex �Fig. 5�.
Hence it appears that the weight applied to a given harmonic
in a pitch-matching task cannot always be predicted by the
FDL for that harmonic.

It seems likely that, both in pitch matching and in
F0-discrimination tasks, the pitch mechanism applies a sub-
optimal weight to the highest harmonic for short-duration
tones. For example, the pitch processor may have some
knowledge acquired over the longer term, especially for
tones of relatively long duration, say 100 to 400 ms, since
musical tones often have durations in this range �Fraisse,
1982�. With repeated exposure to musical tones, or to the
human voice �Terhardt, 1974�, the pitch processor may ac-
quire knowledge about which harmonics are represented
most precisely, and it may then operate in a near-optimal
manner. However, human listeners are rarely exposed to
tones with durations as short as 16 ms. For such tones, the
pitch processor may not apply optimal weights, but rather
may apply weights that are partly influenced by knowledge
obtained from longer-duration tones. For long tones, the sev-
enth harmonic does not usually play a strong role; it typically
lies somewhat above the dominant region for an F0 of

250 Hz. According to this explanation, although the weight
assigned to individual harmonics does change when the du-
ration is altered �Gockel et al., 2005�, this change is subop-
timal, and the highest harmonic does not receive the weight
that would be expected from its good discriminability.

The idea that the weights applied to the highest har-
monic are suboptimal for short-duration tones could explain
an intriguing aspect of the results shown in Fig. 3. Recall
that, although the predicted F0DLs �Eq. �1�� exceeded those
obtained for the 50-ms tones, the match between theory and
data was good when the duration was reduced further to
16 ms. In Sec. III we suggested that the discrepancy for the
50-ms duration could be due to subjects’ difficulty in hearing
out individual harmonics at short durations, and that at a
duration of 16 ms some other factor intervened to counteract
this effect. Such a factor could arise if a sub-optimal weight
were applied to the highest harmonic. For the 16-ms dura-
tion, the values of FDLk were lowest for the seventh har-
monic, causing it to have a strong influence on the values of
F0DLpred. However, if this harmonic received a suboptimal
weight, this would have increased the F0DLs actually ob-
tained. Alternatively, it could be that the efficiency with
which information is combined across harmonics decreases
at short durations.

B. “Weights” predicted by an autocorrelation model

The discussion so far has focused on the idea, based on
Goldstein’s �1973� model, that the central pitch processor
applies weights to the estimates of the frequencies of the
individual harmonics, and that the appropriate choice of
these weights requires knowledge about the precision of the
frequency estimates. However, it may be the case that such
knowledge is not actually required; rather, the weighting may
occur in an automatic way. Consider, for example, the auto-
correlation model of pitch mentioned in the Introduction
�Meddis and Hewitt, 1991; Meddis and O’Mard, 1997�. Ac-
cording to this model, autocorrelation functions �ACFs� are
calculated based on the neural activity in individual fre-
quency channels, and the ACFs are then summed across
channels to give a summary ACF �SACF�. The extent to
which an individual harmonic contributes to the SACF pre-
sumably depends upon the extent to which neurons are phase
locked to that harmonic, and this in turn may be closely
related to the FDL for that harmonic �when measured within
the complex tone�. For example, there may be considerable
phase locking to the highest �“edge”� harmonic in a complex
tone, because the upper side of the excitation pattern evoked
by that harmonic is not disrupted by any higher harmonics.
Hence, neurons tuned at and above the frequency of the
highest harmonic would all show phase locking to that har-
monic. Similarly, increasing the level of a single harmonic
relative to that of adjacent harmonics will lead to an increase
in the number of neurons whose responses are phase locked
to the incremented harmonic. This could explain why, at long
durations, F0DLs can be predicted with reasonable accuracy
from the FDLs for the harmonics within the complex tone,
without any requirement for the possession of knowledge by
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the pitch processor. However, this account does not explain
why the prediction becomes less accurate when the duration
is reduced to 50 ms.

V. SUMMARY AND CONCLUSIONS

F0DLs and FDLs for individual partials within a seven-
component complex tone were measured for three stimulus
durations, 200, 50, and 16 ms. The following are the main
findings:

1. There were marked individual differences in the way that
the FDLs varied with harmonic number, as found in pre-
vious similar work.

2. The FDLs increased with decreasing duration. The effect
of duration decreased as the harmonic number increased
from 1 to 4, but then increased as the harmonic number
increased to 6. FDLs for the sixth harmonic were unmea-
surable for three of the four subjects for the 16-ms dura-
tion, perhaps reflecting difficulty in hearing out this har-
monic. FDLs decreased for the seventh harmonic, and for
the 16-ms duration were lower than for any other har-
monic, for three of the four subjects.

3. For each duration, F0DLs were smaller than the smallest
FDL for any individual harmonic. This indicates that in-
formation is combined across harmonics in the discrimi-
nation of F0.

4. For the 200-ms duration, F0DLs predicted from the
FDLs, using a modification of Goldstein’s �1973� model
proposed by Moore et al. �1984�, corresponded well with
observed F0DLs. However, for the 50-ms duration, pre-
dicted F0DLs were significantly larger than observed
F0DLs. This may have happened because the measured
FDLs underestimate the precision with which the fre-
quencies of the individual partials are represented at the
input to the pitch processor. For the 16-ms duration, the
predicted F0DLs were close to the observed F0DLs.
However, this correspondence may result from two com-
peting factors: �1� The FDL for the seventh harmonic was
small, but it probably did not make a strong contribution
to F0 discrimination; �2� The measured FDLs underesti-
mate the precision with which the frequencies of the in-
dividual partials are represented at the input to the pitch
processor.

5. A supplementary pitch-matching experiment using two
subjects indicated that the contribution of the seventh har-
monic to the pitch of the 16-ms complex tone was smaller
than would be predicted from the FDL for that harmonic.

Overall, these results, in combination with those of
Gockel et al. �2005�, suggest that the dominant region shifts
upward �towards higher harmonic numbers� with decreasing
duration, but that the weight assigned to individual harmon-
ics may not always be adjusted in an optimal way. In par-
ticular, the highest harmonic does not receive the weight that
would be expected from its good discriminability.
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The dependency of the brightness dimension of timbre on fundamental frequency �F0� was
examined experimentally. Subjects compared the timbres of 24 synthetic stimuli, produced by the
combination of six values of spectral centroid to obtain different values of expected brightness, and
four F0’s, ranging over 18 semitones. Subjects were instructed to ignore pitch differences.
Dissimilarity scores were analyzed by both ANOVA and multidimensional scaling �MDS�. Results
show that timbres can be compared between stimuli with different F0’s over the range tested, and
that differences in F0 affect timbre dissimilarity in two ways. First, dissimilarity scores reveal a term
proportional to F0 difference that shows up in the MDS solution as a dimension correlated with F0
and orthogonal to other timbre dimensions. Second, F0 affects systematically the timbre dimension
�brightness� correlated with spectral centroid. Interestingly, both terms covaried with differences in
F0 rather than chroma or consonance. The first term probably corresponds to pitch. The second can
be eliminated if the formula for spectral centroid is modified by introducing a corrective factor
dependent on F0. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2384910�

PACS number�s�: 43.66.Jh, 43.66.Hg, 43.66.Lj, 43.75.Cd, 43.75.Bc �DD� Pages: 383–387

I. INTRODUCTION

In a previous study �Marozeau et al., 2003� we looked at
the change with fundamental frequency �F0� of the timbre of
sounds produced by a set of 12 musical instruments. The
timbre of most instruments was found to be stable as a func-
tion of the note played. Nevertheless, small F0 dependencies
were observed that appeared to be specific to particular in-
struments. The choice of natural instrument sounds rather
than synthetic stimuli in that study ensured musical rel-
evance, but the large interinstrument variations of timbre
within the stimulus set made the investigation of small F0-
dependent effects difficult. Because distance has a quadratic
dependency on the difference along each dimension, large
interinstrument differences along one dimension can
“swamp” smaller differences along other dimensions.

This study used a set of synthetic instrumental sounds
designed to differ along the single physical dimension of
spectral centroid �in addition to F0�. Variations along other
dimensions known to affect timbre �temporal envelope shape
and spectral spread� were minimized so as to maximize sen-
sitivity along the dimension of interest. The perceptual cor-
relate of spectral centroid is termed “brightness.” The cen-
troid is defined from the spectral envelope that determines
amplitudes of all partials, and thus does not depend directly
on F0, but there are several reasons to expect a dependency
of the perceptual correlate, brightness, on F0. One is that F0

determines pitch, which is known to have a complex multi-
dimensional nature, involving a cyclic chroma dimension re-
lated to position within the octave �F0 modulo a ratio power
of 2�, a “tone height” dimension related to F0, and possibly
a “spectral pitch” dimension determined by the overall spec-
tral distribution �Shepard, 1999�. The latter can certainly be
expected to interact with brightness. Another reason is that
F0 dependencies of vowel timbre have been documented in
several studies. Specifically, it appears that in order to main-
tain constant vowel identity over a one-octave increase of
F0, formant frequencies must be shifted upward by about
10% �Slawson, 1968; Nearey, 1989�. One might think that
such dependencies are specific to speech sounds, but Slaw-
son �1968� found similar effects when subjects were in-
structed to treat the stimuli as musical sounds rather than
vowels.

The standard methodology for timbre studies is to apply
multidimensional scaling �MDS� analysis to dissimilarity
matrices obtained by asking subjects to rate the dissimilarity
between pairs of stimuli. Our previous study �Marozeau et
al., 2003� extended it to allow timbre comparisons between
sounds that differed in F0. Subjects were instructed to ignore
the resulting difference in pitch. They were quite successful
in doing so, but there was nevertheless some evidence of an
effect of F0 difference—or the pitch difference that it
induces—on timbre. The present study aimed at understand-
ing the nature of this interaction.

Supposing that F0-induced pitch differences affect tim-
bre, one can speculate on the form of the dependency. Doa�Electronic mail: marozeau@neu.edu
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timbre differences vary monotonically with the frequency
difference between notes �on a linear or log scale� �Fig.
1�a��? Are they instead a function of the difference in
chroma? If so, they should vary as distance along a chroma
circle �Fig. 1�b��. Because the stimuli are presented pairwise
they might also be function of the consonance between
notes. If so, they should vary as distance along a circle of
fifths �Fig. 1�c�� �Shepard, 1982�. Stimulus frequencies in
this study were chosen so as to test each of these hypotheses.

II. METHOD

A. Stimuli

Stimuli were produced according to a simple model of
additive synthesis. Each had a spectrotemporal envelope
shaped as the outer product of a frequency-independent tem-
poral envelope multiplied by a time-independent spectral en-
velope function. The temporal envelope, common to all
stimuli, comprised a linear 50-ms onset �attack� followed by

a 22.5-ms linear decay of 20% of the maximum amplitude, a
382.5-ms constant amplitude part �sustain�, and a linear off-
set �release� of 45 ms �so-called ADSR or attack decay sus-
tain release profile�. The spectral envelope was shaped as a
Gaussian when expressed as “partial loudness” �intensity per
critical band raised to the power 0.3� as a function of fre-
quency on an equivalent rectangular bandwidth �ERB�
�Moore, 2003� scale. The width of the Gaussian was 5 ERB
and the same for all stimuli. The centroid of the Gaussian
envelope took on six values equally spaced on an ERB-rate
scale from 17 to 22 ERB-rate �1196, 1358, 1539, 1739, 1963,
and 2212 Hz, respectively�. Figure 2 illustrates the wave-
form and spectra of two stimuli with the same F0 �247 Hz�
but different centroids �17 and 22 ERB-rate�.

For each of these envelopes, stimuli were produced at
four F0’s: 247, 349, 466, and 698 Hz �notes B3, F4, Bb4,
and F5�, for a total of 24 stimuli. This F0 set was designed to
produce intervals both small and large in terms of frequency,
chroma, and consonance.

Stimuli were sampled at 44.1 kHz with a resolution of
16 bits. They were presented diotically over earphones at
approximately 75 dBA. The term “instrument” will be used
in the following to designate the set of stimuli with the same
centroid.

B. Listeners

Fourteen subjects �including seven women and seven
musicians� participated in the experiment. Musicians were
defined as having played an instrument for at least 3 years.

C. Procedure

The subjects were asked to rate the dissimilarity of the
276 possible pairs of the 24 stimuli. They were instructed to

FIG. 1. Hypothetical geometrical structures to predict dissimilarity between
sounds that differ in F0: �a� logarithmic frequency axis, �b� chroma circle,
and �c� circle of fifths.

FIG. 2. Waveforms �top� and spectra
�bottom� of two stimuli used in our ex-
periments. Both had the same F0
�247 Hz� but different spectral cen-
troids: 17 ERB rate ��a� and �c�� and
22 ERB rate ��b� and �d��.
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base their judgments only on the timbre of each stimulus and
to ignore the pitch difference. Previous experiments showed
that this task was possible, at least for F0 differences below
one octave. The order within pairs and the order of pairs
were random �a different randomization was used for each
session and subject�. The experiment was run inside an au-
diometric booth, and stimuli were presented diotically over
Sennheiser 520 II headphones. Further procedural details can
be found in Marozeau et al. �2003�.

III. RESULTS

A. Outliers, effect of musical experience

Correlation coefficients between dissimilarity scores
were calculated for all pairs of subjects. These scores were
submitted to a hierarchical cluster analysis to identify even-
tual outlier subjects. No outlier was found. An ANOVA was
performed with between-subjects factor musical experience
�2� and within-subjects factor instrument pair �276�, to reveal
an eventual effect of musical experience. No effect of musi-
cal experience was found, either as a main effect or as an
interaction. Results were therefore averaged across all sub-
jects.

B. MDS analysis

The data were first transformed with a hyperbolic arc-
tangent function to attempt to correct for the effect of the
bounded response scale �Schonemann, 1983; Marozeau,
2004�. MDS produces a spatial configuration such that dis-
tances between points fit observed dissimilarities between
instruments. Distances being unbounded whereas dissimilari-
ties are bounded, the solution is necessarily distorted. The
transformation reduces this distortion. The hyperbolic tan-
gent has a slope that is close to 1 for arguments between 0
and 0.5, and that increases exponentially to infinity as its
argument approaches 1. It thus leaves unchanged the dissimi-
larities smaller than 0.5 and expands dissimilarities close
to 1.

Transformed scores were analyzed using the MDSCAL
procedure, implemented according to the SMACOFF algo-
rithm �Borg and Groenen, 1997�. A two-dimensional solution
was selected because higher-dimensional solutions did not
decrease significantly the stress of the model �Borg and
Groenen, 1997�. As the MDSCAL solution is rotationally
undetermined, the solution was rotated with a procrustean

procedure in order to maximize the correlation between spec-
tral centroid and position along the first MDS dimension for
stimuli with a 247 Hz �B3� F0. Figure 3 shows this solution.

Stimuli at B3 are represented by squares, those at F4 by
circles, those at Bb4 by stars, and those at F5 by diamonds.
Each stimulus is connected by a segment to the two stimuli
with the closest spectral centroid and the same F0 and to the
two stimuli with the closest F0 and the same spectral cen-
troid. Roughly speaking, stimuli are distributed along the
first dimension in order of their spectral centroid, and along
the second dimension in order of F0. Stimuli with a given F0
tend to follow a horizontal line, indicating that the dimension
related to F0 is not affected by spectral centroid. In contrast,
stimuli with a given centroid follow a line slanted to the left,
indicating that the dimension related to the centroid is af-
fected by F0. In other words, an increase in F0 has an effect
similar to a decrease in the centroid.

C. Horizontal shift

To test if this shift is significant, an ANOVA was per-
formed on a restricted set of the data. To better understand
this analysis let us consider only two instruments �X and Y�
differing along a timbre dimension. The positions of these
two instruments along this dimension are represented at two
different F0’s by X1, Y1 and X2, Y2, respectively, in Fig. 4.

FIG. 3. Two-dimension multidimensional scaling �MDS� solution. The so-
lution was rotated to maximize correlation between dimension 1 and spec-
tral centroid.

FIG. 4. Hypothetical geometrical
structures describing the dependency
on F0 of the timbres of two instru-
ments. Left panel represents the case
where the timbres do not change
�along the horizontal dimension� with
F0. Right panel represents the case
where the timbres do change with F0.
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Two cases may be considered. In the first, represented in the
left panel, the position of the instruments remains invariant
along the timbre dimension with a change of F0. The dis-
tance X1Y2 is then the same as the distance X2Y1. In the
second case, represented in the right panel, the position of
the instruments moves uniformly along the timbre dimension
as function of F0; the distances X1Y2 and X2Y1 are in this
case different.

To test if an instrument shifts along the first timbre di-
mension with respect to another instrument, an ANOVA was
performed with the dissimilarities of all the pairs containing
both instruments at different F0’s. The two main factors were
the instrument pair �X1Y3 vs. X2Y4,� and the F0 order inside
the pair �X1Y3 vs. X3Y1�. A lack of change with F0 along the
timbre dimension would imply a lack of significant effect for
the latter factor. Conversely, a significant effect would imply
a timbre change with F0.

Table I shows the result of this analysis for each instru-
ment pair.

The results show that the factor of the F0 order is always
significant. Therefore the shift can be considered as signifi-
cant for every instrument.

IV. DISCUSSION

A. The dependency of timbre on spectral centroid

Stimuli fall along the first dimension of the MDS solu-
tion in order of their spectral centroid, consistent with the
pattern found for natural instruments �Marozeau et al. 2003�.
This is not surprising given that they were designed to vary
according to that dimension. Their approximately equal spac-
ing along the psychological dimension agrees with their
equal spacing along the physical dimension. It is, however,
unlikely that our methods could reveal a discrepancy in this
respect, should it exist, because of experimental noise. The
leftward shift with increasing F0 suggests that this percep-
tual dimension is also slightly dependent on F0.

B. The effect of F0

Stimuli fall along the second dimension of the MDS
solution in order of their F0. Evidence for a similar F0-
dependent dimension was found for natural instruments by
Marozeau et al. �2003� for a smaller range of F0’s. Scatter
along this dimension is about 40% of the scatter along the
first dimension, indicating that the effect of F0 is moderate
compared to the effect of the centroid. The question raised in

the Introduction, concerning the dependency on F0 differ-
ence, chroma similarity, or consonance, is answered unam-
biguously: the component of dissimilarity induced by an F0
difference is not a function of the difference in chroma, or
the consonance between notes, but rather the size of the dif-
ference in F0.

A similar remark holds for the small variations observed
along dimension 1: these appear to covary with a linear scale
of F0, rather than a circular scale of chroma or a circular
scale of consonance �Fig. 1�.

C. An improved “spectral centroid” descriptor

The stimuli were created according to a definition of the
spectral centroid as described by Marozeau et al. �2003�. If
this descriptor were accurate to predict the first dimension of
timbre �brightness� independently of F0, we should have ob-
served no shift along that dimension with F0. The significant
effect that we did observe can be interpreted either as imply-
ing that perceptual dimension does depend slightly on F0, or
that we should search for a better descriptor that ensures that
it does not. There is no definite way to choose between these
rival interpretations, but for practical applications it would be
nice to have a signal-based descriptor of this dimension that
is not sensitive to F0. The purpose of this paragraph is to
present such an improved descriptor.

The first stages are the same as in Marozeau et al.
�2003�. Briefly, the waveform was first filtered to model the
sensitivity of the outer and middle ear �Killion, 1978�. Then
it was filtered by a gammatone filterbank �Patterson et al.,
1992� with channels spaced at half-ERB intervals on an
ERB-rate scale �z� between 25 Hz and 19 kHz �Hartmann,
1998�. Instantaneous power was calculated within each chan-
nel and smoothed by delaying it by 1/4fc �where fc is the
characteristic frequency of the channel�, adding it to the un-
delayed power, and convolving the sum with an 8-ms win-
dow. Smoothed power was then raised to the power 0.3 to
obtain a rough measure of “partial loudness” for each chan-
nel. The partial loudness-weighted average of ERB-rate was
taken over channels, the result being an “instantaneous spec-
tral centroid” function of time according to

Z̄�t� = �
z

z�z�t���
z

�z�t� , �1�

where ��t� is the “partial loudness” of the channel z at in-

stant t. Finally, the instantaneous centroid Z̄�t� was weighted
by “instantaneous loudness” �sum over channels of partial
loudness� and averaged over time to obtain a single descrip-

tor value, Z̄, to characterize the entire signal.
To better predict position along the first timbre dimen-

sion, a correction of the spectral centroid is now proposed.
First, the descriptor is converted from ERB-rate to Hz ac-
cording to the formula:

f̄ = �exp�Z̄/9.26� − 1�/0.004 37, �2�

where f̄ is the value of the spectral centroid in Hz �Hart-
mann, 1998�. Then the value of the F0 of the stimulus is

subtracted from f̄:

TABLE I. Amount of variance �R2� of timbre dissimilarity accounted for by
each factor manipulated in the experiment. Only the values of effects sig-
nificant at the p=0.005 level are included, as determined by an ANOVA.
Factors are instrument pair �IP, df=15� and F0 order �F0, df=2�.

B3 F4 Bb4

IP F0 IP�F0 IP F0 IP�F0 IP F0 IP�F0

F4 42.87 8.53 5.11
Bb4 28.49 9.5 n.s. 43.41 11.39 3.92
F5 8.31 12.47 n.s. 21.17 27.45 3.85 29.18 17.45 n.s.
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fcorrected = f̄ − F0 , �3�

where fcorrected corresponds to the corrected value of f̄ . Fi-
nally the value is converted back in ERB-rate:

Zcorrected = 9.26 ln�0.004 37fcorrected + 1� , �4�

where Zcorrected corresponds to the corrected value of Z̄ in
ERB-rate. The upper panel of Fig. 5 shows a scatter plot

of Z̄ with the projection along the first timbre dimension.
The lower panel shows the scatter plot of Zcorrected with the
projection along the first dimension. The stimuli are better
aligned along the regression line. This can be quantified
by the coefficient of correlation of 0.97 �0.91 before cor-
rection�, explaining more than 93% of the variance �82%
before correction� �dl=22; p�0.001�.

A similar correction procedure has already been invoked
in studies of vowel perception �Traunmuller, 1981; Hoemeke
and Diehl, 1994�. Specifically, it has been proposed to “cor-
rect” the values of vowel formants, in particular the first
formant, by subtraction of the value of F0 from that of the
formant frequency.

V. CONCLUSIONS

We found that cross-F0 comparisons of timbre were pos-
sible up to at least 18 semitones’ F0 difference, correspond-

ing to one and a half octaves. However, dissimilarities ap-
peared to contain a term that increased proportionally with
the difference in F0. This showed up in MDS solutions as a
dimension correlated with F0 and orthogonal to that corre-
lated with the spectral centroid. Along this dimension, the
stimuli were ordered according to their F0 and not according
to their chroma or consonance. The MDS solution also
showed a dependency on F0 of the dimension that covaries
with spectral centroid �brightness�. That dependency can be
reduced by modifying the definition of the spectral centroid.
Although this correction seems to be well adapted to the data
of this experiment, it needs to be tested and validated over a
wider range of stimuli and a wider range of F0. If this cor-
rection is confirmed, it could be useful in applications that
use timbre descriptors to discriminate, categorize, or gener-
ate instrumental sounds.
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I. INTRODUCTION

One of the goals of research in sound quality is to un-
derstand the mechanisms underlying listener preference.
Complex stimuli are typically involved in sound quality as-
sessments, giving rise to various sensations, or auditory at-
tributes, which potentially contribute to perceived overall
quality. The identification and quantification of these sensa-
tions are necessary before their relation to preference can be
established.

Apart from pioneering studies on multichannel record-
ing and playback �Nakayama et al., 1971�, most work on
quality of reproduced sound has focused on timbral aspects
of monophonic reproduction �e.g., Gabrielsson and Sjögren,
1979�. As multichannel audio formats are growing in popu-
larity, the question arises how the various reproduction
modes influence the listener’s perception. Of particular inter-
est is how spatial auditory sensations are affected by the
introduction of center and surround loudspeakers in a multi-
channel setup �ITU-R BS.775-1, 1994�, or by various pro-
cessing algorithms. More recent studies have addressed the
problem of identifying and quantifying auditory attributes
that are relevant to sound quality in the context of multichan-
nel reproduced sound �Rumsey, 1998; Berg and Rumsey,
2006; Zacharov and Koivuniemi, 2001; Guastavino and
Katz, 2004�. The first three employed combinations of re-
cording and playback techniques to evoke various auditory
sensations, and the latter used Ambisonics �Gerzon, 1985�, a
versatile recording and playback technique in which the
sound signals are optimally decoded for each loudspeaker
configuration.

By contrast, the present study aimed at investigating
more specifically the perceptual differences between repro-
duction modes typically encountered in home audio systems:
Selected musical excerpts—originally produced for five-

channel reproduction—were reproduced in various formats
�mono, stereo, and several multichannel formats�. In a recent
study, Zieliński et al. �2003� have focused on the overall
perceptual evaluation—the so-called basic audio quality, de-
fined in ITU-R BS.1116 �1997�—of reproduction modes
similar to the ones used in the present work. Rumsey et al.
�2005� investigated the influence of timbral, frontal, and sur-
round fidelity changes on basic audio quality. The present
investigation, however, intended to seek explanations for
such global differences in terms of more specific auditory
attributes. It was part of a larger-scale study, the goals of
which were to �1� identify the auditory attributes that are
relevant in the context of multichannel music reproduction,
�2� verify that listeners can judge upon them in a consistent
manner, �3� quantify them on meaningful scales, and �4� de-
termine their relation to overall preference. The identification
of attributes relevant for this study has been reported else-
where �Choisel and Wickelmaier, 2006a�, and in the present
paper emphasis is placed on the remaining three goals.

In all the earlier investigations cited above, auditory at-
tributes and/or overall quality were directly estimated using
rating scales with either numerical or verbal labels, or
graphical �visual analog� scales. Such direct scaling proce-
dures are the de-facto standard in sound quality assessments.
As an example, consider the ITU-T recommendation P.800
�1996� for transmission quality, or the ITU-R recommenda-
tion for small �ITU-R BS.1116, 1997� and intermediate
�ITU-R BS.1534, 2003� impairments in audio systems. The
validity of such scales, however, relies on many implicit and
untested assumptions.

First, it is usually assumed that the order of the scale
values corresponds to an order of the sounds along the in-
vestigated attribute. This is problematic, at least for multidi-
mensional stimuli, because subjects might not be able to
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combine the different dimensions into a single one �e.g.,
overall quality�. Classical studies on human choice behavior
�May, 1954; Tversky, 1969� have demonstrated that two or
three dimensions already lead to predictable inconsistencies.
Focusing on different aspects depending on the stimuli being
compared can result in intransitive judgments, such as pre-
ferring stimulus A over B, B over C, but C over A. It is
evident that a preference order of the stimuli cannot be es-
tablished in this case. While paired comparisons easily reveal
these intransitivities, in direct scaling procedures problems
associated with multidimensionality will go unnoticed,
which casts doubt on the validity of such directly obtained
scales. Very often researchers are interested, not only in an
order of the stimuli, but also in information about their dif-
ferences or ratios, which requires measurements on higher
scale types �interval or ratio scales; Stevens, 1946�. The
higher the scale level, the more restrictive forms of transitiv-
ity �as will be defined later in this paper� must be fulfilled.

Another assumption is the subjects’ ability to map their
sensation magnitude onto a scale. Often the freedom to
choose among the many response categories in direct scaling
procedures will result in an idiosyncratic strategy of scale
usage. Some subjects might display a bias for certain re-
sponse categories, for example, the center or the end points
of the scale. Methods to deal with scale-usage heterogeneity
exist �e.g., Rossi et al., 2001�, but they employ involved
statistical procedures and are therefore rarely used in prac-
tice. Binary paired comparisons, on the other hand, require
nothing but simple comparative judgments, and thereby
eliminate response biases due to scale usage.

Therefore, a major methodological objective of the
present work was to use well-founded scaling techniques
based on paired comparisons �so-called probabilistic choice
models; Luce, 1959; Tversky, 1972�. Such scaling methods
have been successfully applied to sound quality evaluation,
most notably to auditory unpleasantness �Ellermeier et al.,
2004; Zimmer et al., 2004�. In the present study, probabilis-
tic choice models are employed both for determining the
overall preference and for measuring the strength of more
basic auditory attributes, thereby verifying that listeners
could judge upon them in a consistent manner. Subsequently,
the resulting scale values are applied to formulate an explor-
atory statistical model in which preference is related to the
auditory attributes.

II. METHOD

A. Apparatus and stimuli

1. Experimental setup

The listening tests took place in a 60 m2 sound-insulated
listening room complying with the ITU-R BS.1116 �1997�
requirements. Seven loudspeakers �Genelec 1031A� were
placed as shown in Fig. 1, at a distance of 2.5 m to the
listening position. The height of the tweeters was 108 cm
above the floor, which corresponds the average height of the
entrance of the listeners’ ear canals when seated. Five of the
seven loudspeakers were arranged in accordance with the
ITU-R recommendation BS.775-1 �1994�; two additional
speakers �LL and RR� were placed at ±45° for the reproduc-

tion of stereo over a wider base angle �defined as the bearing
angle between the loudspeaker pair, as seen from the listen-
ing position�. The setup was hidden from the subject by an
acoustically transparent curtain.

The sounds were played back by a computer placed in
the control room, equipped with a multichannel sound card
�RME Hammerfall HDSP� connected to an eight-channel
D/A converter �RME ADI-8 DS� having a flat frequency re-
sponse from 5 Hz to 21.5 kHz.

The response interface consisted of an optical mouse
and a 15 in. flat screen placed in front of the listener, below
the loudspeaker level �45 cm above the floor� in order to
limit interactions with the sound field. A headrest fixed to the
armchair ensured that the subject’s head was always centered
during the listening test. The head position could be moni-
tored from the control room, via a camera attached to the
ceiling above the listener.

The seven loudspeakers were matched in sensitivity and
minimum-phase frequency response based on impulse re-
sponse measurements carried out in an anechoic chamber
using a 14th order maximum length sequence �MLS� at
48 kHz. The equalization was implemented as FIR filters ap-
plied to the corresponding channels in the sound files. In
order to verify that the interchannel level alignment was pre-
served in the listening room, the A-weighted sound-pressure
level of bandpassed pink noise �200 Hz−2 kHz� was mea-
sured at the listening position for each channel. As a result,
the interchannel level differences were within 0.3 dB, and
the differences between left/right pairs did not exceed
0.1 dB.

2. Program material

Four musical excerpts �two pop, two classical� were se-
lected from commercially available multichannel material
�Table I�. Their different musical contents �genre, instrumen-
tal versus vocal� as well as the various spatial information
present in the multichannel mix �natural room reverb in the

FIG. 1. Playback setup consisting of seven loudspeakers: left �L�, right �R�,
center �C�, left-of-left �LL�, right-of-right �RR�, left surround �LS�, and right
surround �RS�. This setup was symmetrically placed with respect to the
width of the room and was hidden from the subject by an acoustically
transparent curtain. A computer flat screen was used as a response interface.
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classical recordings, or distributed instruments in pop music�
made this selection suitable for eliciting different spatial sen-
sations. The two classical recordings were made with five
omnidirectional microphones placed in a circular array, and
the two pop recordings were mixed with standard surround
panning technique. These excerpts were transferred from
their original medium—Super Audio Compact Disc �SACD�
or Digital Versatile Disc–Audio �DVD-A�—onto a computer
�48 KHz, 24 bit� using a Denon 2200 player connected to an
eight-channel A/D converter �RME ADI-8 DS�, and carefully
cut to include a musical phrase, their duration ranging from
4.7 to 5.4 s.

3. Reproduction modes

From the original five-channel program material �or�,
seven additional formats were derived, as summarized in
Table II. This selection of reproduction modes was made in
order to create a wide range of perceptual changes typically
encountered in home audio applications. First, the original
was mixed down to stereo �st� according to the ITU-R rec-
ommendation BS.775-1 �1994�:

Lst = Lor + 1
�2

Cor + 1
�2

LSor,

Rst = Ror + 1
�2

Cor + 1
�2

RSor. �1�

From the stereo version, mono �mo� and phantom mono �ph�
were computed as described by Eqs. �2� and �3�, respectively.

Cmo = 1
�2

�Lst + Rst� , �2�

Lph = Rph =
1

2
�Lst + Rst� . �3�

The wide stereo format �ws� was identical to stereo, but
played on loudspeakers LL and RR, positioned at ±45°. All
processing was done in MATLAB using floating point preci-
sion, and all intermediate files were stored with 24-bit reso-
lution.

Finally, three upmixing algorithms were used to recon-
struct multichannel sound from the stereo downmix; two
commercially available algorithms, Dolby Pro Logic II and
DTS Neo:6—later referred to as upmixing 1 and 2 �u1 and
u2�, in no specific order—and a simple matrix upmixing al-
gorithm. Dolby Pro Logic II was implemented on a surround
processor �Meridian 861� that was fed with a digital signal
�S/PDIF� from the RME sound card, and the five analog
output signals were recorded through the RME converter,
using 24-bit resolution. In a similar fashion, an audio/video
receiver �Yamaha RX-V 640� was used to generate the DTS
Neo:6 upmix. The matrix upmixing �ma� was inspired by
matrix decoding systems that are typically applied to en-
coded stereo tracks �cf. Rumsey, 2001�. In this study, how-
ever, it was applied to a “regular” stereo downmix �Eq. �1��.
The upmixing was implemented in MATLAB in the following
way: The left and right surround channels were fed with the
difference between the left and right signals �L−R and R
−L, respectively� attenuated by 6 dB. The front �L and R�
channels were left unchanged.

The eight reproduction modes were matched in loudness
by eight subjects �not taking part in the main experiments�
using a forced-choice adaptive procedure �2AFC, 1-up/1-
down, cf. Levitt, 1971; Jesteadt, 1980�. On each trial, the
task was to decide which of the two presented sounds was
louder, one being the standard, the other one being the com-
parison, in random order. For all four types of program ma-
terial �Beethoven, Rachmaninov, Steely Dan, and Sting�, the
standard was chosen to be the stereo reproduction mode. Its
playback level was adjusted beforehand to a comfortable
level by the experimenters, and measured in the listening
position to have A-weighted, energy-equivalent sound pres-
sure levels of 65.8, 59.4, 66.5, and 67.7 dB, respectively �av-
eraged over the duration of the stimuli�. The loudness match-
ing procedure was reported in more details in Choisel and
Wickelmaier �2006a�. The resulting loudness matches were
averaged across subjects, and appropriate gains were applied
to the stimuli. After equalization and loudness matching, all
sounds were saved as multichannel wave files, dithered, and

TABLE I. List of musical program material.

Disc Title Medium Track Time

Beethoven: Piano Sonatas Sonata 21, op. 53 �Rondo� SACD 03 1’51–1’56
Nos. 21, 23 & 26 – Kodama

Rachmaninov: Vespers – Blazen Muzh SACD 03 2’04–2’09
St. Petersburg Chamber Choir
conducted by Korniev

Steely Dan: Everything Must Go Everything Must Go DVD-A 09 0’52–0’57
Sting: Sacred Love Stolen Car SACD 06 1’55–2’00

TABLE II. Reproduction modes: full name, abbreviation, and loudspeakers
used for playback �see Fig. 1�.

Name Abbr. Speakers

Mono mo C
Phantom mono ph L,R
Stereo st L,R
Wide stereo ws LL,RR
Matrix upmixing ma L,R,LS,RS
Dolby Pro Logic II –a L,R,C,LS,RS
DTS Neo:6 –a L,R,C,LS,RS
Original 5.0 or L,R,C,LS,RS

aReferred to as u1 and u2 �in no specific order� in the rest of this paper.
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quantized to 16 bits �±1 LSB triangular probability density
function� and with a sampling frequency of 48 kHz. Further
information regarding acoustical and psychoacoustical char-
acteristics of the reproduction modes may be found in
Choisel and Wickelmaier �2006b�.

B. Subjects

Forty listeners �28 male, 12 female� took part in this
study. They were mostly university students, had no or little
prior experience with this type of experiment, and were
naïve with respect to the research questions. In contrast to
expert listeners trained to identify subtle differences in a re-
liable manner, the selected sample was closer to a consumer
population. Such a sample was chosen in order to avoid pos-
sible biases, such as an excessive display of knowledge dur-
ing the identification of auditory attributes. It was, however,
desired that they possess the ability to perform the tasks re-
quired from them. For that purpose, these participants were
selected among 78 candidates, according to their auditory
and verbal aptitudes. The selection procedure �detailed in
Wickelmaier and Choisel, 2005� consisted of pure-tone au-
diometry, a stereo-width discrimination task, and a verbal-
fluency test. These tests were performed in order to ensure
that the listeners selected could �1� appreciate spatial differ-
ences in sound and �2� readily produce a description of their
sensations. All candidates were native Danish speakers, with-
out any known hearing problems. Eight listeners showing a
hearing threshold of more than 20 dB HL �re. ISO 389-1,
1998� in any ear at any frequency between 250 Hz and
8 kHz were rejected based on this criterion. From the re-
maining 70, the 40 listeners performing the best in the other
two tests �stereo-width discrimination and verbal fluency�
were selected to participate in the main experiments. Their
age ranged from 21 to 39 years �median=24 years�. One of
the participants dropped out during the first part of the ex-
periment, the remaining 39 took part in the complete study
that extended over approximately six months.

C. Procedure

The study was organized in several larger experimental
parts, throughout which the same sample of subjects and the
same set of stimuli were used. First, an overall preference
was determined for the reproduction modes. Next, auditory
attributes salient in the context of these sounds were identi-
fied �elicited� using the same sample of subjects; this part is
reported in Choisel and Wickelmaier �2006a�; the outcome
was a set of eight attributes: width, elevation, spaciousness,
envelopment, distance, brightness, clarity, and naturalness.
Subsequently, the strength of these attributes was quantified.
Finally, the preference was reevaluated.

1. Quantification of auditory attributes

Quantification of the attributes was carried out by asking
the subjects �in Danish� “Which of the two sounds is
more…” followed by one of the following adjectives: wide
(bred), elevated (høj oppe), spacious (rummelig), enveloping
(omsluttende), far ahead (langt foran), bright (lys), clear (ty-
delig) and natural (naturlig). Definitions of these attributes,

generated by the authors so as to represent as much as pos-
sible the subjects’ own descriptors, can be found in the Ap-
pendix .

For each of the eight attributes and for four musical
excerpts, all possible pairs of reproduction modes were pre-
sented to the subjects. Two buttons on a computer screen,
labeled A and B, were visually emphasized in turn �by
changing their size� during playback to indicate which sound
was played. The response was made by clicking the button
corresponding to the chosen sound. Each pair was judged
only once. The within-pair order was balanced across sub-
jects �David, 1988, Chap. 5� and the between-pair order was
random. Each attribute was evaluated for all four program
materials in a single block lasting for about 25 min. Each
subject evaluated two attributes in a session lasting for one
hour, including a break in the middle. Thus, four sessions
were required for all eight attributes. The order of the at-
tributes and program materials was balanced across subjects
using five different 8�8 Graeco-Latin squares. Each subject
gave 28 judgments per program material and auditory at-
tribute.

2. Quantification of overall preference

It was hypothesized that as the study proceeded �espe-
cially by taking part in the attribute elicitation, Choisel and
Wickelmaier, 2006a� participants would gain experience
with the sounds, which potentially influenced their percep-
tion. In order to investigate the influence of experience, pref-
erence was measured at two points in time: once at the be-
ginning �first measurement� and once at the end of the study
�second measurement, about six months after the first data
collection�. For each pair of reproduction modes the subjects
were instructed to indicate which one they preferred. In the
first data collection, each pair was presented in both within-
pair orders �AB and BA�, and a third time in one within-pair
order, counterbalanced across subjects. The second data col-
lection on preference only included two judgments per pair
�both within-pair orders�. Thus, each subject gave 84 �re-
spectively, 56� preference judgments per program material in
the first �respectively, second� data collection.

D. Analysis of choice frequencies

Both, for overall preference and for the selected auditory
attributes, the pairwise choices among the eight reproduction
modes were aggregated across all listeners, resulting in ma-
trices of choice frequencies. In such a matrix it can be seen
how often, for example, mono �mo� reproduction was chosen
to be more spacious than stereo �st�, and vice versa. From
these frequencies the probability, Pxy, of choosing sound x
over sound y according to a given criterion was estimated.

The derivation of scales from the choice frequencies
crucially depends on the consistency of the judgments given
by the subjects. Consistency was analyzed by testing weak
�WST�, moderate �MST�, and strong �SST� stochastic transi-
tivities, which imply that if Pxy �0.5 and Pyz�0.5, then
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Pxz � �0.5 �WST� ,

min�Pxy,Pyz� �MST� ,

max�Pxy,Pyz� �SST� ,

�4�

for all sounds x, y, and z. Whenever the premise holds, but
the implication in Eq. �4� does not hold �for any permutation
of the triple x ,y ,z�, a transitivity violation is observed. Vio-
lations of the different transitivities are of different severity.
A systematic violation of WST indicates that subjects were
not able to integrate several stimulus dimensions into one
�common� percept, and it is therefore impossible to even
derive a meaningful ordering of the sounds. Less severe are
violations of SST, which suggest a certain context depen-
dency of the choices made. Such a context dependency usu-
ally comes into play when there are subgroups of similar
sounds based on multiple perceptually salient aspects or fea-
tures �Carroll and De Soete, 1991�.

Transitivity violations might result from either individu-
ally inconsistent choice behavior or from subjects disagree-
ing in their choices. The probabilistic choice models reported
in this paper were applied to aggregate data, and it is there-
fore not possible to separate these two sources of inconsis-
tencies. Models that account for individual differences have
been developed �e. g., Böckenholt, 2001�, but are not within
the scope of the present study.

Counting the number of transitivity violations in a ma-
trix of choice frequencies only yields a descriptive measure
of �in�consistency. In an experiment with a limited number of
observations, it is conceivable that violations occur at ran-
dom; a statistical test is therefore required to classify such
violations as either systematic, and thus critical, or random.

Two kinds of probabilistic choice models were consid-
ered for representing the choice frequencies, with the goal of
�1� providing a statistical evaluation of the transitivity viola-
tions encountered, and �2� in the presence of only random
violations, quantifying the attribute in question. The first
model used was the Bradley-Terry-Luce �BTL� model �Bra-
dley and Terry, 1952; Luce, 1959�, which predicts Pxy as a
function of parameters associated with each sound,

Pxy =
u�x�

u�x� + u�y�
, �5�

where u�·� is a ratio scale of the criterion. Since Eq. �5�
implies SST, systematic violations of SST preclude a BTL
representation.

The second, less restrictive, model was the so-called
elimination-by-aspects �EBA� model �Tversky, 1972; Tver-
sky and Sattath, 1979�, which is a generalization of the BTL
model. According to EBA, one sound is chosen over a sec-
ond one because of a certain aspect that belongs to the first
but not to the second sound. EBA predicts Pxy by

Pxy =

	
��x�\y�

u���

	
��x�\y�

u��� + 	
��y�\x�

u���
, �6�

where � ,� , . . ., are the aspects �or features� of the sounds, x�
indicates the set of aspects belonging to sound x, and x� \y�

denotes the set of aspects belonging to sound x but not to
sound y. As in the BTL model, u�·� is a ratio scale of the
criterion. EBA only implies MST, and can therefore to some
extent cope with multiple-aspect criteria.

The goodness of fit of the choice models was evaluated
by comparing the likelihood L0 of a given �restricted� model
to the likelihood L of a saturated �unrestricted� binomial
model which perfectly fits the choice frequencies, under the
assumption of independent choices. The test statistic,
−2 log �L0 /L�, is approximately �2 distributed with as many
degrees of freedom as the difference in parameters of the two
models. A significant likelihood ratio test indicates lack of fit
of the restricted choice model, and thereby that the violations
of the corresponding stochastic transitivity have been sys-
tematic rather than random. If the fit was adequate, scale
values for the reproduction modes were derived. Parameter
estimation and model testing were performed using software
described in Wickelmaier and Schmid �2004�.

Probabilistic choice models provide a powerful method
for scaling suprathreshold sensations, not only because they
allow for testing the validity of a scale of a certain attribute
�rather than assuming it when using direct scaling proce-
dures�, but also because these models enable the investigator
to test hypotheses about perceived magnitudes in the frame-
work of standard statistical theory. In order to test whether
there was a significant change in the scale values of the re-
production modes in different conditions, for example,
whether the preference changed between the two times of
data collection �before and after elicitation and scaling of the
attributes�, standard likelihood ratio tests �McCullagh and
Nelder, 1989� were performed. The logic of these tests is to
investigate if restricting the parameters to be equal in both
conditions entails a significant lack of fit, which implies that
the conditions have a significant effect on the scale values.
This would mean in the example that the preferences have
changed from the first to the second measurement. A likeli-
hood ratio test is possible whenever two models are nested,
that is, one model results from the other one by applying
restrictions on its parameters. A significant likelihood ratio
test denotes that the restricted model is to be rejected.

III. RESULTS

A. Scaling listener preference

Table III displays the evaluation of the stochastic transi-
tivities �Eq. �4�� of the preference judgments collected before
and after the subjects went through the elicitation and scaling
of specific auditory attributes. For the evaluation, data were
aggregated over all subjects and repetitions, within each type
of program material. Thus, the choice probabilities in the
first measurement were estimated based on N=40�3=120
observations per stimulus pair for Steely Dan, and on N
=39�3=117 for the other program materials, since one sub-
ject left the experiment after the first session. In the second
measurement, where two replicates were collected, the
choice probabilities were based on N=39�2=78 observa-
tions. Weak and moderate stochastic transitivities were found
to be violated either in none or in very few of the 56 possible
tests, indicating that the participants were able to integrate
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their various sensations into a unidimensional preference
judgment. Consequently, at least an ordinal preference scale
may be derived from the choice frequencies.

In order to evaluate the more frequent violations of SST,
and to test whether a preference ratio scale could be ob-
tained, a BTL model �Eq. �5�� was fitted to the paired-
comparison data. Table III shows the results of the goodness-
of-fit tests which support the validity of the model in each of
the four program material conditions. Accordingly, the SST
violations were classified as random, and preference scales
were extracted. Consequently, it was possible to measure lis-
tener preference at a ratio scale level using the very simple,
but very restrictive BTL model.

The reliability of the judgments was assessed by testing
whether there were any changes of preference between the
three �respectively, two� repetitions, within each measure-
ment. Likelihood ratio tests were devised to compare a BTL
model, which allows for preference changes to one with a
fixed set of parameters across repetitions. Neither in the first
nor in the second measurement, however, did the fixed-
parameter model fit significantly worse than the model hav-
ing variable parameters; this was true for all types of pro-
gram material. Therefore, the preference values of the
reproduction modes can be regarded constant throughout the
repetitions within each measurement. This indicates a high

degree of reliability of the preference judgments.
Figure 2 displays the parameter estimates of the BTL

model, i.e., the preference scales, for the four program ma-
terials obtained in the two measurements, together with the
95%-confidence intervals. The preference ratio scales are
plotted on logarithmic y axes in order to facilitate the com-
parison among reproduction modes. For example, two-
channel phantom mono �ph� was preferred about twice as
much as the single channel mono �mo� for the Beethoven
excerpt. About the same ratio was observed between wide-
angle stereo �ws� and one of the upmixing algorithms �u2�.
Since the BTL parameters are unique up to multiplication by
a positive constant, they were normalized to sum to unity.
Consequently, the distance from the line of indifference �u
=1/8, which would be the location of the scale values if all
pairwise choice frequencies were 0.5� indicates how pro-
nounced the preferences are between the reproduction
modes. In all conditions, equality of the scale values can be
rejected, which suggests that listeners were far from indiffer-
ent, but had rather strong preferences for certain reproduc-
tion modes.

Across the four program materials and the two points of
measurement, it was observed that mono reproduction �mo�
and �ph� was inferior to the other formats. Stereo, on the
other hand, was generally among the most preferred, whereas

TABLE III. Transitivity violations and goodness-of-fit test of the BTL model for preference judgments at two
points in the study: before and after elicitation and scaling of attributes. Displayed are the number of violations
of weak, moderate, and strong stochastic transitivity �Eq. �4��, and the test statistic and p-value of a likelihood
ratio test with the null hypothesis that the BTL model holds.

First measurement Second measurement

Excerpt WST MST SST �2�21� p WST MST SST �2�21� p

Beethoven 0 2 14 9.13 0.988 0 1 12 9.06 0.989
Rachmaninov 2 4 19 16.96 0.714 0 0 18 8.44 0.993
Steely Dan 0 0 12 18.13 0.640 0 0 11 17.74 0.666
Sting 0 0 13 10.72 0.968 0 0 9 13.66 0.884

FIG. 2. Ratio scale of preference derived from eight
reproduction modes for four musical excerpts. Scale
values represent parameter estimates of the BTL model
fitted to paired-comparison judgments. Preference was
measured at two points in the study �see text�, repre-
sented by two symbol styles. The reproduction modes
were mono �mo�, phantom mono �ph�, stereo �st�, wide-
angle stereo �ws�, four- �ma� and five-channel upmixing
�u1 and u2�, and the original five-channel material �or�.
Error bars show 95%-confidence intervals.
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the original five-channel material outperformed stereo only
once �Steely Dan�. A further interesting relation was ob-
served between ws and matrix upmixing �ma� when compar-
ing classical and pop music. While it was beneficial for the
classical music to increase the stereo base angle from 60° to
90°, this had adverse effects for the pop excerpts. Con-
versely, while ma was less preferred than ws for the classical
music, it was favored over ws for the pop music. The results
so far indicate common preference patterns, at least within a
musical genre, but also excerpt-specific effects.

In a further set of likelihood ratio tests, it was investi-
gated to what extent the preference scales were generalizable
across program materials. In spite of the obvious similarities
within the classical and the pop genres �see the rows in Fig.
2�, the excerpt-specific differences were statistically signifi-
cant. In the first measurement, a common model for
Beethoven and Rachmaninov fared significantly worse
��2�7�=30.81; p�0.001� than a model having two sets of
parameters: one for each program material. The same was
true for Steely Dan and Sting ��2�7�=78.15; p�0.001�.
Analogous results were obtained in the second measurement
for classical ��2�7�=21.14; p=0.004� and pop music ��2�7�
=146.01; p�0.001�, respectively. From the magnitudes of
the test statistics, it seems that the differences between the
classical excerpts were not as striking as between the pop
excerpts, and the difference between Steely Dan and Sting
even increased in the second measurement. Therefore, the
generalizability of the results concerning the preference for
certain reproduction modes should not be overestimated,
since the dependence on the program material is evident.

Since preference data were collected twice for the same
listeners, once before elicitation and quantification of the
more specific attributes and once after that, the effect of
experience �with the sounds� on preference may be exam-
ined. Figure 2 suggests that there is a close correspondence
between the preference scales obtained at the two points in
time, indicating that preference was relatively stable even
over a period of about six months. Again, likelihood ratio
tests were employed for the statistical analyses. This time, it
was tested for each type of program material, whether the
preference scale had changed between the first and the sec-
ond measurement. No, significant changes were observed for
Beethoven ��2�7�=12.33; p=0.090� and Rachmaninov
��2�7�=5.90; p=0.551�, whereas for Steely Dan ��2�7�
=25.37; p=0.001� and Sting ��2 ; �7�=35.80; p�0.001� the
changes were significant. These differences might be attrib-
uted to listeners becoming more sensitive to subtle differ-
ences between the reproduction modes. For example, there
were no significant preference differences between the two
upmixing algorithms �u1 and u2� and the original five-
channel Sting material or in the first measurement �see the
bottom right panel in Fig. 2�. In the second measurement,
however, the ratio between u1 and or extended to about 3:1.
A similar argument holds for the ma and u2 reproduction
modes of the Steely Dan excerpt �see the bottom left panel in
Fig. 2�.

B. Scaling auditory attributes

The same logic of consistency checks, model evaluation,
and scaling was applied to the more elementary auditory
attributes. Table IV displays the violations of the stochastic
transittivities for each auditory attribute and program mate-
rial. Since the pairwise probability estimates were based on
39 observations �every listener judged each pair only once� it
was expected to see more �random� violations than for the
preference judgments. From the low number of WST viola-
tions it follows that at least an ordinal scale of sensation
magnitude can be derived in each condition. In order to test
for systematic SST violations, a BTL model was applied and
evaluated in each case. As shown in Table IV, in general, the
model fit is adequate, which suggests that consistency in the
judgments was sufficiently high for extracting ratio scales.
Additional likelihood ratio tests were devised to confirm that
each scale was significantly different from the case where all
scale values are equal. These tests indicated that for no
attribute-excerpt combination did listeners show indifference
with respect to the reproduction modes.

TABLE IV. Transitivity violations and goodness-of-fit test of the BTL
model for selected attributes. See Table III. Note: *p�0.05.

Attribute WST MST SST �2�21� p

Beethoven
Width 0 1 19 24.55 0.267
Elevation 1 11 25 24.63 0.263
Spaciousness 0 2 18 17.80 0.661
Envelopment 0 3 23 22.16 0.391
Distance 3 9 32 22.83 0.353
Brightness 2 3 19 12.25 0.933
Clarity 4 5 27 25.55 0.224
Naturalness 3 5 24 15.41 0.802

Rachmaninov
Width 1 1 14 21.20 0.447
Elevation 2 7 23 16.08 0.765
Spaciousness 2 7 19 7.35 0.997
Envelopment 2 4 27 16.82 0.722
Distance 2 11 37 21.74 0.414
Brightness 4 4 27 14.49 0.848
Clarity 2 6 21 8.86 0.990
Naturalness 0 2 14 16.46 0.744

Steely Dan
Width 0 3 14 36.01 0.022*

Elevation 0 2 24 30.64 0.080
Spaciousness 2 2 19 26.66 0.182
Envelopment 0 2 23 39.40 0.009*

Distance 3 13 30 15.89 0.776
Brightness 0 0 15 20.39 0.496
Clarity 0 2 18 14.05 0.867
Naturalness 0 2 18 14.35 0.854

Sting
Width 0 2 24 29.47 0.103
Elevation 0 0 16 27.30 0.161
Spaciousness 0 4 16 22.60 0.366
Envelopment 1 3 16 15.04 0.821
Distance 0 1 19 21.40 0.435
Brightness 0 0 23 31.54 0.065
Clarity 2 3 16 19.24 0.570
Naturalness 1 1 18 11.72 0.947
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In only two cases �Steely Dan: envelopment and width�
was there a significant lack of fit of the BTL model. This
should not compromise the overall conclusion that the listen-
ers’ choice behavior could be described by a simple model,
since one might expect about two tests out of 32 to become
significant by chance alone on an � level of 5%. The original
Steely Dan material, however, was different from the other
three excerpts in that it not only contains reverberation but
clearly distinct sound sources �e.g., a guitar playing a stac-
cato single-note line� in the surround channels, which might
have given rise to a more complex decision strategy. Poten-
tially, the emergence of such a new feature might be more
adequately described by an elimination-by-aspects �EBA�
model �Eq. �6��. Among the EBA models with only one ad-
ditional parameter, the best fitting one for envelopment is
depicted in Fig. 3. The nodes in the graph denote the fea-
tures, or aspects, of the reproduction modes. Apart from the
top node �the aspect shared by all sounds� and the bottom
nodes �the unique, individual aspects�, the model includes

one extra feature shared by all reproduction modes that do
not reproduce any discrete source at the side of or behind the
listener.1 This simple EBA model was found to fit the data
��2�20�=26.55; p=0.148� the improvement over the BTL
model being significant ��2�1�=12.85; p�0.001�. The pa-
rameter estimates are also displayed in Fig. 3. In order to
derive envelopment scale values from the model, the param-
eters belonging to each reproduction mode were added up.
For example, u�mo�=0.02+0.004=0.024. Similarly, an EBA
model was found for the width attribute, which accounted for
the data ��2�20�=27.27; p=0.128� and outperformed the
BTL model ��2�1�=8.74; p=0.003�. Here, four reproduction
modes �st, ws, ma, and or� shared a common aspect, the
interpretation of which is not so straightforward. It is worth
noting that, even though these EBA models provided a better
fit than the BTL model, the differences in the actual scale
values were rather subtle.

Figure 4 shows the derived ratio scales for each auditory
attribute and the four types of program material. Within each
attribute, a considerable similarity of the scales was observed
across program materials, which was even more pronounced
within a musical genre �classical and pop music�. For ex-
ample, ws was perceived to be strongly elevated in compari-
son with the other reproduction modes in the pop material
�Steely Dan and Sting�; the effect was less distinct, but still
visible, for the classical material. The stimuli showed the
smallest perceptual differences with respect to distance; the
mono sounds �mo and ph� were perceived to be nearest to the
listener only for the pop music, for the classical music they
were further away than most of the other reproduction
modes. Except for distance and brightness, mo and ph were
located at the lower end of the sensation scales, which in-
duces correlation also across the attributes. Especially the
correspondence between spaciousness and envelopment is

FIG. 3. Elimination-by-aspects �EBA� model structure and parameter esti-
mates for envelopment �Steely Dan�. Nodes represent aspects shared only by
the connected reproduction modes �see Eq. �6��. Scale values are obtained
by adding up the parameters belonging to each reproduction mode.

FIG. 4. Ratio scales of eight auditory
attributes estimated using BTL and
EBA models for four types of program
material.
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striking. From the high correlations it is evident that the at-
tributes did not vary independently in the stimuli under
study, or that listeners were not able to distinguish between
all of them.

C. Relation between specific sensations and overall
preference

A simple way of relating the auditory attributes to over-
all preference is multiple regression, where the predicting
variables are the attribute scales and the predicted variable is
the preference scale. While this approach might at first
glance provide a satisfactory goodness of fit, it suffers from
two shortcomings, which make it inapplicable in many situ-
ations such as the present investigation. First, the low num-
ber of reproduction modes �only eight data points to be pre-
dicted� compared to the number of possible predictors �eight
attributes�, makes such modeling trivial and of questionable
generality. The second problem is the high correlation be-
tween some of the attributes; collinearity of the independent
variables in multiple regression often yields an unstable and
therefore unreliable model.

In previous studies, several methods have been used to
relate the overall quality to more specific perceptual dimen-
sions, while simultaneously addressing the problem of col-
linear attributes �Nakayama et al., 1971; Zacharov and Koi-
vuniemi, 2001; Mattila, 2002; Rumsey et al., 2005�. Such
methods are based on multidimensional scaling �MDS�, prin-
cipal component analysis �PCA�, or related techniques. PCA
reduces the attributes to a few independent factors �or prin-
cipal components� that are orthogonal by construction, as are
MDS dimensions. This makes them suitable as predictors in
a regression model, circumventing the problem of collinear-
ity mentioned above.

In the present study, multiple regression based on prin-
ciple components was used to predict preference. In order to
increase the generalizability of the model, the data were
combined within a musical genre, i.e., classical music
�Beethoven and Rachmaninov� and pop music �Steely Dan
and Sting�, thereby doubling the number of data points to be
predicted. This was justified given the similarities observed
in the attribute scales across program materials �see Fig. 4�.
Naturalness was excluded from the analysis because it was
considered more global than the other �more specific� at-
tributes and not sufficiently separate from preference, the
correlation between naturalness and preference ranging from
0.94 �Steely Dan� to 0.98 �Rachmaninov�.

PCA with varimax rotation was performed on the re-
maining seven attributes. In the case of the classical music,
87% of the variance in the scale values was explained by the
first two factors which, after rotation, accounted for 48 and
39% of the variance, respectively. For the pop music, the first
two components accounted for 58 and 30% �88% cumulated�
after rotation. The loadings of the attribute scales on the first
two factors, calculated as correlation coefficients, are re-
ported in Table V. Although the relationship between the
attributes and the two factors is more clear cut for the pop
music �because the intercorrelation between the attributes is
not as strong as for the classical music�, similarities can be
observed between the two genres: brightness and elevation

load on the same factor, while the other factor is closely
related to width, spaciousness, envelopment, and distance
�note that distance loads negatively for the classical music;
see also Fig. 4�. Thus, an analogy can be made between
Factor 1 in the PCA for classical music and Factor 2 for the
pop music, and vice versa, with the following exceptions:
clarity, which loads on Factor 1 in both cases, and spacious-
ness which loads equally on both factors for the classical
material. Figures 5 and 6 show a graphical representation of
the attribute loadings and stimulus scores in the two-
dimensional factor spaces. The coordinates of the arrow end-
points are calculated as two times the factor loadings.

Multiple regression was performed on the two factors
�F1 and F2� obtained from PCA in order to predict the pref-
erence scale values �P� obtained in the second measurement
�after attribute scaling�. The resulting regression equations
are

P̂ = 0.138 + 0.075F1 + 0.017F2 − 0.014F1
2 �classical� ,

�7�

TABLE V. Attribute loadings on the factors �F1 and F2� obtained from
principal component analysis, and variance explained by these factors after
varimax rotation. Loadings higher than 0.6 are indicated in boldface.

Classical Pop

Attribute F1 F2 F1 F2

Width 0.50 0.75 0.94 0.17
Spaciousness 0.68 0.68 0.93 0.26
Envelopment 0.56 0.77 0.94 0.17
Distance −0.16 −0.88 0.84 0.13
Clarity 0.90 0.35 0.78 0.47
Brightness 0.91 0.24 0.24 0.92
Elevation 0.83 0.41 0.15 0.93
Var. explained �%� 48 39 58 30

FIG. 5. Graphical representation of the factor space obtained from principal
component analysis of the attribute scales, and predicted preference �Eq.
�7�� for the classical music material. Factor loadings of the attributes are
shown as arrows, and the scores of the reproduction modes along the two
factors are represented as dots �Beethoven� or crosses �Rachmaninov�. The
preference estimated from the two factors is represented by contour lines.
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P̂ = 0.155 + 0.057F1 + 0.058F2 − 0.032F2
2 �pop� , �8�

all three terms in each equation being significant. In both
genres, the quadratic term refers to the factor correlating with
brightness and elevation, suggesting an ideal point on this
dimension. The response surfaces resulting from Eqs. �7� and
�8� are shown in Figs. 5 and 6 for classical and pop music,
respectively. Each contour line connects points of equal pref-
erence, as predicted by the regression model. In Fig. 5, for
example, the predicted preference increases when moving
from the left to the upper right part of the panel. Generally,
the two models were found to predict the preference quite
well �Figs. 7 and 8�, with a total explained variance of 94%
�classical� and 84% �pop�. The largest prediction errors were
obtained for u1 in the classical music, and st in the pop
music, both being underestimated.

IV. DISCUSSION

A. Scaling auditory attributes using probabilistic
choice models

The quantification of attributes that play a role in the
context of multichannel reproduced sound is a nontrivial
problem because of the complex nature of the stimuli that
typically gives rise to several timbral and spatial sensations
simultaneously. From the outset, it is by no means clear that
the endeavor of deriving a representation of even a single
attribute �like, e.g., spaciousness� from listener judgments
will be successful at all; inconsistent, intransitive behavior
might render any numerical scale meaningless. Hence, the
present study goes beyond previous work in that scales of
both overall preference and the underlying—more basic—
attributes were obtained using well-founded methodologies.
Paired-comparison judgments were collected in order to al-
low inconsistencies to reveal themselves �which would have
been impossible using direct scaling procedures�. Subse-
quently, probabilistic choice models were employed to evalu-
ate statistically the intransitivities encountered, and, when-
ever possible, to derive scales of sensation magnitude. It was
demonstrated that listeners can consistently judge both upon
their global preference and on more specific auditory at-
tributes. Although the preference judgments might reason-
ably be assumed to be based—at least unconsciously—on
many different aspects, listeners were evidently able to inte-
grate them into a unidimensional judgment. This agrees with
evidence from other fields of sound quality research, where
global auditory attributes, for example the overall unpleas-
antness, have been thoroughly investigated with respect to
whether listeners can make transitive judgments about het-
erogeneous sets of environmental sounds �Ellermeier et al.,
2004; Zimmer et al., 2004�. In the former study, a BTL
model was found to represent the choice frequencies, while
in the latter one, a simple EBA model was required to ac-
count for the complex stimuli. Taken together, these results
suggest that it will strongly depend on the context to what
extent the multiple aspects of complex stimuli pose a prob-

FIG. 6. Graphical representation of the factor space obtained from principal
component analysis of the attribute scales, and predicted preference �Eq.
�8�� for the pop music material. Factor loadings of the attributes are shown
as arrows, and the scores of the reproduction modes along the two factors
are represented as dots �Steely Dan� or crosses �Sting�. The preference es-
timated from the two factors is represented by contour lines.

FIG. 7. Predicted �Eq. �7�� versus observed preference for the classical
music material �Beethoven and Rachmaninov�.

FIG. 8. Predicted �Eq. �8�� versus observed preference for the pop music
material �Steely Dan and Sting�.
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lem for deriving a meaningful sensation scale. To simply
assume unidimensionality, however, is hard to justify.

It is worth noting that the aspects represented by EBA
parameters might or might not have a direct correspondence
to physical characteristics of the stimuli. Rather, the aspects
may be viewed as perceptual effects relevant in the decision
process. Furthermore, listeners might or might not be fully
aware of the aspects when choosing among the sounds, that
is to say that—depending on the context of stimuli—aspects
may relate to more elementary sensory or higher-level cog-
nitive mechanisms. A sensation scale derived from probabi-
listic choice models, therefore, reflects to more or less a de-
gree both sensory and judgmental �cognitive� processes �see
also Baird, 1997�.

It is an encouraging result of the present study that the
listeners’ overall preference was measurable at a high scale
level, and that it was stable over a period of six months. The
experience that the listeners had gained during their partici-
pation in the experiments had the beneficial effect that subtle
differences between the reproduction modes became more
salient to them in the course of time. From the preference
data collected at two points in time in this study it can be
concluded that nonexpert listeners have a clear and stable
concept of the versions of reproduced music to which they
would prefer to listen.

The highly restrictive BTL model that implies strong
stochastic transitivity was found to be less adequate for some
of the rather “simple” auditory attributes—especially for en-
velopment and width for the Steely Dan excerpt—than for
the “complex” overall preference. Therefore, it cannot al-
ways be assumed that a seemingly simple question like
“How wide is the sound event?” would yield a unidimen-
sional evaluation for any kind of stimulus. In the present
case, however, it was possible to find less restrictive EBA
models that accounted for the few situations in which the
BTL model was violated. The model structures as well as the
hypothesis that discrete sound sources in the surround chan-
nels might have been responsible for the BTL model to fail
should be confirmed in further studies.

It is conceivable that inconsistencies resulting from mul-
tidimensional stimuli could be eliminated by training the lis-
teners and breaking up the problematic attribute in several
unidimensional “subattributes.”2 Probabilistic choice models
therefore constitute a valuable diagnostic tool to reveal such
problems, even if they are difficult to point out directly by
the listeners �or even the experimenter�.

B. Generalizability across program materials

For all attributes as well as for overall preference, the
type of program material had a significant effect, suggesting
that perceptual effects evoked by the selected reproduction
modes depend on the musical signals they are applied to.
Nevertheless, certain similarities can be observed across pro-
grams. For instance, it appears clearly from Fig. 4 that the
effect of the reproduction mode on width, envelopment, and
spaciousness is preserved across programs.

For other attributes �e.g., elevation and distance�, certain
patterns can be observed that distinguish the classical from

the pop music selections. This is also true for preference
�Fig. 2�: While matrix upmixing �ma� was preferred over
stereo �st� for pop music, it made it worse for the classical
programs. Conversely, while increasing the stereo base angle
�ws� was beneficial for classical music, it was detrimental for
pop music. Bech �1998� showed that wider base angles yield
higher perceived quality; however, this investigation only in-
cluded angles up to ±30°. Increasing the angle to ±45° in the
present study resulted in a perceived elevation of the sound
sources �cf. Fig. 4�, which could be the reason for the lower
preference for ws in the pop music. Such an elevation effect
as a function of loudspeaker base angle has been studied by
Damaske �1969�, and can be explained by the spectral
changes introduced �Bloom, 1977�, a phenomenon closely
related to Blauert’s �1997, Chap. 2� “boosted bands.” This
constitutes a plausible explanation for the high correlation
observed between the attributes elevation and brightness
�Fig. 4�.

Finally, two observations can be made across musical
genres. First, mono and phantom mono were the least pre-
ferred formats for all four types of program material. This is
likely to be due to the low values on most of the spatial
attributes: width, envelopment and spaciousness, as well as
clarity and naturalness. Second, the overall preference for
stereo reproduction was quite high in all four types of pro-
gram material: For only one of the excerpts �Steely Dan� was
the original five-channel reproduction preferred over stereo.
This may be explained by the subjects’ familiarity with two-
channel stereo reproduction, or, in the case of classical mu-
sic, by the only subtle changes introduced by downmixing.
Zieliński et al. �2003� and Zieliński et al. �2005� reported
that the perceived quality of material containing dry sources
both in the front and in the surround channels �foreground-
foreground� is more impaired by downmixing than is mate-
rial containing predominantly reverberation in the surround
channels �foreground-background�. The result of the present
study that the stereo downmix was less preferred than the
original only for the foreground-foreground material �Steely
Dan� supports this hypothesis. The present study, however,
suggests that the original is not always judged to be of high-
est quality, if the subjects are not explicitly instructed to
assign the maximum rating to the original �as in, e.g., Zie-
liński et al., 2005�.

C. Predicting preference

Predicting listener preference from specific subjective
attributes and, ultimately, from objective measures, is one of
the ongoing challenges in research on sound quality. It was
not the ambition of this exploratory study to develop a gen-
eral sound quality model; however, the relation between spe-
cific auditory attributes and overall preference established in
this paper provides some insight in which sensations might
play a role when assessing the overall quality of reproduced
sound.

The four recordings were grouped into two musical
genres, resulting in two models: one for classical music �Eq.
�7�� and one for pop music �Eq. �8��, which accounted for
94% and 84% �respectively� of the variance in the preference
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scale values. The similarities between the classical and pop
genres in Table V and in Eqs. �7� and �8� are encouraging, as
they suggest that similar sensations might have played a
similar role in the preference judgments across program ma-
terials.

In several studies �e.g., Toole, 1985; Letowski, 1989;
Zacharov and Koivuniemi, 2001�, the overall sound quality
is conceived as consisting of timbral and spatial quality. Re-
cently, Rumsey et al. �2005� provided experimental evidence
that global quality judgments can be predicted by judgments
on timbral and spatial fidelity scales in the context of multi-
channel audio reproduction. In the present study, the elicited
attributes were reduced to two principal components, which
might be described as primarily spatial and timbral, respec-
tively: width, envelopment, distance and spaciousness loaded
on one of the components, while brightness and elevation
�attributed to spectral changes� loaded on the other one.
These results support the notion that both timbral and spatial
auditory attributes are important predictors of overall listener
preference.

It is not possible from the present data to determine
whether the collinearity of certain auditory attributes results
from a common underlying sensation, or whether distinct
sensations are involved, but covary, in the context of the
selected stimuli. Therefore, the relation between single at-
tributes and overall preference must be interpreted with care.
Considering the exploratory nature of this study, and the lim-
ited number of stimuli, it will be incumbent upon future re-
search to gain a clearer picture of the functional relations
between overall preference and the underlying �more spe-
cific� auditory attributes in the context of multichannel
sound.

V. CONCLUSIONS

In summary, the following conclusions can be drawn:
�1� By applying probabilistic choice models to binary

paired-comparison judgments, it is possible to scale auditory
attributes in complex sounds, while revealing inconsistencies
related to multidimensionality.

�2� Consistent judgments �with respect to transitivity�
were obtained from nonexpert listeners on overall preference
as well as on more specific attributes.

�3� The preference judgments were highly reliable both
across repetitions and when retesting after six months, indi-
cating that listeners have a clear and stable concept of what
they prefer to listen to.

�4� Perceptual similarities were observed between mate-
rials; those were more pronounced within musical genres
�classic and pop� than across.

�5� For the centered listening position investigated in the
present study, stereo downmix was found to be among the
most preferred formats, while mono was generally the least
preferred.

�6� Preference could be predicted using two principal
components derived from the attribute scales: one related to
the spatial characteristics of the sounds, the other related to
their spectral characteristics.
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APPENDIX: ATTRIBUTE DEFINITIONS

These definitions of the attributes were part of the writ-
ten instructions �in Danish� given to the test subjects prior to
the scaling task.

Which of these two sounds is wider? Imagine the area
occupied by the sound sources �e.g., the instruments�. For
every pair of sounds, you should indicate for which of the
sounds this area is wider.

Which of these two sounds is more elevated? Some
sounds might appear to be positioned at the same level as
your ears. Some others might be lower �closer to the floor� or
higher �toward the ceiling�. Indicate which of the two sounds
you perceive as being higher in space.

Which of these two sounds is more spacious? A sound
is said to be spacious when you have a good impression of
the space in which it is played. Try to imagine this space, it
can be a small room for example, or a large hall. Select the
sound in which the impression of space is greater.

Which of these two sounds is more enveloping? A
sound is enveloping when it wraps around you. A very en-
veloping sound will give you the impression of being im-
mersed in it, while a nonenveloping one will give you the
impression of being outside of it.

Which of these two sounds is further ahead? Some
sounds might appear to be closer to you, whereas others
seem farther away. If one of the sounds appears to be behind
you, then choose the one that is farther ahead �in front�.

Which of these two sounds is brighter? A sound is
bright when it has emphasized treble, and dark when the
emphasis is on the bass �or lacking treble�. As an example, a
female voice is usually brighter than a male voice.

Which of these two sounds is clearer? The clearer the
sound, the more details you can perceive in it. Choose the
sound that appears clearer to you.

Which of these two sounds is more natural? A sound
is natural if it gives you a realistic impression, as opposed to
sounding artificial.

1Zieliński et al. �2003� make the distinction between foreground/foreground
and foreground/background material in order to denote whether or not there
are distinct sources in the surround channels.
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This study investigated the binaural temporal window in adults and children 5–10.5 years of age.
Detection thresholds were estimated for a brief, interaurally out-of-phase �S�� 500 Hz pure tone
signal masked by bandpass, 100–2000 Hz Gaussian noise. In one set of conditions, the masker was
consistently either in phase �No� or out of phase �N��. In another set of conditions, the masker
changed abruptly in interaural phase �NoN� or N�No�, and threshold was estimated at a range of
delays with respect to the phase transition. Masked thresholds were also obtained in further
conditions where the masker interaural phase was steady and the signal was of long duration. Age
effects obtained with dynamic maskers could be accounted for by positing that children have a
binaural temporal window with a relatively prolonged leading edge or that the children position the
binaural temporal window relatively late with respect to the signal. Modeling of the reduced
masking-level difference shown by children for a brief S� signal presented in a steady No or N�
masker was more consistent with late placement of a symmetrical binaural temporal window than
a binaural temporal window having a relatively prolonged leading edge. © 2007 Acoustical Society
of America. �DOI: 10.1121/1.2400673�
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I. INTRODUCTION

The present study investigated the binaural temporal
window �Kollmeier and Gilkey, 1990; Culling and Summer-
field, 1998; Holube et al., 1998; Bernstein et al., 2001� in
adults and school-aged children. The binaural temporal win-
dow refers to the temporal epoch during which the auditory
system integrates information related to binaural difference
cues. Experiments on the binaural temporal window are of-
ten performed in the context of the masking-level difference
�MLD� paradigm �Hirsh, 1948�, where the signal and the
masker are presented to the two ears with different interaural
phase characteristics. In the paradigm used here Kollmeier
and Gilkey, 1990; Holube et al., 1998�, the binaural temporal
window is measured using a brief, interaurally out-of-phase
signal �S�� as a function of the temporal position of the
signal with respect to an abrupt interaural phase transition of
the noise masker. This transition is either from in phase to
out of phase �NoN�� or from out of phase to in phase
�N�No�. The time constant of the binaural temporal window
is estimated, in part, from the steepness with which the de-
tection thresholds of the brief signals change with respect to
the temporal occurrence of the signal relative to the interau-
ral phase transition of the masking noises. Estimates of bin-
aural time constants using this method are longer than typical
estimates of monaural time constants under analogous stimu-
lus conditions �Kollmeier and Gilkey, 1990; Holube et al.,
1998�, consistent with the proposal that the binaural system
is “sluggish” �Grantham and Wightman, 1978; Grantham and
Wightman, 1979�.

Although we are not aware of any previous comparison
of the binaural temporal windows in adults and school-aged
children, several studies have examined monaural temporal
processing in children. For example, studies have found that
monaural temporal gap detection thresholds are often el-
evated in children �Irwin et al., 1985; Wightman et al.,
1989�. Children also have relatively high monaural thresh-
olds for the detection of a pure tone signal in narrow bands
of noise that are sinusoidally amplitude modulated �Grose et
al., 1993�. The temporal modulation transfer function
�TMTF� paradigm �Viemeister, 1979� has also been used to
study monaural temporal resolution in children �Hall and
Grose, 1994�. In this method, sensitivity to the presence of
amplitude modulation is determined as a function of the
modulation rate. The TMTF results indicated that although
thresholds for the detection of modulation were higher in
children than in adults, they were uniformly higher across
low and high modulation rates, with the result that derived
monaural time constants did not vary across the age range
tested �four years to adult�. The TMTF results therefore in-
dicated that although children were less sensitive to the pres-
ence of modulation than adults, there was no difference in
monaural temporal resolution, per se.

One motivation for the present work was to provide ba-
sic, new information on the development of temporal resolu-
tion for binaural hearing. A more specific motivation con-
cerns previous results that have been obtained on MLDs in
children. Whereas the MLD for a pure-tone signal in a wide-
band masker appears to be adult-like by age 5–6 years �Hall
and Grose, 1990�, studies have indicated that 5–10-year-old
children have reduced MLDs when the masker is a narrow-
band noise �Grose et al., 1995; Grose et al., 1997�. Narrow-
band noise maskers possess prominent envelope fluctuations
�e.g., Bos and de Boer, 1966�, and recent studies have indi-
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cated that the S� thresholds for tones presented in narrow-
band noise are determined largely by information coincident
with masker envelope minima �Grose and Hall, 1998; Hall et
al., 1998; Buss et al., 2003�, where the binaural difference
cues are the largest �Buss et al., 2003�. Although the monau-
ral signal-to-noise ratio is also favorable in the envelope
minima of narrowband noise maskers, listeners are not able
to exploit these epochs in monaural detection, but instead
apply equal weight across envelope maxima and minima
�Buss et al., 1996�. Listeners are able to take advantage of
the favorable signal-to-noise ratios available in the masker
envelope minima of monaural narrowband noise stimuli only
when the narrowband noise is multiplied by a low-frequency
modulator �e.g., Carlyon et al., 1989; Grose et al., 1993� or
when comodulated flanking noise bands are present �e.g.,
Hall et al., 1984�. Thus, for a single, narrowband Gaussian
noise masker, listeners are able to take advantage of the good
signal-to-noise ratios associated with masker envelope
minima for binaural but not for monaural detection.

A developmental study by Hall et al. �2004� suggested
that the relatively small MLDs shown by children in narrow-
band masking noise may be due to a reduced ability to take
advantage of the binaural information occurring in the rela-
tively brief masker envelope minima. The ability to take ad-
vantage of the temporal epochs containing the most favor-
able binaural detection cues �masker envelope minima� may
depend upon the binaural temporal window, both in terms of
its duration �a shorter duration associated with better acuity�,
and in terms of the temporal relation between the center of
the window and the optimal time to listen for the signal
�optimal temporal alignment associated with better acuity�.
The present study examined the binaural temporal window in
adults and in children aged 5–10.5 years.

II. METHODS

A. Listeners

All listeners had pure-tone detection thresholds of 20 dB
Hearing Level �HL� or better at octave frequencies from 250
to 8000 Hz �ANSI, 1996�. None had a history of chronic ear
disease, and none had a known history of otitis media within
a three-year period preceding testing. Thirteen children were
recruited into the study. Two of these children were dropped
from the study due to high test-retest variability �more than
15 dB variation among threshold estimates�. The remaining
11 listeners �seven females and four males� ranged in age
from 5 to 10.5 years, with a mean age of 8.0 years �standard
deviation 1.5 years�. There were 12 adult listeners �nine fe-
males and three males�, ranging in age from 18 to 43 years,
with a mean age of 26.6 years �standard deviation 9.2 years�.
All listeners were paid for participation and provided data in
four sessions lasting no more than 1 h each.

B. Stimuli

The signal was a 500 Hz pure tone, ramped on and off
with 5 ms cos2 ramps and 10 ms of steady state. All signals
were presented in S� phase. Maskers were Gaussian noise
samples, bandpass filtered 100–2000 Hz, with onset and off-
set ramps imposed by Finite Impulse Response �FIR� filters.

The total duration of each masker sample was 950 ms. The
masker was presented at a level of 40 dB/Hz sound pressure
level �SPL�. Stimulus conditions are illustrated schematically
in Fig. 1. In the steady masker conditions, the masker was
either No or N� throughout its presentation. In the dynamic
masker conditions, the phase changed abruptly in the tempo-
ral center of the masker.

Listeners completed the steady masker conditions first.
In these conditions, the signal was coincident with the tem-
poral center of the masker. In the dynamic masker condi-
tions, all signal delays were defined in terms of the relation
between the masker transition point and the temporal center
of the signal. Listeners were randomly assigned to two
groups: one group completed the NoN� conditions before
the N�No conditions, and the other group completed these
conditions in the reverse order.

Because testing time was limited with the children, pro-
cedures for estimating thresholds in the dynamic masker con-
ditions were designed to maximize efficiency. To this end,
the function associated with each set of conditions was first
broadly characterized by estimating thresholds at four signal
delays: one at each estimated asymptote �upper and lower�,
one near the masker phase transition, and one well into the
region of improved thresholds. Based on the pattern of re-
sults obtained for these four delays, two additional delays
were identified and tested, with the goal of increasing the
number of thresholds obtained in the most steeply sloping
portion of the function.

For the NoN� condition, the four initial delays were
−320,−120,−20, and 280 ms. The two additional delays
were based on comparison of �1� the midpoint between the
thresholds for the −320 and −20 ms delay conditions and �2�
the threshold for the −120 ms delay condition. If the thresh-
old for the −120 ms delay condition was lower than the mid-
point �indicating that appreciable changes in threshold were
confined to delays near the abrupt transition�, then the two
additional delays were −70 and 30 ms �relatively short de-
lays, placing the signal near the abrupt transition�. This was
the case for all of the adults and for 10 of the 11 children. For
the remaining child �age=10.5 years�, the threshold for the
−120 ms delay condition was higher than the midpoint be-
tween the −320 and −20 ms delay conditions �indicating an
appreciable change in threshold over a longer time period�,
and the two additional delays were −220 and 180 ms �rela-
tively long temporal separation relative to the abrupt transi-
tion�.

FIG. 1. Schematic �not to scale� of the stimuli used in the steady masker and
dynamic masker conditions of the main experiment. In the steady masker
conditions, the signal was presented in the temporal center of the masker. In
the dynamic masker conditions, the signal was presented at a range of delays
relative to the abrupt interaural phase transition occurring at the temporal
center of the masker.
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The same general procedure was followed for the N�No
conditions. The four initial delays were −320,−20,80, and
280 ms. If the threshold for the 80 ms delay condition was
lower than the midpoint between the 280 and −20 ms delay
conditions, then the two additional thresholds were obtained
for the relatively short delays of −70 and 30 ms. As with the
NoN� conditions, this occurred for all of the adults and for
10 of the 11 children. For the remaining child �age
=6.5 years�, the threshold for the 80 ms delay condition was
higher than the midpoint between the 280 and −20 ms delay
conditions, and the two additional delays were −220 and
180 ms.

C. Threshold estimation procedure

The task used a three-alternative forced-choice proce-
dure with the signal level adjusted in a three-down one-up
track estimating the 79% correct point on the psychometric
function. The signal level was adjusted in steps of 4 dB for
the first two reversals and then in steps of 2 dB for the re-
maining six reversals. Thresholds were computed as the av-
erage level at the last six reversals. All thresholds were ob-
tained in blocks, by condition. Two estimates were obtained
in each condition, with a third estimate obtained only in
cases where the first two varied by 3 dB or more. Listening
intervals were marked visually using animation on a video
monitor. Over the course of a threshold run, a cartoon picture
was unmasked, in the style of a jigsaw puzzle, with one piece
revealed following each correct response. This cartoon was
completely unmasked and performed a 2 s animation at the
end of the threshold run. All listeners used this interface.

D. Modeling the binaural temporal window

Thresholds were fitted with a double-sided exponential
window, using the fmins function in MATLAB �MathWorks�.
This window acts upon and integrates interaural correlation
associated with the masking stimulus. The double-sided ex-
ponential window was described by Kollmeier and Gilkey
�1990� and takes the form of

��t� =
exp�t/�1�
��1 + �2�

for t � 0 =
exp�− t/�2�

��1 + �2�
for t � 0,

�1�

where t is time and �1 and �2 are the time constants associ-
ated with the lagging and leading edges of the window, re-
spectively. Following Kollmeier and Gilkey �1990�, masking
at the output of this window was estimated based on the
equalization and cancellation model �Durlach, 1963�, with

L�t� = LM − 10 log��K + 1�/�K − r�t��� , �2�

where LM is the monaural threshold, K is internal noise, and
r�t� is the time-varying interaural correlation of the win-
dowed input. The parameter K was estimated based on the
MLD in steady masker condition, while the parameter LM

was allowed to vary freely. This reflects an assumption that
the maximum MLD in the dynamic masker conditions is
equal to the MLD obtained in the steady masker conditions,
but that all thresholds may suffer from the presence of the

masker phase transition, those based on binaural cues and
those based on monaural cues alike. As in previous studies
using this fitting technique �Kollmeier and Gilkey, 1990;
Holube et al., 1998�, three parameters were allowed to vary:
time constants for the lagging and leading edges of the win-
dow ��1 and �2� and an estimate of overall processing effi-
ciency �LM�. As in Kollmeier and Gilkey �1990�, it was as-
sumed that the binaural temporal window was centered on
the onset of the S� signal in the NoN� masker and on the
offset of the S� signal in the N�No masker. This assumption
was based on the idea that “off-time” listening would allow
improvement of the effective signal-to-noise ratio at the out-
put of the binaural temporal window. The data for the NoN�
conditions and the N�No conditions were fitted simulta-
neously.

III. RESULTS AND DISCUSSION

A. Developmental differences for the steady masker

Although the main aim of the present study was to in-
vestigate binaural temporal resolution for maskers with dy-
namically varying interaural phase, MLDs were also ob-
tained for No and N� steady maskers in order to provide a
basis for estimating K �see Methods Sec. II�. Table I summa-
rizes findings for the steady masker conditions. As indicated
in Table I, the children had higher thresholds than the adults
in the N�S� and the NoS� conditions, and also had smaller
MLDs. A repeated measures analysis of variance showed that
the N�S� thresholds were higher than the NoS� thresholds
�F1,21=650; p�0.001�, that the children had higher thresh-
olds than the adults �F1,21=65.5; p�0.001�, and also that
there was a significant interaction between threshold and
group �F1,21=10.6; p�0.005�. This interaction reflects the
fact that the developmental effect �higher thresholds for the
children� was greater for the NoS� threshold than for the
N�S� threshold, resulting in a smaller MLD for the children.
The smaller MLD of the children in the relatively wideband
masking noise used here might appear to be at odds with
results reported in the studies of Hall and Grose �1990� and
Grose et al. �1997�, where it was found that children 5–6
years of age and older had adult-like MLDs for masking
noise bandwidths wider than approximately 300 Hz. How-
ever, both Hall and Grose �1990� and Grose et al. �1997�
used a long duration �400 ms� signal, so it is possible that the
discrepancy between the present and past findings is related
to signal duration. This possibility will be considered further
below.

TABLE I. Mean N�S� and NoS� thresholds �dB SPL� and derived MLDs
for the steady masker conditions, with results shown separately for the two
age groups. Standard deviations are in parentheses.

N�S� NoS� MLD

Adult 67.5 51.0 16.5
�0.7� �1.6� �1.7�

Child 70.4 57.6 12.8
�1.4� �3.1� �3.5�
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B. Developmental differences for the dynamic
maskers

1. Time constants and off-time listening

Individual results for the adults and children are shown
in Figs. 2 and 3, respectively, with the S� signal threshold
plotted as a function of delay of the temporal center of the

signal with respect to the masker transition point. The un-
filled, downward pointing triangles represent data for the
NoN� conditions and the filled, upward pointing triangles
represent data for the N�No conditions. The columns of
Table II under the “onset/offset fit” heading show the indi-
vidual and median values for �1 and �2 and the percent

FIG. 2. Mean S� thresholds for each
adult �A1–A12� listener are shown by
the unfilled, downward pointing tri-
angles for the NoN� conditions, and
by the filled, upward pointing triangles
for the N�No conditions. Thresholds
are plotted as a function of the delay
between the signal and the interaural
phase transition of the masker. The
solid lines show modeled fits based on
a double-sided, exponential temporal
window. The dotted vertical line repre-
sents the timing of the masker phase
transition.

FIG. 3. Mean S� thresholds for each
child �C1–C11� listener are shown,
following the plotting conventions of
Fig. 2. Also shown is the child’s age in
years.
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variance accounted for by the data fits �the “fitted shift fit”
results in the table will be considered in the following sec-
tion�. As can be seen in Table II, the percent of variance
accounted for by the data fits varied considerably among
listeners, ranging from 52% to 98% in the adults and from
43% to 94% in the children. In the statistics below that are
related to parameter estimates, the median rather than the
mean is used to characterize central tendency and nonpara-
metric tests are used to test for parameter differences. This
approach was adopted because evaluations of kurtosis and
skewness associated with the parameters of interest were of-
ten not consistent with a normal distribution, particularly for
the children. An alpha criterion of p�0.05 was adopted for
statistical significance.

The estimated time constants associated with the lagging
and leading edges of the binaural temporal window ��1 and
�2� were similar for the adults, with a median value of 25 ms
for �1 and 24 ms for �2 �see Table II�. These results are
consistent with those of Kollmeier and Gilkey �1990�, where
�1 and �2 were relatively symmetrical, both ranging between
approximately 17 and 40 ms. A Wilcoxon signed ranks test
indicated no significant difference between �1 and �2 for the
adults tested here �Z=0.76; p=0.45�. For children, the me-

dian values of �1 and �2 were 23 and 41 ms, respectively.
The signed ranks test indicated that the difference between
the �1and �2 values of the children was significant �Z
=2.9; p=0.003�. A Mann-Whitney U test indicated that �1
did not differ between adults and children �U=53.0; p
=0.45�, but that �2 was longer for children than for adults
�U=9.0; p�0.001�.

2. Evaluation of the possibility that children place
the binaural temporal window late

Although the above analysis indicates that �2 differed
between adults and children, it is not clear that the duration
of the time constant is the best way to characterize the dif-
ference in data patterns between the adults and children. As
noted above, Kollmeier and Gilkey �1990� assumed that their
adult listeners were able to improve the effective signal-to-
noise ratio by listening off time and attempted to take this
into account by centering the binaural temporal window at
the beginning of the S� signal in the NoN� conditions and
the end of the signal in the N�No conditions. It is possible
that children might not be as adept as adults in approaching
optimal temporal placement of the binaural temporal win-

TABLE II. Values of �1, �2�ms� and percent of variance accounted for the onset/offset approach are shown on
the left part of the table, and values of � �ms�, SHIFT �ms� and percent of variance accounted for in the fitted
shift approach are shown on the right side of the table. Adults �A1–A12� are shown at the top of the table and
children �C1–C11� are shown at the bottom of the table. AX refers to adult median values for � and mean value
for percent of variance accounted for. CX refers to like values for children. Numbers in parentheses are the
lower and upper quartiles around the median.

Onset/offset fit Fitted shift fit

N�No N�No
Listener �1 �2 %Var � SHIFT % var � SHIFT %var

A1 24 24 77 32 60 98 28 −4 99
A2 26 25 93 40 60 99 16 0 99
A3 24 31 90 34 42 98 36 −28 99
A4 −1 24 52 140 −78 68 6 52 81
A5 33 20 98 32 12 99 40 −18 100
A6 29 21 87 34 18 99 28 −42 99
A7 23 18 95 32 44 100 24 −24 99
A8 24 21 94 26 18 99 32 −30 97
A9 20 24 97 22 14 99 20 −12 99
A10 47 42 91 52 16 99 36 −18 98
A11 27 18 88 40 58 99 20 −10 98
A12 29 32 86 26 14 99 28 −38 100
AX 25 24 87 33 18 96 28 −18 97

�24/29� �21/26� �30/40� �14/47� �20/33� �−28/−8�
C1 24 47 91 16 26 91 26 50 100
C2 22 41 75 38 8 98 30 0 99
C3 83 121 43 70 −4 100 38 16 99
C4 28 36 58 36 54 96 6 56 99
C5 0 42 80 32 60 100 28 24 95
C6 21 39 94 34 40 100 34 8 100
C7 35 40 74 140 74 74 40 −2 97
C8 27 42 77 20 26 97 46 30 99
C9 20 40 78 38 34 97 12 46 93
C10 19 27 69 116 78 90 22 56 99
C11 23 75 81 46 22 98 64 48 98
CX 23 41 75 38 34 95 30 30 98

�20/28� �39/45� �35/58� �24/57� �24/39� �12/49�
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dow. One simple possibility that is qualitatively consistent
with the data pattern observed here is that, whereas adults
tend to optimize the position of the binaural temporal win-
dow �as suggested by Kollmeier and Gilkey�, children have a
general tendency to listen late. With respect to optimal off-
time listening, the penalty associated with listening late
might be relatively minor for an S� signal in an N�No
masker because listening late would tend to improve the
signal-to-noise ratio for a signal occurring near the masker
phase transition. This interpretation is consistent with the
finding that �1 did not differ significantly for adults and chil-
dren in the present study. A more significant penalty to lis-
tening late would be expected for an S� signal in an NoN�
masker because listening late in this case would tend to
worsen the effective signal-to-noise ratio, particularly for a
signal near the masker phase transition. This would create a
difference between adults and children, as adults are as-
sumed to listen “early” in order to improve the effective
signal-to-noise ratio in this condition.

In order to evaluate the idea that adults and children
have similar binaural time constants but that children place
the binaural temporal window relatively late in time, two
additional data fitting approaches were pursued. The first em-
ployed a fitting procedure very similar to that of Kollmeier
and Gilkey �1990�, but with separate fits to the NoN� and
N�No data and different free parameters. The parameter K
was estimated based on the MLD in steady masker condi-
tion, while the parameters LM, the time constant ��� and
placement of the temporal window �SHIFT� were allowed to
vary freely. A single value of � and single value of SHIFT
were fitted to the N�No data set, and a single value of � and
a single value of SHIFT were fitted to the NoN� data set.
With the single value of �, the leading and lagging edges of
the temporal window were forced to be the same. The SHIFT
parameter allowed the temporal center of the binaural tem-
poral window to vary, instead of being fixed, at values as-
sumed to be near optimal. SHIFT represents the time differ-
ence between the center of the window and the center of the
signal, with positive SHIFTs associated with a temporal win-
dow position after the center of the signal, and negative
shifts associated with a temporal window position before the
center of the signal. This “fitted shift” approach will be con-
trasted with the onset/offset shift approach used above,
where the temporal position of the binaural temporal window
was assumed to be either at the onset or at the offset of the
signal �depending on the dynamic masker phase condition�.
If adults and children have similar binaural temporal window
time constants, but differ in terms of the temporal placement
of the binaural temporal window �adults place the window to
enhance the effective signal-to-noise ratio but children place
the window relatively late�, the following outcomes were
expected from the fitted shift approach: �1� Neither the
NoN� value of � nor the NoN� value of � would differ
between adults and children; �2� Adults would show SHIFT
values that were negative for the NoN� condition and posi-
tive for the N�No condition; Children would show SHIFT
values that were positive for both NoN� and N�No. The
results of the data fits were consistent with these expectations
�see fitted shift fit columns in Table II�. The variance ac-

counted for in the fitted shift approach was considerably
greater than found in the onset/offset fit approach �see Table
II�. The primary reason for this is that, whereas the NoN�
and N�No data functions were fitted simultaneously in the
onset/offset fit approach, each function was fitted separately
in the fitted shift approach. The variance accounted for in the
fitted shift approach was better than 90% for all listeners
except for one adult �A4� and one child �C7� �see Table II�
for whom the variance accounted for was considerably less.
These two listeners were excluded from the statistical tests
that follow �although the pattern of statistical significance
was the same regardless of this exclusion�. A Mann-Whitney
test indicated that the children and adults did not differ for �
based on the N�No data �U=42.5; p=0.39� or � based on the
NoN� data �U=50.5; p=0.76�; furthermore, Wilcoxon
signed ranks tests indicated that the two values of � did not
differ from each other significantly either for the adults �Z
=1.4; p=0.15� or for the children �Z=1.2; p=0.24�. For the
adults, estimates of SHIFT differed significantly for the two
masker conditions �Z=2.9; p=0.003�, with a positive SHIFT
derived from the NoN� conditions and a negative SHIFT
derived from the N�No conditions �see Table II�. The SHIFT
values for the children did not differ significantly �Z
=0.05; p=0.96�, with a positive median value for both the
NoN� conditions and the N�No conditions �see Table II�.
The fact that the fitted SHIFT differed in sign for the adults
is consistent with Kollmeier and Gilkey’s assumption that
adults can shift the binaural temporal window in a direction
that achieves a better effective signal-to-noise ratio. The fact
that the fitted values of SHIFT were both positive for the
children is consistent with an interpretation that children do
not shift the binaural temporal window in a way that im-
proves the effective signal-to-noise ratio, but instead listen
late in all conditions.

There are at least two caveats that should be considered
with respect to the fitted shift approach. One concerns the
assumption that the listener can position the temporal win-
dow to enhance the effective signal-to-noise ratio. Although
this assumption appears to be reasonable, at least for adult
listeners, it is likely that listeners would not use a constant
SHIFT across all signal delays in either the NoN� or the
N�No conditions. It would seem more likely that the SHIFT
would be greater relatively near the masker phase transition
and, perhaps, negligible for longer delays, where the signal is
well removed from the masker phase transition. This is a
consideration not only for the case where SHIFT is a free
parameter, but also in the onset/offset shift approach used
here and by Kollmeier and Gilkey �1990�. The second caveat
concerns a penalty to be paid in terms of reduced effective
signal level when the center of the binaural temporal window
is shifted away from the temporal center of the signal. In the
Kollmeier and Gilkey fitting procedure, K is derived from
the steady masker condition where it can be assumed �at least
for adults� that the binaural temporal window is centered on
the signal and, therefore, the signal is minimally attenuated
by the window. For the dynamic masker phase conditions,
where a shift in the position of the binaural temporal window
may improve the effective signal-to-noise ratio, it is impor-
tant to consider the effective attenuation of signal level that
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may result from such a shift. Consideration of this issue may
be particularly important in children, where an assumption of
optimal off-time listening would appear to be very question-
able. For example, in the NoN� conditions, the median
SHIFT for the children using the fitted shift fitting procedure
was 34 ms, and this SHIFT was in a temporal direction op-
posite to that of the SHIFT thought to be optimal in these
conditions. These observations raise the question of whether
the modeling of a free SHIFT parameter should take into
account a reduction in the effective signal level due to the
difference between the temporal position of the signal and
the temporal position of the binaural temporal window. This
question is difficult to answer with certainty, but it could be
argued that the value of K used in modeling the NoN� and
N�No data of the children already takes into account the
difference between the temporal position of the signal and
the temporal position of the binaural temporal window. If the
premise is correct—that children place the binaural temporal
window late in all conditions—then the effective reduction in
signal amplitude resulting from late placement of the binau-
ral temporal window is reflected in the steady masker condi-
tion from which the value of K was derived. Indeed, placing
the binaural temporal window late with respect to the signal
temporal position in the steady masker condition could be
one explanation for the finding that children showed smaller
MLDs than adults in this condition. Recall that previous
studies had shown comparable MLDs for adults and children
for long-duration signals presented in relatively broadband
noise, and, in these cases, placement of the binaural temporal
window would have less of an impact on thresholds because
the long duration signal would introduce multiple opportuni-
ties distributed in time in which to detect the signal. This
possibility will be considered in more detail, below. In sum-
mary, the validity of the parameter estimates from fitted shift
analysis is questionable due to additional effects of signal
attenuation due to misalignment of the signal and the binau-
ral temporal window. However, the results of the fitted shift
analysis are broadly consistent with the assumption of Koll-
meier and Gilkey �1990� that adults place the temporal win-
dow in a temporal direction consistent with optimal place-
ment, and with an interpretation that children place the
temporal window late.

An additional data fitting approach for the steady masker
condition further explored the question of whether the results
of the children in the dynamic masker conditions might be
better accounted for in terms of a relatively long �2 or late
placement of a symmetrical �adult-like� binaural temporal
window. This approach examined whether the reduced MLD
of the children found in the steady masker condition was
more consistent with the assumption of a prolonged �2 or
late placement of the binaural temporal window. This ap-
proach assumed that the MLDs of adults and children are
similar in conditions where the parameters of the binaural
temporal window have minimal influence on the MLD �in
agreement with finding that adults and children have similar
MLDs for long-duration signals in wideband noise�, and that
the reduced MLDs of children for brief signals result from
developmental differences in the binaural temporal window.
Note that the assumption of similar MLDs in adults and chil-

dren does not require similar binaural detection thresholds,
but rather similar differences between the monaural and bin-
aural thresholds. The crux of the data fitting approach was to
pass an S� signal and No noise like those used in the steady
masker condition, above, through a binaural temporal win-
dow representative of those fitted to the data of the adults
using the onset/offset shift approach. The parameters of �1
and �2 were set to 25 and 24 ms, respectively, the median
values fitted for the adult listeners. Effects were then exam-
ined of either prolonging the �2 of the temporal window or
increasing the relative delay between the center of the bin-
aural temporal window and the temporal center of the signal,
in order to gain insight into the question of whether the re-
duced MLD of the children in the steady masker could be
better accounted for by a prolonged �2 or late temporal
placement of an adult-like temporal window. This approach
assumed that, in the steady masker case, the optimal binaural
temporal window placement is at the temporal center of the
signal, as there are no transient masker features to corrupt
base line �No� correlation.The first step was to model the
correlation at the output of the binaural temporal window
with a signal-plus-noise stimulus that corresponded to the
median NoS� threshold achieved by the adults in the steady
masker condition �40 dB/Hz SPL Gaussian masker filtered
from 100 to 2000 Hz; 500 Hz S� signal with 5 ms ramps
and 10 ms steady state, set to the level of 51 dB SPL�. A
total of 10 000 masker samples, each of 1000 ms duration
were generated. The stimuli were FIR filtered to a bandwidth
of 78 Hz, the approximate width of the monaural auditory
filter at 500 Hz �Moore and Glasberg, 1983�. Each masker
sample was copied and the signal was added at the center of
one copy and subtracted from the other, resulting in a pair of
arrays characterizing the steady masker, NoS� condition.
The interaural correlation at the output of the binaural tem-
poral window centered on the signal was then computed as
the integral of the instantaneous correlation weighted by the
shape of the binaural temporal window, using integration
limits of −200 to +200 ms. The mean correlation so deter-
mined was 0.981. Repeating this procedure using values of
�1 and �2 estimated from child data �23 and 41 ms, respec-
tively�, the signal level required to produce a correlation of
0.981 was elevated by approximately 1.5 dB. Whereas this
analysis suggests that the relatively longer �2 estimated for
the children would produce a reduction in the MLD of
1.5 dB, the observed reduction of the MLD shown by the
children in the steady masker condition was approximately
3.5 dB. Thus the agreement between the modeled reduction
of the steady masker MLD and the actual reduction was not
particularly close. Further modeling indicated that the value
of �2 required to result in a 3.5 dB reduction of the MLD
was approximately 75–80 ms.

A similar analysis was then performed to determine
what delay between the center of the signal and the center of
the binaural temporal window would be needed in order to
account for a 3.5 dB reduction in the MLD in the steady
masker condition. To examine this question, the adult esti-
mates of �1 and �2 were maintained �25 and 24 ms, respec-
tively� and the center of the binaural temporal window was
progressively advanced with respect to the center of the sig-
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nal. The analysis indicated that the advance associated with a
S� threshold increase of 3.5 dB was approximately 25–
30 ms. This value agrees well with the values suggested for
the children in the fitted shift approach used above �see Table
II�. Thus, whereas the children’s prolonged �2 of 41 ms es-
timated in the onset/offset shift approach would not appear to
account for the reduced MLD of the children in the steady
masker condition, the effect can be accounted for by late
�25–30 ms� placement of the binaural temporal window.
This interpretation will be considered further in Sec. III, be-
low.

3. Consideration of possible confusion effects

Kollmeier and Gilkey �1990� noted that there appeared
to be a general deleterious effect in the N�NoS� condition
such that even when the S� signal was presented well before
the masker phase transition, the obtained threshold was ap-
proximately 2 dB higher �poorer� than that obtained in a
steady N� masker. Although the source of this effect was not
clear, Kollmeier and Gilkey speculated that the masker inter-
aural phase transition might result in a sensation that could
be confused with the signal. It was of interest to determine
whether the magnitude of this effect was different between
adults and children in the present study. We therefore exam-
ined the difference between the S� threshold in the steady
masker to the S� threshold in the N�No masker at the
−320 ms delay. For our adult listeners, the threshold for the
−320 ms delay condition was higher than that in the steady
masker condition by an average of 2.2 dB �sd=1.6 dB�, and
for the children this effect averaged 1.6 dB �sd=1.8 dB�.
The difference between the adults and children was not sig-
nificant �t21=0.89; p=0.38�.We also examined the difference
between the S� threshold in the steady masker and the S�
threshold in the N�No masker at the 280 ms delay. For our
adult listeners, the threshold in the 280 ms delay condition
was higher than that in the steady masker condition by an
average of 2.1 dB �sd=1.7 dB�, and for the children this ef-
fect averaged 0.9 dB �sd=1.6 dB�. The difference between
the adults and children was again not significant �t21

=1.8; p=0.09�. These results suggest that it is reasonable to
conclude that any general, deleterious effect associated with
the masker transition was no worse for children than for
adults.

IV. SUPPLEMENTARY CONDITIONS EXAMINING
THE MLD FOR BRIEF AND LONG-DURATION SIGNALS

As discussed above, one way to account for the reduced
MLD in wideband noise obtained by the children in the
present study is by late placement of the binaural temporal
window relative to the signal. If signal energy is present for
only a brief time, even a relatively small error in the place-
ment of the binaural temporal window could have a material
negative consequence for binaural signal detection. How-
ever, if signal energy is present over several hundred milli-
seconds, as was the case in the studies of Hall and Grose
�1990� and Grose et al. �1997�, a relatively small �e.g., 25–
30 ms� delay in the placement of the window would be of
little consequence. This interpretation is consistent with the

fact that the previous studies using long-duration signals
found no developmental difference for the MLD, but the
present study using a short-duration signal found a smaller
MLD in children. This interpretation is undermined to some
extent by the fact that it is based upon results that were
obtained in different studies using different sets of listeners.
Furthermore, the previous studies compared NoSo and NoS�
thresholds to compute the MLD, whereas the present study
compared N�S� and NoS� thresholds to compute the MLD.
Given the theoretical importance of the finding that the
MLDs of children in relatively wideband noise are adult-like
for long duration signals but are reduced for brief signals, we
examined supplementary conditions to determine the effect
of signal duration within a single set of listeners.

A. Listeners

All listeners had pure-tone detection thresholds of 20 dB
HL or better at octave frequencies from 250 to 8000 Hz
�ANSI, 1996�. None had a history of chronic ear disease, and
none had a known history of otitis media within a 3-year
period preceding testing. Nine children were recruited �four
females and five males�, ranging in age from 5 to 10.5 years,
with a mean age of 7.9 years �standard deviation 1.9 years�.
There were ten adult listeners �six females and four males�,
ranging in age from 21 to 44 years, with a mean of
31.5 years �standard deviation 8.5 years�. All listeners were
paid for participation and provided data in one session last-
ing approximately 1 h each. None of the children and only
one of the adults had participated in the main experiment.

B. Stimuli and threshold estimation

The masker was a continuous Gaussian noise, bandpass
filtered from 100 to 2000 Hz, and presented at a level of
40 dB/Hz SPL. The signal was a 500 Hz pure tone, ramped
on and off with 5 ms cos2 ramps. The steady-state duration
of the signal was either 10 or 400 ms. The signal was S� and
the masker was either No or N�. The threshold estimation
procedure and visual interface providing interval and feed-
back information were the same as for the main experiment
�see above�.

C. Results and discussion

Table III summarizes findings for both the brief and
long-duration signal conditions. The long-duration signal re-
sults will be considered first. A repeated measures analysis of

TABLE III. Mean N�S� and NoS� thresholds �dB SPL� and derived
MLDs for the two age groups. Data are shown for the long- and brief-
duration signals of the supplementary conditions. Standard deviations are in
parentheses.

Long signal Brief signal

N�S� NoS� MLD N�S� NoS� MLD

Adult 56.1 43.0 13.1 68.1 53.3 14.8
�1.0� �1.8� �1.6� �1.2� �1.6� �2.1�

Child 58.7 46.7 12.0 70.4 59.6 10.8
�2.2� �2.8� �2.5� �2.3� �4.0� �3.2�
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variance showed that the N�S� thresholds were higher than
the NoS� thresholds �F1,17=688.7; p�0.001�, that the chil-
dren had higher thresholds than the adults �F1,17=15.3; p
=0.001�, and there was no significant interaction between
threshold and group �F1,17=1.3; p=0.27�. The lack of a sig-
nificant interaction indicates that the MLD magnitude did not
differ significantly between adults and children. This unifor-
mity in the MLD magnitude across the age range tested here
is consistent with the previous results obtained by Hall and
Grose �1990� and Grose et al. �1997� for NoSo and NoS�
stimuli and masking noise bandwidths of 300 Hz or wider. A
repeated measures analysis of variance on the data for the
brief signal showed that the N�S� thresholds were higher
than the NoS� thresholds �F1,17=327; p�0.001�, that the
children had higher thresholds than the adults �F1,17

=14.6; p=0.001�, and that there was a significant interaction
between threshold and group �F1,17=7.6; p=0.01�. This in-
teraction reflects the fact that the MLD for a brief signal was
smaller in children than in adults. Thus, in contrast to the
results for the long-duration signal, the adults showed a
larger MLD than the children for the brief signal �see Table
III�, a result that replicates the significant developmental dif-
ference obtained in the main experiment.

Overall, the results of the supplementary conditions con-
firm that whereas children and adults have similar MLDs for
a relatively wideband masker when the signal is of long du-
ration, children have smaller MLDs than adults when the
signal duration is brief. One interpretation that is consistent
with this finding is that shifts in the binaural temporal win-
dow, such as those derived in the fitted shift procedure de-
scribed above, are not restricted to dynamic masker phase
conditions.

V. GENERAL DISCUSSION

The developmental findings of the main experiment are
consistent with an interpretation that children have either an
asymmetrical binaural temporal window with a relatively
long �2 or late placement of a symmetrical binaural temporal
window. Although the analyses performed here do not rule
out the possibility of an asymmetrical binaural temporal win-
dow in children, an interpretation based upon late placement
of a symmetrical temporal window was favored on the basis
of two data fitting/modeling approaches. The first approach
indicated that if the temporal position of the binaural tempo-
ral window is allowed to vary, the shift is in opposite direc-
tions for the NoN� and N�No conditions �consistent with
the optimal off-time listening suggested by Kollmeier and
Gilkey �1990�� for adults, but it is in the same �late� direction
for children. This approach indicated no significant differ-
ence between the NoN� or N�No time constants for either
adults or children. The second approach indicated that the
reduced MLDs of the children in the steady masker condition
are not well accounted for by the prolonged �2 derived in the
onset/offset fitting approach, but are well accounted for by a
25–30 ms lag in the placement of the binaural temporal win-
dow. Late placement of the binaural temporal window should
result in a reduced MLD for a brief signal, where the signal-
to-noise ratio is good for only a short time, but should not

result in a reduced MLD for a long-duration signal, where
the signal-to-noise ratio is good over an extended time. The
data of the supplementary conditions reported above were
consistent with this interpretation, with children showing
adult-like MLDs for a long-duration signal but MLDs that
were smaller than those of adults for a brief signal.

The present interpretation that children are inefficient in
the placement of the binaural temporal window is also rel-
evant to previous findings indicating that children show re-
duced MLDs for long-duration signals presented in narrow-
band masking noise �Grose et al., 1995; Grose et al., 1997�.
The results of a previous study �Hall et al., 2004� suggested
that the reduced MLDs of children for narrowband noise
maskers were related to a poor ability to take advantage of
the binaural information occurring in the masker envelope
minima, where the signal-to-noise ratio is most favorable.
One interpretation of the present results is that children are
not as adept as adults in weighting the temporal epochs as-
sociated with the most favorable binaural detection cues.
This interpretation is also consistent with the reduced MLDs
of children for narrowband masking noise, where optimal
performance hinges upon the weighting of the good binaural
cues that are present during the relatively brief masker enve-
lope minima.

There are interesting parallels between the developmen-
tal results that have been obtained on monaural and binaural
temporal processing. For example, the finding by Grose et al.
�1995� that children were relatively poor in listening in the
envelope minima of a monaural, amplitude-modulated nar-
rowband noise is analogous to the finding that children have
a reduced ability to exploit binaural information in the enve-
lope minima of a narrowband noise �Hall et al., 2004�. A
further correspondence between these monaural and binaural
findings is that neither of the effects may be driven by an
essential deficit in temporal acuity: monaural TMTF results
indicated no developmental difference in the monaural time
constant �Hall and Grose, 1994�, and some aspects of the
present results are consistent with an interpretation that there
is no developmental difference in the time constant of the
binaural temporal window. We plan to investigate possible
developmental parallels between monaural and binaural tem-
poral resolution further by examining the monaural temporal
window using a method that is analogous to the one used
here to investigate the binaural temporal window. One pos-
sible approach would be that used by Kollmeier and Gilkey
�1990�, where the detection of a brief monaural signal is
obtained as a function of its temporal relation to an abrupt
15 dB level transition in the monaural masker.

Deficits in auditory perception that occur despite appar-
ent acuity in basic auditory functions, such as temporal and
frequency resolution, are sometimes “accounted for” in terms
of processing efficiency. The concept of poor processing ef-
ficiency has some utility in that it can guide the search for
explanation away from the peripheral encoding of sound and
toward the central analysis of that encoding. However, a sig-
nificant limitation to the utility of the concept of processing
efficiency is that the nature of any apparent inefficiency is
often unspecified. The results of the present study may rep-
resent a step forward in this regard, as they suggest that an
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important component of inefficiency in the binaural hearing
of children may be related to a reduced ability to optimize
temporal weighting in the analysis of binaural sound se-
quences where the signal-to-noise ratio changes dynamically.
Such dynamic changes can occur in narrowband noise
maskers due to the fact that the inherent, pronounced fluc-
tuations of the masking stimulus cause the signal-to-noise
ratio to vary markedly over time. In the present study, such
dynamic changes occurred in a wideband noise due to the
imposition of an abrupt transition in the masker interaural
phase. The ability to weight dynamic sequences of binaural
information in an optimal way may be associated with a
relatively protracted auditory development.

VI. CONCLUSIONS

1. The developmental differences found here for the dy-
namic masker conditions are consistent either with an inter-
pretation that children have a binaural temporal window with
a relatively long leading edge ��2� or with an interpretation
that children place the binaural temporal window relatively
late with respect to the timing of the signal. Fitting proce-
dures that allowed the temporal position of the binaural tem-
poral window to vary and analyses that related the pattern of
data for the dynamic maskers to the pattern of data for the
steady masker were more consistent with the interpretation
that children place the binaural temporal window late.

2. The interpretation that children are relatively poor in
optimizing the temporal weighting of dynamically changing
binaural information is also consistent with �a� previous find-
ings suggesting that children have a reduced ability to exploit
the robust binaural cues available in the masker envelope
minima when a long-duration signal is presented in a nar-
rowband noise; and �b� the present finding that children show
adult-like MLDs for long-duration signals in wideband noise
but reduced MLDs for brief signals in wideband noise.
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Individual differences in the masking level difference
with a narrowband masker at 500 or 2000 Hz
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The masking level difference �MLD� for a narrowband noise masker is associated with marked
individual differences. This pair of studies examines factors that might account for these individual
differences. Experiment 1 estimated the MLD for a 50 Hz wide band of masking noise centered at
500 or 2000 Hz, gated on for 400 ms. Tonal signals were either brief �15 ms� or long �200 ms�, and
brief signals were coincident with either a dip or peak in the masker envelope. Experiment 2
estimated the MLD for both signal and masker consisting of a 50 Hz wide bandpass noise centered
on 500 Hz. Signals were generated to provide only interaural phase cues, only interaural level cues,
or both. The pattern of individual differences was dominated by variability in NoS� thresholds, and
NoS� thresholds were highly correlated across all conditions. Results suggest that the individual
differences observed in Experiment 1 were not primarily driven by differences in the use of binaural
fine structure cues or in binaural temporal resolution. The range of thresholds obtained for a brief
NoS� tonal signal at 500 Hz was consistent with a model based on normalized interaural
correlation. This model was not consistent for analogous conditions at 2000 Hz. © 2007 Acoustical
Society of America. �DOI: 10.1121/1.2400849�

PACS number�s�: 43.66.Pn, 43.66.Dc, 43.66.Mk �AK� Pages: 411–419

I. INTRODUCTION

The masking level difference �MLD� is the detection
advantage obtained for some stimuli when the signal and the
masker are presented to the two ears with different interaural
characteristics �Hirsh, 1948�. In the typical example of an
MLD, thresholds for a diotic stimulus, with the signal and
masker in phase at the two ears �NoSo�, are compared to
thresholds for a diotic masker and a signal that is out of
phase at the two ears �NoS��. Thresholds in the NoS� con-
dition can be substantially lower than those in the NoSo
condition, particularly at low signal frequencies. Large indi-
vidual differences have been reported in the MLD when the
maskers are spectrally narrow �e.g., Bernstein et al., 1998�.

There are several lines of evidence suggesting that in-
herent fluctuations of narrowband maskers may affect the
magnitude of the MLD. Grose and Hall �1998� estimated
temporal weighting functions which showed that binaural
cues impacted performance differently depending on the
masker envelope: Portions of the signal coincident with
masker envelope dips were given greater perceptual weight
in the NoS� detection task than other portions of the signal
coincident with peaks or intermediate values. No such pref-
erential dip weighting was observed for the NoSo condition.
A follow-up study measured detection thresholds for a brief
pure tone signal, with 15 ms cos2 ramps, and a 50 Hz wide
band of Gaussian masking noise, both centered on 500 Hz.
The brief signal was coincident with either a masker enve-
lope dip or peak. Thresholds in the NoSo condition did not
vary reliably with signal placement, while those in the NoS�

condition were on the order of 10 dB lower in a dip than a
peak, a result that was referred to as a “dip advantage.” In
other words, the MLD was larger for a signal presented co-
incident with a masker envelope dip �Buss et al., 2003; Hall
et al., 2004�. These results are consistent with the conclusion
that detection of a long duration S� signal is based on the
interaural cues coincident with modulation dips in an No
masker.

As is typical in experiments on the MLD, the studies
described above used low-frequency narrowband stimuli.
Therefore, stimulus fine structure almost certainly played an
important role in these results �e.g., Zurek and Durlach,
1987�. While the MLD is typically larger at low than high
frequencies, substantial MLDs can also be obtained at fre-
quencies above those for which interaural changes in fine
structure are thought to be useful in binaural hearing, a find-
ing that is attributed to the use of interaural envelope differ-
ence cues �McFadden and Pasanen, 1978�. It has been sug-
gested �Bernstein and Trahiotis, 1996� that the utilization of
interaural fine structure and interaural envelope differences
may rely on the same underlying cue—detection of a change
in interaural correlation. The finding of a larger MLD with a
narrowband masker at low as compared to high frequencies
has been argued to reflect the large contribution of fine struc-
ture cues at low frequencies �van de Par and Kohlrausch,
1997�.

Addition of a brief S� signal to an No narrowband
masker dip or peak can introduce binaural fine structure and
envelope differences, depending on the interactions between
the signal and masker stimulus components. This is illus-
trated in Fig. 1 with stimuli from Buss et al. �2003�. In the
top row of panels, solid grey waveforms show representative
masker samples for conditions in which a brief signal is co-
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incident with a masker envelope dip �A1� and a masker en-
velope peak �B1�. The dotted lines indicate the temporal
placement �but not the amplitude� of the brief tonal signal.
For a 72 dB SPL masker, thresholds in the NoS� condition
are on the order of 60 dB SPL in the dip condition and 70 dB
SPL in the peak condition �Buss et al., 2003�. Panels A2 and
B2 show a magnified view of the stimulus presented to the
left and right ear in the NoS� condition �overlaid traces�,
with a signal at the associated threshold level. The dark lines
indicate the temporal envelopes of the left and right ear
stimuli, which have been raised for visual clarity.

Two features of these stimuli are noteworthy. First, the
fine structure of the composite signal-plus-masker wave-
forms presented to the left and right ears is approximately
out-of-phase in the center of the masker dip �panel A2� and
only slightly phase delayed in the masker peak �panel B2�.
Generating 100 random samples of the masker and adding a
signal at threshold �60 dB for dips or 70 dB for peaks�, in-
teraural phase approaches 180° in the middle of the masker
dip for all 100 samples, while the maximum interaural phase
difference was approximately 30° in the peak condition.
Summarized in this way, the interaural fine structure cue at
threshold could be characterized as less salient in the peak
than the dip condition. Recall that the detection of a long-
duration low-frequency S� signal in a narrowband No
masker is thought to be based largely on fine structure cues
�van de Par and Kohlrausch, 1997�, and that NoS� detection
for such a long duration tone is argued to be based on cues in
the masker dips �Buss et al., 2003�. This implies that NoS�
thresholds for a brief signal in the dip condition should like-
wise rely on interaural fine structure cues. If fine structure
cues in a peak are not as salient and informative as those in
a dip, this opens up the possibility that interaural envelope
cues may play an increased or dominant role in the NoS�,

peak condition. If this speculation is correct, then repeating
the experiment at a higher frequency, where fine structure is
no longer available, should eliminate or greatly reduce the
dip advantage by virtue of eliminating the interaural fine
structure cues in the dip, while leaving unchanged the enve-
lope cues in the peak. Experiment 1 tested this prediction; in
addition, performance was compared across signal condi-
tions and frequencies in an attempt to better characterize in-
dividual differences obtained in the narrowband masker
MLD.

A second feature of note in the stimuli shown in Fig. 1 is
the fact that the temporal epoch containing optimal informa-
tion about a brief signal is by its nature brief, suggesting that
fine temporal resolution in deriving a cue to the presence of
a signal could result in better performance. There is a wide
range of estimates of binaural temporal resolution in the lit-
erature. Some data suggest that the binaural system is slug-
gish and integrates information over hundreds of millisec-
onds �e.g., Grantham and Wightman, 1979�, while other data
suggest more precise resolution �e.g., Bernstein et al., 2001�.
Much of this variability is likely due to the different cues
characterizing the signal interval across experimental para-
digms �Holube, Kinkel, and Kollmeier, 1998�. Grantham
�1984� suggested that binaural temporal resolution may be
different for interaural time and interaural level cues, further
complicating the issue. If observers differ in the temporal
resolution with which they are able to process brief interaural
cues, then this could affect their ability to make use of brief
cues and this factor could underlie the individual differences
observed for the narrowband MLD. Experiment 2 estimated
narrowband MLD for fluctuating and stable binaural cues to
test this possibility.

FIG. 1. Illustration of interaural cues
available at threshold for a brief signal
in a narrowband masker in the NoS�
condition, based on stimuli and thresh-
olds from Buss et al. �2003�. The left
column of panels corresponds to a sig-
nal presented in a masker envelope dip
and the right column to a signal pre-
sented in a masker envelope peak. The
top row shows amplitude of a repre-
sentative masker as a function of time,
with dotted lines indicating the tempo-
ral position �but not the level� of an
added signal. The bottom row of pan-
els is a magnified view of the stimuli
presented to the left and right ears
�overlaid traces� with a diotic masker
�as shown in the top row� and an S�
signal at threshold �60 dB for the dip
condition and 70 dB SPL for the peak
condition�. Grey lines indicate the
temporal fine-structure and dark lines
show the raised envelope.
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II. EXPERIMENT 1

Experiment 1 tested the hypothesis that the dip advan-
tage previously demonstrated at 500 Hz would not be found
at 2000 Hz. Further, it was hypothesized that the individual
differences obtained with long-duration 500 Hz stimuli
would be related to those found for brief signals coincident
with masker dips. This result would support previous claims
that detection with a long duration signal is dominated by
cues coincident with dips at 500 Hz �Buss et al., 2003�. Fur-
ther, if the underlying detection cues associated with interau-
ral fine structure and interaural envelope differences are the
same, then the pattern of individual differences should be
consistent across the 500 and 2000 Hz signal frequencies.

A. Methods

1. Observers

Observers were 28 adults, 18–49 years of age, with
thresholds 15 dB HL or better at octave frequencies
250–8000 Hz, and no reported history of ear disease. Of this
group, 14 had previously participated in psychoacoustic
studies. Five observers had experience listening to MLD
stimuli. These five observers spanned the range of individual
differences in NoS� performance. For example, in the NoS�
condition for a brief 500 Hz signal positioned in a masker
envelope dip, one of these five had the lowest threshold and
another had the second highest threshold with respect to the
entire group of 28 observers.

An additional three observers were omitted from the
study because of excessive threshold variability, defined as
10 dB or more variation across thresholds in a single condi-
tion. It should be noted that these cases of threshold variabil-
ity did not resemble simple practice effects, in that no clear
trends towards improvement were evident. All other data are
reported below.

2. Stimuli

The signal was either a 500 Hz or a 2000 Hz pure tone,
with random starting phase. In the peak and dip conditions,
the signal was of brief duration, ramped on and off with
15 ms cos2 ramps �no steady state�, and temporally centered
in the masker. In the long condition, the signal was 200 ms
in duration and was gated on with 15 ms cos2 ramps, the
onset occurring 100 ms after masker onset.

Maskers were 50 Hz wide bands of noise centered on
the signal frequency �either 500 or 2000 Hz�, with a level of
72 dB SPL and duration of 409 ms, including 15 ms cos2

ramps. Bands of noise were generated digitally in the fre-
quency domain as an array of 214 points, with independent
Gaussian draws assigned to the real and imaginary compo-
nents at points within the 50 Hz passband. This array was
transformed into the time domain via IFFT. At the DAC rate
of 24.4 kHz used here, the resulting waveform was approxi-
mately 670 ms in duration and could be repeated seamlessly
�no discontinuity between the ending and starting points of
the array�. Three copies of the noise array were concat-
enated. For the peak condition, the maximum envelope value
of the middle sample was identified, and the extended array
was truncated in such a way as to place that point in the

temporal center of a 409 ms stimulus. Similarly, for the dip
condition the minimum was identified and placed in the tem-
poral center of a 409 ms stimulus. A new masker, based on
independent samples of Gaussian noise, was generated prior
to every stimulus presentation, both within and across trials.
Thresholds were estimated for NoSo and NoS� in all three
conditions. These stimuli are functionally identical to those
used by Buss et al. �2003� and those discussed in the intro-
duction.

3. Procedure

Stimuli were presented using deeply inserted earphones
�Etymotic: ER-2�. Detection thresholds were estimated using
a three-alternative forced-choice, three-down one-up track
estimating the 79% point on the psychometric function �Lev-
itt, 1971�, with feedback provided visually. In this procedure,
three masker intervals were presented with a temporal sepa-
ration of 500 ms. The signal was added to the masker in one
randomly chosen interval, and the observer’s task was to
indicate which interval contained the signal. The signal level
was adjusted in steps of 4 dB until two track reversals were
obtained and then in steps of 2 dB for the remaining six
reversals. Threshold estimates were computed as the average
signal level at the last six track reversals. Conditions were
run in blocks, with the order of blocks randomized across
observers. A minimum of three threshold estimates were ob-
tained in each condition, and a fourth was obtained if the first
three spanned a range of 3 dB or more. The average of 3 to
4 estimates is reported.

B. Results

The distribution of MLDs is shown in Fig. 2. Panels
indicate data for the 500 Hz �left� and 2000 Hz �right� con-
ditions. Symbols indicate the median, boxes indicate the
25th-to-75th percentile span, bars indicate the 10th-to-90th
percentile span, and stars show the maximum and minimum
MLDs. Conditions are indicated on the abscissa. As sug-
gested in this figure, there were substantial individual differ-
ences in some of the conditions. For example, the median
MLD for a long duration signal at 500 Hz was 18.1 dB, with

FIG. 2. The distribution of MLDs is plotted for 500 Hz �left panel� and
2000 Hz �right panel� conditions. Abscissa labels and symbols indicate con-
dition. The median of each distribution is indicated with a symbol, the span
between the 25th and the 75th percentiles is indicated with a box, the 10–
90th percentile with bars, and the maximum and minimum of each distribu-
tion with stars.
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values for individuals ranging from 7.5 to 26.5 dB. The me-
dian MLD for a long duration signal at 2000 Hz was 6.9 dB,
with values for individuals ranging from 1.6 to 18.3 dB.

The MLD data �NoSo-NoS�� were submitted to a re-
peated measures ANOVA, with two levels of FREQUENCY
�500 and 2000 Hz� and three levels of CONDITION �long,
dip, and peak�. There was a main effect of FREQUENCY
�F1,27=277.9, p�0.0001�, reflecting the fact that MLDs
were larger at 500 than 2000 Hz. There was also a significant
main effect of CONDITION �F1,27=5.42, P�0.05� and a
significant interaction of FREQUENCY and CONDITION
�F1,27=41.53, p�0.001�. Post hoc contrasts indicated that at
500 Hz the MLDs associated with the long and the dip con-
ditions were not different �p=0.17�, but that the MLDs in
both of these conditions were significantly greater than the
MLD in the peak condition �p�0.005�. At 2000 Hz, the
MLDs were significantly different in all three conditions
�long� peak�dip; p�0.005�. Two-tailed t-tests with Bon-
ferroni adjustment for multiple tests confirmed that the MLD
was greater than zero for all six conditions �2 freq�3 cond�
at �=0.01. In addition to these within-subjects effects, there
were substantial individual differences �F1,27=223.8, p
�0.0001�.

Closer examination of these MLD data in terms of the
constituent NoSo and NoS� thresholds suggests that indi-
vidual differences are dominated by across-observer varia-
tion in NoS� �as opposed to NoSo� thresholds. Figure 3
shows constituent thresholds in the 500 Hz, long condition,
plotted as a function of the 500 Hz, long MLD. Individual
differences in the MLD for a long duration, 500 Hz tone
were highly correlated with NoS� thresholds �R=−0.95, p
�0.0001�, but not with NoSo thresholds �R=−0.06, p
=0.75�. This indicates that individual differences in the MLD
are driven by variability in the NoS� condition. Across all
six conditions of Experiment 1, correlations between NoSo
thresholds and associated values of the MLD ranged from
R=−0.02 to R=−0.44. In contrast, correlations between
NoS� thresholds and associated values of the MLD were
much higher, ranging from R=−0.84 �2000 Hz, peak� to R
=−0.96 �500 Hz, dip�. The one exception was the 2000 Hz,
dip condition, where the correlation was only R=−0.59. The
relatively weak correlation in this condition may be due to

the reduced inter-observer variance and small values of the
MLD.

Figure 4 shows the thresholds for brief NoS� signals as
a function of the NoS� thresholds for the long duration sig-
nal. At 500 Hz �left panel�, those observers with the highest
�worst� thresholds in the long condition showed comparable
thresholds in the dip and peak conditions. In contrast, those
with the lowest �best� thresholds in the long condition tended
to show the biggest dip advantage. The relationship between
performance in the brief and long conditions is best illus-
trated in terms of the slope of the regression line that best fits
each set of data. At 500 Hz the slope of the best-fitting line
was significantly greater than one for the dip condition and
less than one for the peak condition �at �=0.005�. In con-
trast, at 2000 Hz there is a “peak advantage” for better-
performing observers. Slopes of the best-fitting lines were
less than one for both dip and peak conditions �at �=0.005�.
The slopes were compared by performing a regression analy-
sis on the difference between thresholds in the dip and peak
condition for each observer, as a function of threshold in the
long condition for that observer. The slope of the regression
line for this difference variable was significantly less than
zero, indicating that the dip/peak difference decreased sig-
nificantly with increasing thresholds in the long condition
�F1,26=4.39, p�0.05�.

As suggested by Fig. 4, NoS� thresholds in the brief
signal conditions are positively correlated with those in the
associated long condition. For the 500 Hz data, those corre-
lations are R=0.92 and R=0.77 for dip and peak conditions,
respectively, and the correlation between thresholds in the
dip and peak conditions is R=0.80. Corresponding correla-
tions for 2000 Hz data are R=0.75, R=0.73, and R=0.83.
This suggests some degree of uniformity in individual differ-
ences observed across conditions within frequency. Further,
NoS� thresholds in the long duration condition are corre-
lated across the 500 and 2000 Hz signal frequencies, with
R=0.78, suggesting that the underlying source of individual
differences is not frequency-specific.

C. Discussion

The MLD in the long condition was highly variable
across observers, with mean �and standard deviations� of

FIG. 3. For each observer, NoSo and NoS� thresholds in the 500 Hz long
condition are plotted in dB SPL as a function of the MLD in the 500 Hz
long condition, in dB.

FIG. 4. NoS� thresholds for brief signals are plotted as a function of NoS�
thresholds in the long condition. The left panel indicates data for the 500 Hz
conditions, and the right for the 2000 Hz conditions. Upward-pointing tri-
angles indicate peak data, downward-pointing triangles indicate dip data,
and lines indicate the best linear fit to the data �grey=dip; black=peak�. The
m-values indicated in the lower right corner of each panel show the slopes of
these linear fits.
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17.2 �5.8� and 8.1 �4.5� dB at 500 and 2000 Hz, respectively.
These results are comparable to those of Bernstein et al.
�1998�, who reported means of 15.8 �4.7� and 5.8 �3.1� at
500 and 4000 Hz, respectively. As noted by Bernstein et al.,
individual differences in the MLD for a long duration signal
are more strongly associated with NoS� �as compared to
NoSo� thresholds.

The pattern of MLDs in the 500 Hz dip and peak con-
ditions replicates the results of Buss et al. �2003�, showing
the dip advantage. The pattern of MLDs was quite different
at 2000 Hz, where results indicate a slight peak advantage.
As in the previous study, MLDs in the 500 Hz dip condition
were comparable to those in the long condition, suggesting
that much of the MLD in the long condition could be based
on use of binaural cues present in the dip. In contrast, at the
2000 Hz frequency the MLD in the long condition exceeded
that in either the dip or the peak condition. This result was
not predicted. It is possible that neither the dip nor the peak
condition represents the optimal placement for a signal at
2000 Hz. If the optimal signal placement were at an interme-
diate point in the masker envelope, associated with more
pronounced interaural envelope cues, then binaural release
would be larger in the long condition where such cues were
available �as opposed to the dip or peak condition�. This
result may also be associated with the finding of greater tem-
poral integration of binaural information at high frequencies
where temporal fine-structure is not available as a cue �Bern-
stein and Trahiotis, 1999�.

As expected, there were extensive individual differences
at both frequencies. At 500 Hz, the ‘dip advantage’ for NoS�
thresholds was largest for those observers with lowest thresh-
olds in the 500 Hz long condition. Analogously, the peak
advantage for NoS� thresholds at 2000 Hz was largest for
those observers who attained the lowest thresholds in the
2000 Hz long condition. Whereas it is difficult to assess the
relative importance of fine structure versus envelope cues in
the peak condition at 500 Hz, the pattern of results obtained
here is consistent with an interpretation that good perfor-
mance in the dip condition at 500 Hz is based on differences
in sensitivity to interaural fine structure cues. In contrast,
good performance in the peak condition at 2000 Hz must be
associated with cues related to interaural envelope differ-
ences. The fact that better-performing observers demonstrate
a more pronounced dip/peak difference at both frequencies
suggests a range of performance in utilization of both cues.

III. EXPERIMENT 2

One possible interpretation of the results of Experiment
1 is that the individual differences in the MLD can be ex-
plained in terms of differences in binaural temporal resolu-
tion. If the binaural cue coincident with a masker envelope
dip is superior to the binaural cue coincident with a masker
envelope peak, then thresholds for a long duration tone
should be determined in part by the extent to which the de-
tection is based on cues derived from those brief epochs.
Degradation in the temporal specificity with which those
cues are derived would be associated with degradation in
those cues. Alternatively, the individual differences in the

pure-tone MLD may be driven by a factor that is largely
independent of the binaural temporal resolution.

Experiment 2 assessed the role of temporal resolution in
the use of interaural phase and level cues, and compared the
pattern of individual differences with that observed in Ex-
periment 1. Narrowband stimuli were constructed in such a
way as to minimize the possible effects of binaural temporal
resolution on the detection process. For some of the stimuli
used here, the magnitude of the interaural cue resulting from
signal-masker interaction was constant across the entire du-
ration of a 200 ms signal presentation. With consistency of
the binaural cue across masker dips and peaks, binaural tem-
poral resolution should not be a relevant factor for signal
detection. Thus, if binaural temporal resolution were not an
important factor contributing to the individual differences
observed in Experiment 1, we would expect to see a similar
pattern of individual differences in the present experiment.

A. Methods

1. Observers

A subset of 12 observers from Experiment 1 partici-
pated. Effort was made to ensure that the observers recruited
for this study represented a range of binaural performance, as
estimated in Experiment 1. Represented in this group were
the observers with the lowest and the highest MLD in the
2000 Hz long condition and the observers with lowest and
the second highest MLD in the 500 Hz long condition.

2. Stimuli

As in Experiment 1, maskers were 50 Hz wide bands of
noise centered on the signal frequency �500 Hz�, presented at
72 dB SPL. In contrast to the stimulus generation procedures
of Experiment 1, maskers in this experiment were generated
via multiplication in quadrature in the time domain �for dis-
cussion of this method in binaural psychoacoustics, see
Amenta et al., 1987�. Two independent samples of 25 Hz,
lowpass Gaussian noise were generated, nA�t� and nB�t�.
Each noise was multiplied by a 500 Hz tone, where one tone
was 90° phase-advanced relative to the other. The two prod-
ucts were summed to produce a bandpass Gaussian noise
masker sample, M

M�t� = nA�t� · cos��t� + nB�t� · sin��t� .

Like the masker, the signal �S� was also a band of
Gaussian noise, 50 Hz wide, centered on 500 Hz and gener-
ated by multiplication in quadrature. In the ILD condition,
the signal was identical to the masker, S�t�=M�t�. In the IPD
condition, the noise samples used to generate the masker
were also used to generate the signal, but the tones multi-
plied by those samples to generate the signal were 90° phase-
shifted relative to those used in generation of the masker

S�t� = nA�t� · cos��t +
�

2
� + nB�t� · sin��t +

�

2
� .

In the RAN condition the signal was generated based on
independent samples of lowpass noise. That is
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S�t� = nC�t� · cos��t� + nD�t� · sin��t� ,

where nA�nC and nB�nD. Thus, in the RAN condition the
signal and masker were independent samples of bandpass
Gaussian noise. In all three signal conditions, stimuli in the
NoSo condition were diotic, with the left and right ear
defined as M�t�+�S�t�, where � controls the amplitude of
the signal. In the NoS� condition, the stimulus delivered
to the left ear was defined as M�t�+�S�t�, while the stimu-
lus delivered to the right ear was defined as M�t�−�S�t�.

As in the long conditions of Experiment 1, the signal
was 200 ms in duration and temporally centered in the
masker. In contrast to Experiment 1, the signal was ramped
on and off with 25 ms �as compared to 15 ms� cos2 ramps, a
change that was instituted to guard against spectral artifacts.1

For NoS� signal presentation, these conditions are asso-
ciated with an interaural level cue only �ILD�, an interaural
phase cue only �IPD� or both types of cues �RAN�. The
approach of isolating IPD and ILD cues is similar to that
taken by Jeffress and McFadden �1970�. It should also be
noted that IPD and ILD cues were constant for the duration
of the signal in the associated conditions, but cues were fluc-
tuating over the course of the signal presentation in the RAN
condition.

Thresholds for both NoSo and NoS� were estimated in
all three conditions. In the NoSo ILD condition, the signal
and the masker were identical and added in phase. In con-
trast, the signal and masker added in random phase or or-
thogonal phase in the NoSo RAN and IPD conditions, re-
spectively. As a consequence, a given signal level resulted in
a larger increase in energy in the NoSo ILD condition as
compared to the RAN and IPD conditions.

3. Procedures

Procedures were similar to those used in Experiment 1.
The task was a three-alternative forced-choice with feedback
provided visually. The signal level was adjusted in a three-
down one-up track estimating 79% correct. Conditions were
run in blocks, with the order of blocks randomized across
observers. A minimum of three threshold estimates was ob-
tained in each condition, and a fourth was obtained if the first
three spanned a range of 3 dB or more.

B. Results

The MLDs from Experiment 2 are shown in Fig. 5, plot-
ted following the same convention as used in Fig. 2. The
median MLD for the RAN condition was 19.8 dB. This
closely resembles MLD in the 500 Hz long condition of Ex-
periment 1, supporting the implicit assumption that the cues
underlying the MLD for the tonal signal of Experiment 1 can
be characterized using a narrowband signal. The median
MLD for the IPD condition was 16.3 dB, and that for the
ILD condition was 4.5 dB.

Thresholds in the NoSo condition were relatively con-
sistent across the three conditions when expressed in terms
of �L. Median thresholds in the RAN and IPD conditions
were 73.1 and 73.6 dB SPL, respectively. Because masker
and signal added in random or orthogonal phase, the level of

a masker-plus-signal at threshold was approximately 3.3 dB
higher than the 72 dB level of a masker alone. The median
threshold in the ILD condition was 64.9 dB SPL. Because
masker and signal added in phase, the level of a masker-plus-
signal at threshold was approximately 3.1 dB higher than a
masker alone. These results are generally in agreement with
those of Bos and de Boer �1966� for a similar stimulus band-
width.

Because NoSo thresholds were not constant across con-
ditions when expressed in terms of the level of the signal,
differences in the MLD across conditions do not solely re-
flect differences in NoS� thresholds. The median NoS�
threshold was 55.8 dB in the RAN condition, 60.7 dB in the
IPD condition, and 62.6 dB in the ILD condition. A repeated
measures ANOVA resulted in a significant effect of condition
�F2,22=47.18, p�0.0001�. Post hoc contrasts revealed that
NoS� thresholds in the RAN condition were lower than
those in the IPD condition �p�0.001�, and thresholds in the
IPD condition were lower than those in the ILD condition
�p�0.05�.

As in conditions with pure tone signals from Experiment
1, MLDs with narrowband signals are associated with
marked individual differences, and the variability in the
MLD was more highly correlated with NoS� than NoSo
thresholds �mean R=−0.91 and R=−0.26, respectively�. In-
dividual differences in NoS� thresholds were highly corre-
lated with those in Experiment 1. Figure 6 shows NoS�
threshold in the narrowband noise conditions of Experiment
2 as a function of associated thresholds in the 500 Hz long
condition of Experiment 1. Correlations between NoS�
thresholds in the three conditions tested here and the six
conditions of Experiment 1 were all significant �p�0.005,
one-tailed� and ranged between R=0.72 and R=0.95, with an
average correlation of approximately R=0.85 for each of the
three narrowband signal conditions. These correlations are
comparable to those among NoS� thresholds from Experi-
ment 1.

C. Discussion

The pattern of individual differences obtained with nar-
rowband signals was quite similar to that measured in Ex-
periment 1 with a pure tone signal, both in the long condition
and the two conditions utilizing a brief signal �the dip and

FIG. 5. The distributions of MLDs in Experiment 2 using narrowband noise
signals are plotted following the conventions of Fig. 2. Due to differences in
signal stimuli, NoSo thresholds were not constant across conditions. As a
result, these values of MLD do not solely reflect differences in the NoS�
threshold.
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peak conditions�. A subset of the stimuli in Experiment 2 was
designed to minimize the possibility that binaural temporal
resolution could have contributed to the detection of the sig-
nal. Under these conditions, the pattern of individual differ-
ences was quite similar to that found in Experiment 1, with
NoS� thresholds correlating highly across the experiments.
Considered together, these results suggest that it is unlikely
that binaural temporal resolution plays a material role in the
individual differences that characterize the MLD for narrow-
band masking noise. Instead, the results suggest that there
are “good performers” and “poor performers,” a categoriza-
tion that applied in a similar way in all binaural �NoS��
conditions of Experiments 1 and 2, irrespective of the tem-
poral fluctuation of the binaural cue. Comparable results in
MLD, interaural time discrimination and interaural intensity
discrimination conditions have been reported previously
�e.g., Koehnke et al., 1986�.

The approach taken here bears some resemblance to that
of Bernstein et al. �1998�. In that study, individual differ-
ences in sensitivity were compared for narrowband MLD and
for interaural time and level differences. Individual differ-
ences across conditions were weakly correlated �R�0.4�
when compared to the current data �R�0.8�. One possible
reason for this discrepancy is that Bernstein et al. used an
interaural difference paradigm that featured a 400 Hz wide
stimulus and compared it to NoS� thresholds for a 50 Hz
wide masker, whereas the current experiments used a 50 Hz
bandwidth for both paradigms. Given the closer correspon-
dence of the conditions used in the current study, it seems
likely that individual differences in NoS� signal detection
are closely related to those in the discrimination of interaural
phase �or time� and level under comparable conditions.

IV. GENERAL DISCUSSION

The results of Experiment 1 support the hypothesis that
the dip advantage observed previously with 500 Hz stimuli
does not occur for comparable stimuli at 2000 Hz, where
temporal fine-structure information is no longer useful for
binaural hearing. Rather, a peak advantage at 2000 Hz was
observed, presumably due to interaural envelope cues in
masker peaks. Similar individual differences occurred in

both the long duration and short duration NoS� conditions.
Results of Experiment 2 suggest that the individual differ-
ences obtained in Experiment 1 are not related to differences
in the temporal acuity with which fluctuating IPD and ILD
cues are utilized. These results are consistent with an inter-
pretation that limitations in binaural temporal resolution are
not responsible for the individual differences in NoS�
thresholds for a narrowband noise masker.

One very common way to characterize the binaural cue
underlying the MLD is in terms of the reduction in interaural
correlation associated with addition of a signal �e.g., Durlach
et al., 1986; for discussion see Bernstein and Trahiotis,
1996�. Previous data for a brief 500 Hz tonal signal coinci-
dent with masker envelope dips and peaks were well charac-
terized in terms of correlation at the output of a simplified
model of the auditory periphery �Buss et al., 2003�. That
model closely followed the approach developed by Bern-
stein, Trahiotis and colleagues �e.g., Bernstein et al., 1999;
Bernstein and Trahiotis, 1996�, but also included a rectangu-
lar temporal window centered on the signal. A similar ap-
proach was pursued here to see if the individual differences
observed could be characterized in terms of differential sen-
sitivity to changes in interaural correlation. In contrast to the
previous modeling efforts, a double exponential temporal
window was adopted here, similar to the one that has been
fitted to binaural temporal window data �e.g., Kollmeier and
Gilkey, 1990�.

Threshold estimates as a function of differential criterion
levels of correlation were obtained with the following proce-
dures, executed in MATLAB. Stimuli were generated using the
same algorithm as used in Experiment 1. The brief S� signal
was added to the diotic masker at a range of S /N ratios,
corresponding to signal levels of 50–95 dB SPL, in either the
dip or the peak condition. These stimuli were then submitted
to a binaural normalized correlation model which included
the following stages: �1� exponential compression of the en-
velope, with an exponent of 0.23;2 �2� half-wave, square-law
rectification; �3� low-pass filtering;3 �4� application of the
double exponential window centered on the signal;4 and �5�
calculation of the normalized correlation �Bernstein and Tra-
hiotis, 1996�. In order to capture possible effects of off-time
listening, results were computed for a family of nine tempo-
ral window placements, equally spaced between −15 and
15 ms relative to the temporal center of the signal; the cor-
relation estimate associated with each sample was the mini-
mum across these nine possibilities. This procedure was re-
peated for 1000 masker samples. The first 25 correlation
functions in each condition are shown in Fig. 7.

The signal level associated with a criterion correlation
spanning 0.45–0.95 �the range associated with observer’s
thresholds in the 500 Hz dip condition� was then determined
based on the correlation functions for dip and peak condi-
tions at both 500 and 2000 Hz. At 500 Hz, results were quite
consistent with the pattern of results obtained experimen-
tally: There was a dip advantage overall and the dip/peak
differences grew with increases in the criterion level of cor-
relation �with larger values thought to characterize perfor-
mance of the better-performing subjects�.

FIG. 6. NoS� thresholds for narrowband signals of Experiment 2 are plot-
ted as a function of NoS� thresholds in the 500 Hz long condition of Ex-
periment 1. Dotted circles indicate RAN thresholds, squares indicate ITD
thresholds, and diamonds indicate ILD thresholds.
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This approach was less consistent with 2000 Hz data.
Consistent with experimental results, the signal level associ-
ated with a given criterion level of correlation was higher for
2000 Hz than 500 Hz conditions. However, for the 2000 Hz
peak condition there was no indication of a binaural advan-
tage �i.e., estimated signal levels exceeded NoSo thresholds�
in all but two cases. In contrast, thresholds were lower in the
NoS� than the NoSo condition for 27 of 28 observers. Per-
haps most inconsistent with empirical data, at a correlation
of 0.98, corresponding to a signal level at threshold in the
500 Hz dip condition for the two most sensitive observers,
thresholds in the 2000 Hz dip condition were underestimated
by over 10 dB. The reason for this underestimation can be
seen in Fig. 7. A criterion correlation of 0.98 corresponds to
a signal level of approximately 60 dB SPL in the 2000 Hz
dip condition and over 70 dB SPL in the 2000 Hz peak con-
dition, and thus a dip advantage. This failure to predict a
peak advantage at 2000 Hz is quite consistent and remains
relatively unchanged with the use of a broader temporal win-
dow or a window with less pronounced central emphasis
�e.g., a rectangular or a Hanning window�.

Thus, constant criterion correlation at threshold appears
to capture some trends in the data, particularly at 500 Hz, but
appears to be inconsistent with the modest MLD and peak
advantage obtained at 2000 Hz. This result is in contrast to
those of Bernstein and Trahiotis �1999�, where a range of
binaural data with long-duration signals was successfully
modeled based on constant criterion correlation, including
data collected with a 50 Hz wide band of Gaussian noise
centered on 500 Hz. This discrepancy suggests that some
aspect of the model may not capture the transient high-
frequency cues examined in the current study.

The current approach assumes that any difference in bin-
aural hearing between 500 and 2000 Hz is due to the elimi-
nation of cues based on fine-structure at the higher fre-
quency. This is a common assumption in the binaural

literature �e.g., Zurek and Durlach, 1987�, and one that has
received empirical support. For example, the MLD for a nar-
rowband masker is comparable at low and high frequencies
when the low-frequency fine-structure is preserved in the en-
velope at high frequencies �van de Par and Kohlrausch,
1997�. There is some evidence that temporal processing of
binaural information at low and high frequencies may differ
in detail, however. For example, sensitivity to dynamic
changes in interaural intensity may be better at high than at
low frequencies �Grantham, 1984�. Temporal integration of
binaural information has also been argued to differ funda-
mentally for frequencies where fine-structure information is
available and frequencies where binaural differences are
envelope-based �Bernstein and Trahiotis, 1999�.

Another feature of the present approach that might be
problematic is the assumption that correlation in the dips and
peaks are equally useful as detection cues. If, instead, for-
ward masking or some other level-dependent factor rendered
correlation in the dips a less effective cue, the result would
be an underestimate of thresholds in the dip condition. Using
wider stimulus bandwidths than those employed here, for-
ward masking has been shown to play a role in the MLD,
with NoS� thresholds following the same decline as a func-
tion of temporal separation for masker offset as NoSo thresh-
olds �Deatherage and Evans, 1969; Yama, 1992�. Further in-
vestigations are currently underway to explore the possible
role of forward masking on the ability to make use of binau-
ral information in the dips of narrowband maskers.

Regardless of whether the NoS� data of Experiment 1
can ultimately be modeled in terms of correlation at thresh-
old, results of Experiment 2 suggest that the predominant
source of individual differences does not lie in differential
ability to resolve brief interaural correlation cues or in dif-
ferential sensitivity to IPD and ILD. Across the 12 listeners
who participated in both Experiments 1 and 2, correlations
between NoS� thresholds in the 500 Hz long condition and
those in the narrowband signal conditions associated with
steady interaural cues �ILD and IPD� were R=0.83. This is
comparable to the correlation of R=0.95 for the fluctuating-
cue RAN condition. Because the signal in the ILD condition
of Experiment 2 did not introduce interaural correlation cues
other than those at the signal onset and offset, this consis-
tency of individual differences may reflect a more basic as-
pect of binaural auditory processing. This is consistent with
the suggestion that there are good binaural listeners and poor
binaural listeners �Bernstein et al., 1998�, and that the factor
underlying performance is common to both IPD and ILD
�Koehnke et al., 1986�.

V. CONCLUSIONS

1. The MLD for a brief 500 Hz pure tone signal in a
50 Hz wide band of noise is larger if that signal is coincident
with a masker envelope dip as opposed to an envelope peak.
This result has been attributed to a dip advantage for utiliz-
ing the binaural cue in the NoS� condition. The dip/peak
difference is reversed at 2000 Hz, where there is a slight
peak advantage.

FIG. 7. Normalized correlation for a range of signal levels is plotted for the
first 25 masker+signal tokens used to predict thresholds. Data for the
500 Hz stimuli appear in the left column and those for 2000 Hz data in the
right; the top row shows results for the dip conditions, and the bottom for
the peak conditions.
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2. A similar pattern of individual differences in NoS�
thresholds was obtained for brief and for long duration tones,
as well as for 500 and 2000 Hz signal frequencies. This is
consistent with the idea that there are good binaural listeners
and poor binaural listeners.

3. Thresholds for detection of a narrowband signal asso-
ciated with nonfluctuating interaural phase or intensity dif-
ference cues demonstrated the same pattern of individual dif-
ferences as seen with pure tones �and fluctuating cues�. This
result suggests that temporal resolution is not a dominant
factor contributing to individual differences for an S� tone in
No narrowband noise.

4. Individual differences in criterion levels of interaural
correlation are consistent with 500 Hz NoS� thresholds for
pure tones presented coincident with masker dips and peaks.
The 2000 Hz pure tone data are less consistent with this
approach; a cue based on interaural correlation, at least as
computed here, is consistent with an elevation in NoS�
thresholds at 2000 Hz, but not with a significant release from
masking �MLD� and not with the peak advantage observed
empirically.
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1Previous work suggests that spectral cues do not play a significant role in
determining thresholds for the brief tonal signal in the paradigm used in
Experiment 1 �Buss et al., 2003�. While this is likely to also be the case for
the 50 Hz bandpass signal in Experiment 2, temporal specificity was not an
issue in this paradigm and 25 ms ramps were adopted as a conservative
measure to guard against the influence of spectral cues.

2Results were not very sensitive to the value of this exponent. Lopez-Poveda
et al. �2003� have reported different compressive functions at 500 and
2000 Hz—values of 0.23 and 0.28, respectively. Using these different ex-
ponents did not materially change the results reported.

3Filter parameters are those described by Bernstein and Trahiotis �1996�.
4This window was taken from Kollmeier and Gilkey �1990�. The mean of
the time constant measured in that study ��=25 ms� was adopted.
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Experiments explored how a distractor coming from a known location influences the localization of
a subsequent sound, both in a classroom and in an anechoic chamber. Listeners localized a target
click preceded by a distractor click coming from a location fixed throughout a run of trials �either
frontal or lateral�. The stimulus onset asynchrony �SOA� between distractor and target was relatively
long �25–400 ms�; control trials presented the target alone. The distractor induced bias and
variability in target localization responses even at the longest SOA, with the specific pattern of
effects differing between the two rooms. Furthermore, the presence of the distractor caused target
responses to be displaced away from the distractor location in that run, even on trials with no
distractor. This contextual bias built up anew in each run, over the course of minutes. The different
effects illustrate that �a� sound localization is a dynamic process that depends on both the context
and on the level of reverberation in the environment, and �b� interactions between sequential sound
sources occur on time scales from hundreds of milliseconds to as long as minutes. © 2007
Acoustical Society of America. �DOI: 10.1121/1.2390677�
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I. INTRODUCTION

Everyday settings typically contain multiple, uncorre-
lated sound sources coming from different locations. In order
to respond appropriately to events, listeners in such settings
often must estimate the locations of the sound sources. Even
in environments with only a single acoustic source, this task
is computationally demanding because the brain must com-
pute source location from the acoustic signals received at the
two ears. Multiple factors influence localization of single
sources, from the way in which sound propagates in the en-
vironment to the way in which information is processed by
the listener �see also Middlebrooks and Green, 1991�. Our
understanding of the factors that influence localization in
scenes with multiple sound sources is very limited.

Previous studies of how a simultaneous masker influ-
ences target localization show that perceived target location
can either be “attracted towards” or “repulsed away from”
the masker location, depending on the stimulus characteris-
tics and configuration �e.g., Butler and Naunton, 1962; Good
and Gilkey, 1996; Heller and Trahiotis, 1996; Braasch and
Hartung, 2002; Best et al., 2005�. However, two stimuli do
not have to overlap in time in order to interact perceptually.
For example, a stimulus that immediately precedes a target
can act as a masker that interferes with the detection of the
target �a phenomenon known as “forward masking,” see,
e.g., Kollmeier and Gilkey, 1990� or as an adaptor that intro-
duces biases in the perceived location of the target �Thurlow
and Jack, 1973; Kashino and Nishida, 1998; Duda et al.,
1999; Carlile et al., 2001; Phillips and Hall, 2005�.

In the “precedence effect,” a sound arriving shortly after
a preceding sound has little influence on perceived location,

to the point that listeners are even poor at detecting changes
in the spatial cues in the second sound �for a review, see
Litovsky et al., 1999�. This phenomenon is often invoked to
explain why listeners are able to localize sounds relatively
accurately in reverberant space �Hartmann and Rakerd,
1999�. The neural mechanism underlying the precedence ef-
fect is thought to suppress spatial information contained in
later-arriving sounds �“lag discrimination suppression”� as
well as reduce the likelihood of hearing later sounds as new,
discrete events �“echo suppression”�. Moreover, the prece-
dence effect builds up over time, such that the likelihood of
perceiving reflections as unique events decreases with repeti-
tion �Clifton and Freyman, 1997�. These effects have been
characterized experimentally by presenting pairs of “lead”
and “lag” stimuli in a simulated or real anechoic environ-
ment. In such conditions, echo suppression is observed for
lead-lag delays of up to 10 or 20 ms for impulsive sounds
�although the suppression can last up to 50–100 ms for on-
going sounds such as speech and music; Zurek, 1987�. Of
course, localization suppression of a second sound in a re-
verberant space may last longer than the suppression seen in
typical precedence effect studies, as the reverberant energy
from a preceding sound may help suppress localization cues
in the second sound as well as reduce the saliency of the
second sound onset �e.g., see Roberts et al., 2004�.

There are hints that spatial perception of a sound source
can be affected by another sound source even when the two
sources are separated considerably in time. For example, the
minimum audible angle �MAA� paradigm �Mills, 1958� in-
volves the sequential presentation of two stimuli in order to
measure the smallest detectable change in source angle from
one stimulus to the next �the MAA�. Several studies have
shown that the MAA depends on the stimulus onset asyn-
chrony �SOA� between the first and the second stimulus for
SOAs of up to 150 ms �see, e.g., Perrott and Pacheco, 1989;
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Strybel and Fujimoto, 2000�. Furthermore, two preliminary
studies of localization with a preceding auditory cue �Kopčo
et al., 2001; Kopčo and Shinn-Cunningham, 2002� showed
that the cue can have a complex effect on localization of a
subsequent target for temporal separations up to hundreds of
milliseconds.

Finally, several neurophysiological studies show that a
preceding stimulus modulates the neural response to a target
stimulus in a spatially dependent manner �Yin, 1994; Lito-
vsky and Yin, 1998; Fitzpatrick et al., 1999; Reale and
Brugge, 2000�. This modulation is observed for SOAs of
tens of milliseconds in the inferior colliculus and hundreds of
milliseconds in the auditory cortex, comparable to the time
scales observed in many psychophysical studies.

The goal of the current study was to begin to character-
ize long-lasting spatial interactions between successive
sound sources and the factors affecting these interactions.
The experiments measured how the perceived lateral angle of
a single-click target stimulus is influenced by an identical
stimulus presented before the target from a different azi-
muthal location. A large range of time scales was investi-
gated, with SOAs ranging from 25 to 400 ms. Several factors
are likely to influence performance on this task, acting across
different time scales �see Sec. IV A for more discussion�. For
example, relatively peripheral interactions are likely to con-
tribute with a strength that decreases with increasing SOA,
whereas more central factors may affect performance in
ways that depend more weakly on SOA �e.g., affecting the
strategy a listener employs in responding under different cir-
cumstances�.

Two experiments were performed: one in a small class-
room �Experiment 1� and the other in an anechoic chamber
�Experiment 2�. We attribute any differences in performance
across the experiments to the presence of reverberant energy,
either because of interference between the reverberant en-
ergy from the distractor and the direct sound energy from the
target �acoustic interactions� and/or because of the effect of
reverberant energy from the distractor on processing of the
location information from the target �neural interactions�.

II. GENERAL METHODS

A. Subjects

Seven subjects �three female and four male� participated
in Experiment 1. All subjects had normal hearing as con-
firmed by audiometric screening, with ages ranging from 23
to 32 years. Four listeners �one female and three male� had
prior experience in psychoacoustic experiments �including
authors NK and VB�. The four experienced listeners were the
only participants in Experiment 2.

B. Stimuli and setup

Distractor and target stimuli each consisted of a single
click �rectangular envelope of 2 ms duration� presented at
67 dB sound pressure level �SPL� �A-weighted maximum
rms value in a 2 ms running window at the location of the
listener’s head�. The measured spectrum in third-octave
bands was flat from 2 to 4 kHz, with a 6 dB per octave
roll-off outside the band. The stimuli were generated by a

PC-controlled Tucker Davis Technology System 3, amplified
by a Crown D-75A amplifier, and played by one of nine
matched Bose Acoustimass cube loudspeakers selected by a
serial-port-controlled eight-relay output module �KITSRUS
K108�. Analysis of recordings of the stimuli showed differ-
ences between loudspeakers of no more than 5 dB in any
third-octave band over 700–16,000 Hz. The stimulus onset
asynchrony �SOA� between the distractor and the target click
was set to 25, 50, 100, 200, or 400 ms.

A Polhemus FastTrak electromagnetic tracker was used
to measure the location of the listener’s head, the approxi-
mate location of the loudspeakers, and the listener’s re-
sponses. The listeners indicated the perceived direction of
the target source by pointing a stick with the Polhemus elec-
tromagnetic sensor attached at its end and pressing an at-
tached button. Note that the listeners were allowed to point
in any direction, including outside the range of target direc-
tions. Moreover, they were specifically instructed to point in
the perceived direction of the sound. However, given the
subjects’ familiarity with the experimental setup, they may
have limited their responses to fall within the actual speaker
range even if they perceived the target as outside of this
range.

The nine loudspeakers were equally spaced along a
quarter circle of diameter 1.2 m with the listener at the center
�Fig. 1�. The loudspeakers were fixed on stands 1.5 m above
the floor, approximately at the level of the listener’s ears. The
listener was seated on a chair that could be rotated so that
they faced the left-most or the right-most loudspeaker, with
the loudspeaker array either in their right or left frontal quad-
rant �respectively�. The left-most and right-most loudspeak-
ers were used only to present the distractor stimuli. The re-
maining seven loudspeakers were used to present target
stimuli. An additional loudspeaker directly behind the lis-
tener played instructions to the listener during the experi-
ment.

C. Listening environments

Experiment 1 was conducted in an empty, quiet rectan-
gular classroom measuring 3.4 m�3.6 m�2.9 m �h�, with a

FIG. 1. Diagram of the orientation and location of the listener and the
loudspeakers in the classroom used in Experiment 1. The same setup was
used in the anechoic chamber in Experiment 2 although the �acoustically
transparent� chamber walls were at different distances. In the figure the
listener is facing the left-most loudspeaker and the targets are on his/her
right. In half of runs, the listener was oriented to face the right-most loud-
speaker and the targets were on his/her left.
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small entrance space measuring 1.5 m�1.6 m�2.9 m. The
room was carpeted, with hard walls and acoustic tiles cover-
ing the ceiling. The reverberation times in octave bands cen-
tered at 500, 1000, 2000, and 4000 Hz were 613, 508, 512,
and 478 ms, respectively. The background acoustic noise
was at approximately 39 dB SPL �A-weighted�. As illus-
trated in Fig. 1, the loudspeaker array was set up in a corner
of the room with the left-most and the right-most loudspeak-
ers 30 cm from and facing away from the two nearest walls.
The listener was seated 1.5 m from these walls.

Experiment 2 was conducted in an anechoic chamber at
the Dept. of Psychology of the University of Massachusetts,
Amherst. The chamber measures 4.9 m�4.1 m�3.12 m
and its walls, floor, and ceiling are lined with 0.72 m foam
wedges. The subjects were seated near the center of the
chamber as illustrated in Fig. 1; the only difference in setup
from Experiment 1 was that there were no reflective walls.

D. Experimental procedure

Each experiment consisted of four 30 min blocks, sepa-
rated by breaks. Within each block, the listener performed
four runs, one for each combination of listener orientation
�facing the left- most or the right-most loudspeaker� and dis-
tractor location �from the left-most or the right-most loud-
speaker�. The order of the runs within each block was ran-
dom, and differed from subject to subject. Each run
contained 168 trials �seven �target loudspeaker locations� �
six �five SOAs + no distractor� � four �repeats��. Within
each run, one repeat of each of the six conditions �five SOAs
and the no-distractor control� was presented in random order
before any condition was repeated, so that each run logically
could be broken down into four subruns.

At the beginning of each run the subject was instructed
to rotate the chair to face the predetermined loudspeaker, sit
on the chair, and put his/her head on the headrest. After
calibration measurements �see below�, the listener was in-
structed to close his/her eyes and remain still for the remain-
der of the run. The listener was told which loudspeaker
would present the distractor in the run, and a sample stimulus
�a pair of clicks, one from the distractor loudspeaker and one
from one of the randomly selected target loudspeakers� was
presented before the experimental trials began.

A single trial consisted of a presentation of one stimulus,
followed by the listener’s response, after which there was a
constant delay �approximately 0.5 s� before the stimulus for
the next trial was presented. With this inter-trial delay, the
subject had no difficulty in reorienting from indicating the
previous location to preparing for the next stimulus. There
was no limit on how fast the subject had to respond, so the
pace of the experiment was controlled by the subject. On
average, a trial took 2–3 s and a run took 5–6 min.

Each stimulus contained one target click presented from
a randomly chosen target loudspeaker. In a majority of the
trials �five out of six, i.e., 83%�, a distractor click was also
presented before the target; on the rest of the trials there was
no distractor, but the target click was preceded by 400 ms of
silence in addition to the standard inter-trial pause �this ad-
ditional delay came about because the no-distractor stimulus

was derived from the 400 ms SOA distractor stimulus by
zeroing the distractor channel�. The listener did not know
a priori whether or not a given trial would contain a distrac-
tor, but could always tell whether one or two sources had
been presented. In addition, although listeners were not in-
structed about the timing of the stimuli explicitly, they rap-
idly learned that no-distractor trials began with a 400 ms
silence, which cued them to expect a target-only trial. After
each stimulus, the listener pointed in the perceived direction
of the target and pressed a button that caused the response to
be recorded and the next trial to be initiated.

In Experiment 1 the subjects performed 1–2 blocks per
day. In Experiment 2 the subjects performed the whole ex-
periment in one day. In both experiments, the blocks were
interleaved with blocks of another similar study; however, in
each case there was at least 1 h of rest between consecutive
blocks.

At the beginning and end of every run, subjects cali-
brated the electromagnetic tracker’s coordinate system. With
his/her eyes open, the subject was asked to point the electro-
magnetic pointer at the center of the two distractor loud-
speakers and at the middle target loudspeaker. He/she was
then asked to establish the location of the head by pointing at
�in this order� his/her left ear, right ear, and nose. Because
subjects actively and frequently performed this calibration,
they were highly familiar with the layout of the loudspeak-
ers.

At the beginning of Experiment 1, the experimental pro-
cedure was described to the listeners. In particular, the lis-
teners were instructed to try to ignore the distractor, that the
distractor and no-distractor trials would be interleaved within
a run, and that they should point in the perceived direction of
the target, regardless of what they knew about the experi-
mental setup and the possible speaker locations. In addition,
the purpose of the calibration measurements was explained
and it was stressed that the listeners should not move their
heads or open their eyes during a run �i.e., between the initial
and final calibration measurement�. After receiving these in-
structions, the listeners performed a brief practice session
consisting of at least two runs.

E. Data analysis

All subject responses, recorded by the tracker in the
form of Cartesian coordinates, were first projected into the
plane defined by the recorded location of the three loud-
speakers and the center of the listener’s head. These recorded
locations were determined by averaging the calibration mea-
surements taken at the beginning and the end of each run.
The lateral angle between the response direction and straight
ahead �with respect to the center of the head� was calculated
and stored as the response angle. Analysis showed negligible
left-right differences, so the data measured with the subjects
facing the right-most loudspeaker were mirror flipped and
combined with the data measured when the subjects faced
the left-most loudspeaker. This reduced the four spatial con-
figurations to two: one with a frontal distractor and one with
a lateral distractor. For each subject, 32 responses were col-
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lected in total for each combination of configuration �frontal
vs lateral distractor�, SOA �five SOAs + no distractor�, and
target lateral angle �seven lateral angles�.

III. RESULTS

A. Experiment 1: Classroom

The top two panels of Fig. 2 show the across-subject
mean and standard error in the perceived target location as a
function of the actual source lateral angle for frontal �panel
A� and lateral �panel B� distractors �the bottom two panels
show results for Experiment 2, discussed in Sec. III B�. The
asterisks in both panels show the actual lateral angles of the
target loudspeakers. The radial solid lines connected to each
asterisk �target location� show the average response angles
for the different stimulus conditions. Each crossing of a ra-
dial line with a line segment shows a mean response angle,
with the length of the segment showing the standard error in
the mean response for a given target lateral angle and SOA.
The outermost data points �filled circles� represent the
control-trial responses with no distractor, followed by the
responses obtained with an SOA of 400 ms. Further de-
creases in the radial distance correspond to gradually smaller
SOAs, with the 25 ms SOA shown by the innermost ring of
data. A dashed radial line starting at the no-distractor re-
sponse location �filled circles� is shown to allow the effect of
the distractor on the perceived target lateral angle to be easily
assessed.

1. Contextual bias

One large effect evident in Fig. 2�A� is that for blocks
involving the frontal distractor, localization responses are bi-
ased towards the side, shown by a clockwise displacement of
all judgments �even on trials where the distractor is not
present; compare asterisk locations to all mean response
angles�. For blocks involving the lateral distractor, the most
lateral targets are biased towards the midline, while more
frontal targets show a slight opposite bias, towards the side
�Fig. 2�B�; compare asterisks and filled circles�. Overall, a
consistent response bias is evident: responses are more lat-
eral for the frontal distractor than for the lateral distractor.
These biases are caused by the ensemble of trials presented
in a given experimental run, not by the immediately preced-
ing distractor, because they occur for all trials, including the
no-distractor control trials. Note that there were no control
runs made up entirely of control trials, so we cannot directly
determine exactly what response bias is caused by the dis-
tractor presented in a particular run. However, we can di-
rectly compare the bias observed for trials in frontal- and
lateral-distractor runs to assess the change in bias caused by
changing the distractor location from frontal to lateral in dif-
ferent runs.

To quantify this context effect, we computed the differ-
ence in responses for the same target location and SOA for
both frontal- and lateral-distractor runs. For each subject and
target direction, the mean response in the lateral-distractor
runs was subtracted from the mean response for the frontal-
distractor runs. These results are shown in Fig. 3, averaged

FIG. 2. Mean localization responses in the classroom �A, B� and the anechoic room �C, D�. Each panel shows the across-subject mean and standard error in
perceived target lateral angle as a function of actual target lateral angle for different SOAs, as well as in the no-distractor condition. A, C� Frontal distractor.
B, D� Lateral distractor.
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across subjects. Panel A shows the overall magnitude of the
change in response bias for the no-distractor control trials as
a function of target laterality. Panel B shows the magnitude
of the effect for the no-distractor trials as a function of time
within a run, collapsed across target location. Panel C shows
the magnitude of the effect for the distractor trials, collapsed
across SOA and target location, as a function of time within
a run. The solid thick lines in Fig. 3 plot the across-subject
mean effect for the seven subjects who completed Experi-
ment 1. The solid thin lines show the results in Experiment 1
averaged over the subset of four subjects who performed
both Experiment 1 and Experiment 2. The dashed line shows
the same results �for the same four common subjects� for
Experiment 2 �these results are discussed below, in Sec.
III B�. Error bars in each panel show the within-subject stan-
dard error of the across-subject mean.1

In general, Fig. 3 shows that the four subjects who per-
formed both Experiment 1 and Experiment 2 show the same
pattern of results in Experiment 1 as the larger subject popu-
lation �compare thick and thin lines in each panel�.

Figure 3�A� quantifies the influence of the distractor on
the no-distractor trials as the difference in the mean response
on no-distractor trials for frontal- and lateral-distractor runs.
For all target angles this difference is positive �thick and thin
solid lines in Fig. 3�A��. In other words, distractors cause
response bias within a run such that the no-distractor control
trial responses are relatively closer to the median plane when
the distractor is to the side and relatively farther from the
median plane when the distractor is in front. Computed as
the difference between the response bias in the lateral- and
frontal-distractor runs, the contextual bias is roughly inde-
pendent of target laterality �i.e., the solid lines in Fig. 3�A�
are relatively flat�.

Because the experimental runs with the frontal and lat-
eral distractors were interleaved, any contextual shift caused
by the distractors had to develop anew in each experimental
run. Each run consisted of 168 trials: four repeats of each
combination of target lateral angle and SOA condition. Trials

within a run were ordered in subruns, such that all combina-
tions of target angle and SOA were presented once before
any were repeated. Thus, in each run, exactly four full sets of
no-distractor responses �one for each of the seven target lo-
cations� were measured, one in each subrun. Because there
was no large effect of target lateral angle on the contextual
bias in the no-distractor responses �see Fig. 3�A��, data were
combined across the target angle for each subject to estimate
the contextual effect as a function of subrun.

Figure 3�B� shows the across-subject mean in the con-
textual difference as a function of subrun. In general, the
contextual effect increased with subrun. Averaged across all
seven subjects, the contextual effect grew from roughly 4 to
8° across the four subruns �solid thick line; one-way repeated
measures analysis of variance �ANOVA�: F3,18=7.64, p
�0.005�. The buildup was also significant when considering
only the four subjects who also completed Experiment 2
�solid thin line; one-way repeated-measures ANOVA: F3,9

=17.52, p�0.0005�. Given that one experimental run took
approximately 5 min, this result shows that the context effect
built up over the course of minutes, orders of magnitude
longer than the millisecond time scale of primary interest in
this study.

Figure 3�C� plots the contextual bias within each subrun
for the distractor trials �collapsed across SOA and target
angle� to see if this buildup was general. Although the aver-
age contextual bias for the distractor trials is smaller than for
the no-distractor trials, the contextual bias builds up over
subruns in a way that is similar to that seen in the no-
distractor trials �compare the solid thick and thin lines in
Figs. 3�B� and 3�C�; the difference in the change in contex-
tual bias over time is roughly 2° or less across all subruns�.
The increase in contextual bias with subrun for the distractor
trials is significant both for the full set of seven subjects
�solid thick line; one-way repeated-measures ANOVA:
F3,18=4.05, p�0.05� and for the subset of four subjects who
also performed Experiment 2 �solid thin line; one-way
repeated-measures ANOVA: F3,9=9.95, p�0.005�.

Taken together, these results show that there is an unex-
pected effect of the distractor on localization of the target
that builds up over time for both control and distractor trials.
This suggests that, in the absence of any measurements of
localization in blocks without any distractors, the most ap-
propriate controls for judging the effect of an immediate dis-
tractor are the responses to the control trials within a block.

2. Effect of distractor on mean responses

Figures 2�A� and 2�B� show that the distractor causes
different biases at different SOAs. However, inter-subject
differences are large, as indicated by the standard errors in
the means. Some of this inter-subject variability may be due
to individual differences in the average response biases
present across all trials in a run �including the no-distractor
control trials�. Therefore, differences between the responses
for targets preceded by distractors and responses in the no-
distractor control trials were computed for each subject indi-
vidually �for each run�. Having established that both control
and distractor trials are similarly affected by the built-up

FIG. 3. Contextual effects observed in the no-distractor trials �A, B� and in
the distractor trials �C�. Performance for all seven subjects from Experiment
1 is shown by thick solid lines, for a subset of four subjects by thin solid
lines, and for Experiment 2 by dashed lines. The statistic plotted in each
panel is the across-subject mean and within-subject standard error1 in the: A�
difference between the perceived target location in the context of frontal vs
lateral distractor as a function of target lateral angle; B� across-lateral-angle
average difference in responses as a function of subrun within experimental
run; C� across-lateral angle and across-SOA average difference in responses
in trials with distractor as a function of the subrun number within experi-
mental run.
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contextual bias, these differences show the effects of the im-
mediately preceding distractor on performance.

Figure 4 shows the within-subject change in localization
response due to the presence of the distractor, averaged
across subjects �error bars show the standard error in this
within-subject difference�. Positive values in Fig. 4 corre-
spond to bias towards midline; negative values represent a
bias to the side. The solid thick lines in Fig. 4 show results
for the full set of seven subjects in Experiment 1. The solid
thin lines show results for the subset of subjects who com-
pleted both experiments. Finally, the dashed line shows re-
sults for the same four subjects in Experiment 2 �discussed in
Sec. III B�.

As seen by the smaller size of the standard errors in Fig.
4 compared to Fig. 2, the effects of the distractor are much
more consistent across subjects when computed relative to
each subject’s individual no-distractor response. In general,
results for the full set of seven subjects who performed Ex-
periment 1 are very similar to results for the subset of four
subjects common to both experiments �compare solid thick
and thin lines in Fig. 4�, although the magnitude of some of
the biases is smaller for the subset of four subjects �e.g., the
thin solid lines tend to fall above the thick solid lines in the
left edges of the left-most panel of Fig. 4�B��.

Several effects of the distractor on target localization can
be observed in the reverberant classroom:

• For frontal targets, the lateral distractor causes a bias to-
wards the side, an effect that decreases with increasing
SOA. For instance, for an SOA of 25 ms �left-most panel
of Fig. 4�B��, the left edge of the solid line shows a bias
that is 12° on average; however, this effect is not present
for an SOA of 400 ms �the right-most panel in Fig. 4�B��.

• Both the frontal and the lateral distractors cause targets
located at intermediate source angles �near 45°� to be lo-
calized closer to the distractor. The average size of this
effect is as large as 6° and decreases with increasing SOA.
For instance, in the solid lines in Fig. 4�A�, response bias
is positive for intermediate target lateral angles at SOAs of
25 and 50 ms, but is negligible for an SOA of 400 ms.

Similarly, in Fig. 4�B� there is a negative dip in the re-
sponse bias for intermediate lateral angles that decreases
with increasing SOA.

• The lateral distractor causes a bias in the localization of
nearby targets towards the midline, an effect that is inde-
pendent of the SOA. In Fig. 4�B�, the right edge of each
solid line is positive, falling at around 5°.

3. Standard deviation in responses

For each subject, the standard deviation in the responses
was computed for each combination of target lateral angle,
SOA �including the no-distractor condition�, and distractor
location. These standard deviations were subjected to a
three-way repeated-measures ANOVA with factors of SOA,
distractor angle, and target angle. For the full set of seven
subjects, this analysis found a significant interaction between
SOA and target location �F30,180=1.63, p�0.05� as well as a
significant main effect of SOA �F5,20=26.16, p�0.0001�.
For the subset of four subjects who completed both experi-
ments, the same ANOVA found a significant three-way inter-
action between SOA, distractor location, and target location
�F30,90=1.59, p�0.05� and a significant main effect of SOA
�F5,15=18.40, p�0.0001�. All other interactions and main
effects were not significant. This analysis suggests that re-
sponse variability changes with SOA in a manner that de-
pends upon distractor location and target location.

Figure 5 shows the across-subject means in the standard
deviations as a function of target laterality for two SOAs �the
shortest SOA of 25 ms and an intermediate SOA of 100 ms,
shown by triangles and squares, respectively� and for the no
distractor condition �shown by circles�. Data for the other
SOAs are left out to improve the figure legibility, but fol-
lowed the trends illustrated by the data included in the figure.
The error bars in Fig. 5 represent the within-subject standard
errors of the means.1 Panels A and B show the data from
Experiment 1 for the frontal and lateral distractors, respec-
tively. Data for all seven subjects are shown in the upper
portion of panels A and B; data for the subset of four subjects

FIG. 4. Effect of the distractor on the perceived target
lateral angle in the classroom and the anechoic room.
Plotted is the across-subject mean and standard error in
the difference between the perceived lateral angle with
the distractor vs without the distractor. Each panel
shows results for a different SOA. A� Frontal distractor.
B� Lateral distractor.
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who completed both experiments are in the lower portion.
Panels C and D show the data from Experiment 2, discussed
in Sec. III B.

Overall, the average variability in subject responses was
larger for the full set of seven subjects than the subset of four
subjects who completed both experiments �data in upper por-
tion of panels A and B are above the corresponding data in
the lower portion�. However, all other patterns are similar for
the two subject groups. In Experiment 1 �panels A and B�,
variability is larger with a lateral distractor than with a fron-
tal distractor �data in Fig. 5�A� fall below the corresponding
data in Fig. 5�B��. For both distractor positions, response
variability is greatest at the shortest SOA and smallest when
there is no distractor present �within Figs. 5�A� and 5�B�,
triangles fall above squares, which are above circles�. The
effect of SOA on response variability tends to be larger for
the lateral distractor than for the frontal distractor �compare
Figs. 5�A� and 5�B��. This difference did not reach statistical
significance with the full set of subjects �i.e., neither the
main effect of distractor location nor any of the interactions
including distractor location reached significance�, but the
significant three-way interaction for the subset of four sub-
jects supports this conclusion. For a frontal distractor, vari-
ability is essentially independent of target laterality �in Fig.
5�A�, results are essentially flat�. For a lateral distractor, vari-
ability is large and does not show any clear trend as a func-
tion of target laterality at the shortest SOA �triangles in Fig.
5�B��; however, at longer SOAs and in the absence of a
distractor, variability tends to increase with increasing source
laterality.

B. Experiment 2: Anechoic environment

The bottom two panels of Fig. 2 show the results of
Experiment 2 in a format identical to the top two panels. As
in Experiment 1, when the distractor is in front there is a
consistent clockwise displacement of all the judgments rela-

tive to the true loudspeaker angle, when the distractor is in
front �Fig. 2�C��. The lateral distractor causes a weaker, op-
posite bias relative to the true target location �Fig. 2�D��, but,
as in Experiment 1, this effect is evident only for the target
angles near the distractor.

1. Contextual bias

To quantify the context effect, we computed the differ-
ence in mean responses on no-distractor control trials be-
tween frontal- and lateral-distractor runs as in Experiment 1.
Mean differences are shown in Fig. 3�A� �dashed lines; error
bars show the within-subject standard error of the across-
subject mean1�. As in the classroom, this difference is posi-
tive at all target lateralities and roughly independent of target
laterality. The context effect tended to be slightly greater in
anechoic space than in the classroom �in Fig. 3�A�, the
dashed line is above the solid and the thin lines�, although
this difference did not reach statistical significance.

The dashed line in Fig. 3�B� shows the across-subject
mean in the contextual difference as a function of the subrun
in Experiment 2. As in Experiment 1, the contextual bias
built up over the four subruns, growing from roughly 6 to 9°
�one-way ANOVA with subrun as the factor; F3,9=5.15,
p�0.05�.

Distractor trials were analyzed to see if the contextual
bias is general �dashed lines in Fig. 3�C��. As a function of
subrun, the contextual bias for the distractor trials in the
anechoic room was relatively flat �consistent with this, there
was no statistically significant effect of subrun on the con-
textual bias; F3,9=1.59, p=0.26�. Despite this, the average
contextual bias observed across all SOAs and target angles is
nearly as large for distractor trials as it is for the no-distractor
trials in Experiment 2 �a two-way repeated-measures
ANOVA with factors of subrun and distractor presence/
absence found no significant interaction; F3,9=3.05,
p=0.08�. This suggests that, as in Experiment 1, localization

FIG. 5. Standard deviations in listeners’ responses in
the classroom �Exp 1, panels A and B� and the anechoic
room �Exp 2; panels C and D� as a function of the target
laterality for two example SOAs and the no-distractor
condition �results for other SOAs follow the same
trends, and are left off for visual clarity�. The across-
subject means in the standard deviations are shown �er-
ror bars show within-subject standard error of the
mean�. A, C� Frontal distractor. B, D� Lateral distractor.
Upper portion of panels A and B: all seven subjects.
Lower portion: four subjects who participated in both
experiments.
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of the no-distractor targets within the runs provides a control
for assessing the effect of the immediately preceding distrac-
tor on target localization.

2. Effect of distractor on mean responses

As in Experiment 1, data were individually normalized
by the no-distractor responses and re-plotted �dashed lines in
Fig. 4�.

Comparing anechoic and classroom results shows:

• The large lateral bias of frontal targets caused by the lateral
distractor in the classroom was much smaller in the
anechoic room �compare the left-most edges of the dashed
lines to the solid thick and thin lines in Fig. 4�B��.

• Consistent with the classroom data, both the frontal �Fig.
4�A�� and the lateral �Fig. 4�B�� distractors biased localiza-
tion of targets from intermediate lateral angles towards the
location of the distractor. This effect is similar in magni-
tude in anechoic space and in the classroom and decreases
with increasing SOA. For instance, the dashed-line peaks
in the plots in Fig. 4�A� and the dashed-line troughs in Fig.
4�B� are comparable to the solid thick- and thin-line results
for targets near 45°.

• As in the classroom, the lateral distractor induced a bias of
nearby targets of about 5° towards the midline, indepen-
dent of SOA. Specifically, both dashed and solid lines in
all the panels of Fig. 4�B� are positive at their right edges
�i.e., for the target at 79°�.

3. Standard deviation in responses

For Experiment 2, standard deviations were computed in
the same way as in Experiment 1. Panels C and D in Fig. 5
show the across-subject means in the standard deviations as a
function of the target laterality in a format similar to panels
A and B. Overall, response variability in anechoic space is
smaller than in the classroom �results in panel C fall below
those in panel A, and those in panel D fall below those in
panel B�. In anechoic space, unlike in the classroom, re-
sponse variability is essentially the same for frontal and lat-
eral distractors �compare results in Figs. 5�C� and 5�D��.
Similar to what was seen in the classroom, response variabil-
ity tends to decrease with increasing SOA �triangles tend to
be highest and circles tend to be lowest within each panel�,
although the effect of SOA is smaller than in the classroom.
In Experiment 2, there is a monotonic increase in response
variability with increasing target laterality, an effect that is
independent of distractor location or SOA �all lines increase
from left to right in Figs. 5�C� and 5�D��. Supporting these
conclusions, a three-way repeated-measures ANOVA with
factors of SOA, target laterality, and distractor location found
statistically significant main effects of SOA �F5,15=4.13,
p�0.05� and target laterality �F6,18=7.46, p�0.001�, but no
other significant effects or interactions.

IV. DISCUSSION

A. Stages of auditory spatial processing

In trying to understand the effects of a preceding distrac-
tor on localization, it is useful to first outline various stages

of auditory processing at which the presence of the distractor
could affect the spatial representation of the target.

For sounds that overlap in time, adding before they enter
the ear, simple acoustic interactions between distractor and
target stimuli may impact the ability to compute target loca-
tion. Similarly, even if they do not overlap acoustically, when
two sounds occur sufficiently close in time �e.g., within 1 or
2 ms of one another�, the responses they elicit in the cochlea
will overlap and interfere with one another, directly affecting
what target spatial information can be extracted �Tollin,
1998; Hartung and Trahiotis, 2001�.

Over slightly longer time scales, there may be temporal
interactions �e.g., interactions between excitation and inhibi-
tion� within the neural structures that extract spatial param-
eters from the signals at the two ears, such as the brainstem
structures that are known to be sensitive to interaural time
and level differences. Such interactions �e.g., at the level of
the inferior colliculus� are hypothesized to underlie the pre-
cedence effect; for instance, a strong onset may cause a sub-
sequent suppression of spatial cues �Yin, 1994; Litovsky and
Yin, 1998; Fitzpatrick et al., 1999; Reale and Brugge, 2000;
Litovsky and Delgutte, 2002; Dizon and Colburn, 2006�.
Such mechanisms undoubtedly influence localization in situ-
ations involving sequences of stimuli such as those in the
present study, especially in the classroom, where reverberant
energy persists through the nominal time delay between the
distractor and the target stimulus.

Although there is some debate about the nature of the
neural representation of exocentric space formed by integrat-
ing the different spatial cues �e.g., Carlile et al., 2001;
Stecker et al., 2005� it has often been assumed that dynamic
interactions within such a representation can explain spatial
interactions between stimuli �Thurlow and Jack, 1973;
Kashino and Nishida, 1998; Duda et al., 1999; Carlile et al.,
2001; Phillips and Hall, 2005�. In particular, adaptation after
effects are assumed to arise because a repeated stimulus
causes long-lasting changes in neural responses that cause a
perceptual warping of auditory space �Kashino and Nishida,
1998; Carlile et al., 2001�.

Finally, a preceding distractor may influence sound lo-
calization at a cognitive level. For example, a distractor may
alter the distribution of spatial attention, causing changes in
spatial perception, and/or influence the strategy adopted by a
listener when judging the location of the target, causing
changes in response patterns.

Although the various effects observed in the current ex-
periment cannot be attributed to any particular processing
stage with certainty, below we consider the processing levels
most likely to be involved in the various phenomena we
observed.

B. Standard deviation effects

Overall, response variability was larger in the classroom
than in anechoic space, especially for lateral distractors and
short SOAs �Fig. 5�. It is possible that this effect was simply
related to the presence of direct and reverberant energy from
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the distractor and/or the target. For example, this energy may
have added to the acoustic variability in the spatial cues for
target location.

Binaural recordings from a KEMAR manikin in the
classroom were taken using the stimuli presented to the lis-
teners �see Appendix for details�. These recordings con-
firmed that at short SOAs, reverberant energy from the dis-
tractor was present at the onset of the target. Acoustic
analysis was performed to examine whether the effect this
overlap has on the target spatial cues is consistent with the
observed behavior. The analysis showed that the height of
the running interaural cross-correlation peak decreases with
decreasing SOA �see also Shinn-Cunningham et al., 2005�.
Such a reduction in interaural correlation is associated with
an increase in the width or blurring of the perceived location
of a source �Blauert, 1997; de Vries et al., 2001�. Similarly,
the reverberant energy of the distractor also tended to reduce
the magnitude of interaural level differences �ILDs� at the
onset of the target, causing the ILDs to be somewhat incon-
sistent with the interaural time differences �ITD� cues.

Both of these effects �a reduction in interaural correla-
tion strength and alteration of the mean ILDs in the stimuli�
may have caused the target location to be more diffuse and
more difficult to localize. Thus, acoustic interactions be-
tween reflected energy from the distractor and direct energy
of the target may at least partially account for the increase in
response variability for sources in the classroom compared to
in anechoic space. In addition, there was some, albeit weak,
background noise present in the classroom that was not
present in the anechoic chamber. Given that the response
variability to the control trials is also greater in the classroom
than in the anechoic setting, this noise may have further re-
duced the reliability of the spatial cues in the room and in-
creased the response variability.

A precedence-effect-like suppression of spatial informa-
tion in sounds following an abrupt onset or preceding sound
may also contribute to the larger response variability in the
classroom compared to in anechoic space. Although most
precedence studies talk about mechanisms that operate only
up to about 10 ms, suppression lasts longer for ongoing
stimuli such as speech or music. Indeed, reflections from the
distractor may directly suppress later-arriving sound location
cues �e.g., in the onset of the target sound�, or may effec-
tively extend the suppression initiated by the distractor onset
�see also Roberts et al., 2004�. All of these observations sug-
gest that at least some portion of the greater response vari-
ability observed in the classroom compared to in anechoic
space may be caused by a neural mechanism invoked by
ongoing acoustic energy occurring just before the onset of
the target �in this case, the reflected energy of the distractor�.

It is worth noting, however, that neither the acoustic
analysis nor consideration of precedence-like suppression
can explain certain details of the response variability data.
For example, neither explanation can account for why, in the
classroom, response variability is larger for lateral distractors
than for frontal distractors.

C. Biases

The most prominent effect of the distractor in these ex-
periments was that in the classroom, the lateral distractor
biased the perceived location of frontal targets towards the
side at short SOAs. Given that this effect is much weaker in
anechoic space, one parsimonious explanation for this bias is
that the lateral distractor and its reflections interacted acous-
tically with the target. However, analysis of the spatial cues
in the total signal reaching the listener at the target onset �see
Appendix� did not reveal any biases in the interaural param-
eters that would predict the observed shift in perceived lat-
eral position towards more lateral positions. In particular,
there is no consistent bias in the ITD value corresponding to
the peak in the interaural cross-correlation function at the
target onset. While ILD cues do show a systematic bias, this
bias is in the wrong direction to explain the observed behav-
ioral bias. The magnitude of the ILDs in the acoustic signals
is reduced by reverberant energy, an effect that, if anything,
should result in perceived target positions being biased to-
wards, not away from, the median plane.

It may be that the localization bias of frontal targets by a
lateral distractor is related to the variability in the subject
responses, discussed above. Specifically, the listeners might
be biased to respond towards the middle of the response
range whenever they are uncertain about the target location.
Indeed, response variability is greatest for lateral distractors
in the classroom, particularly when the SOA is short �e.g.,
see triangles plotted in the left edge of Fig. 5�B�, compared
to all other results in Fig. 5�, the very conditions that produce
the greatest response bias �Fig. 4�B�, left edges of the first
and second panels�. This correspondence suggests that listen-
ers are simply uncertain about the target location when a
lateral distractor precedes targets near the median plane in
the classroom, causing them to guess the target location,
which, in turn, causes a bias towards the side. Because this
effect depends strongly on SOA �disappearing at long
SOAs�, it is likely caused by a reduction in sensitivity to
target spatial information due to distractor energy, either due
to added noise in the representation of target spatial informa-
tion �e.g., from acoustic interference� or a reduced response
to the target cues �e.g., neural suppression of target spatial
information, as in the precedence effect�.

In both experiments, perceived location of targets lo-
cated near 45° is biased towards the distractor location,
whether the distractor is frontal or lateral �peaks in Fig. 4�A�
and dips in Fig. 4�B��. This effect decreases with increasing
SOA �i.e., decreases when going from left to right in Figs.
4�A� and 4�B��, which suggests that it is also caused by
relatively low-level effects related to the dynamics in the
representation of auditory spatial cues.

Biases in spatial representation have been observed pre-
viously in behavioral experiments, both in the face of adap-
tation to a repeated preceding sound �Kashino and Nishida,
1998; Carlile et al., 2001� and in situations involving con-
current stimuli �Best et al., 2005�. However, these previous
studies generally found that perceived target locations were
biased away from rather than towards the distractor location.
It is possible that since the distractor and target are identical
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in the current experiments, they are more likely to be per-
ceived as coming from the same sound source—a source
whose perceived location depends on integrating spatial in-
formation from both the target and the distractor.2 Further
experiments should test whether stimuli from different direc-
tions are more likely to be perceived at some intermediate,
integrated location when they are perceptually similar.

Another factor that may play a role in the localization
bias of sources at intermediate locations is exogenous allo-
cation of spatial attention, or “orienting” �Spence and Driver,
1994�. In particular, the distractor may cause an involuntary
shift of spatial attention toward its location, causing subse-
quent targets from other regions of space to be localized less
reliably. Such an explanation is also supported by the obser-
vation that the biases were reduced at larger SOAs, where
there is sufficient time to disengage attention from the dis-
tractor and reorient attention toward the target.

The lateral distractor causes a strong medial bias in re-
sponses to nearby targets �shown by the peaks for the far
right target positions in the graphs and panels of Fig. 4�B��.
However, in contrast with all of the effects discussed above,
this effect is essentially independent of SOA for the values
used in this study and occurs in both the classroom and the
anechoic room. Such a lack of dependence on the details of
the stimulus attributes �e.g., SOA, the level of reverberation
in the environment� suggests that the nature of this bias is
very different from the biases already considered. In particu-
lar, such an effect is unlikely to be caused by low-level in-
teractions, which should become weaker with increasing
SOA and should be affected by the level of reverberant en-
ergy in the environment. Instead, it is likely that this effect is
caused by a more central mechanism, such as a change in the
response strategy employed by the listener. For instance, for
lateral targets �where localization is relatively poor�, subjects
may use the distractor as a perceptual “anchor,” judging tar-
get location relative to the distractor location rather than in
absolute coordinates �Hartmann and Rakerd, 1989; Litovsky
and Macmillan, 1994; Recanzone et al., 1998�. Such a strat-
egy may have caused subjects to overestimate the separation
between the target and distractor, resulting in the observed
bias. Although there was no corresponding bias for frontal
targets in the frontal-distractor runs, employing relative judg-
ments may not be an efficient strategy for localizing sources
near the medial plane, where spatial auditory resolution can
be an order of magnitude better than for sources to the side
�Mills, 1958�. The idea that subjects may alter their response
strategy based on specific knowledge about the possible
stimulus locations has been explored in several previous ex-
periments, and substantial effects on localization response
patterns were observed �Perrett and Noble, 1995�.

Another important finding in this study was that the lis-
teners’ responses changed during the course of the experi-
mental runs in a way that depended on the location of the
distractor presented in that run. The resulting contextual bias
caused responses to consistently be displaced away from the
distractor location. To our knowledge, this is the first ex-
ample of short-term �on the scale of minutes� spatial auditory
plasticity induced without either visual feedback �Jack and
Thurlow, 1973; Warren et al., 1981; Recanzone, 1998� or a

near-continuous exposure to a constant �adapting� auditory
stimulus �Thurlow and Jack, 1973; Kashino and Nishida,
1998; Carlile et al., 2001�. This effect may be either bottom
up, driven purely by the statistical distribution of the stimuli
heard within a run �45% of which were coming from the
distractor location�, or top down, driven by the listener’s
knowledge of the distractor location and attempts to direct
spatial attention away from it.3

Finally, it is important to note that although several po-
tential accounts for the localization biases observed have
been explored above, there may be other possibilities. Impor-
tantly, however, given the large differences in how the vari-
ous effects varied with attributes such as SOA and environ-
ment, it is clear that no one mechanism can explain all of the
effects observed.

V. SUMMARY AND CONCLUSIONS

Localization of a target click was affected by the pres-
ence of a preceding click in a number of different ways, over
SOAs much larger than are typically thought to cause inter-
stimulus interactions. Given the complex pattern of observed
effects, several forms of distractor-target interaction, operat-
ing at different stages in the spatial auditory processing path-
way, likely contribute to how a target is localized in runs
containing distractors:

• In the reverberant classroom �but not in anechoic space�,
response variability and response bias are larger when
sources are near the median plane and preceded by a lat-
eral distractor �as opposed to the frontal distractor�. This
effect is particularly strong at short SOAs �up to 100 ms�.
The observed reduction in localization accuracy and reli-
ability suggests that, under these conditions, listeners can-
not access spatial information in the target. This effect is
likely caused by some combination of acoustic interference
between distractor and target and ongoing neural suppres-
sion of later-arriving target location information by the
preceding distractor and its subsequent reflections.

• Perceived locations of targets at intermediate angles are
biased towards the distractor in both environments, an ef-
fect that disappears with increasing SOA. This effect ap-
pears to be the result of interactions in the neural represen-
tation of space or of exogenous orienting caused by the
distractor.

• The lateral distractor repulses nearby sources in both envi-
ronments, independent of SOA. This effect is likely more
central, e.g., from listeners adopting a “relative” rather
than “absolute” localization strategy.

• A contextual bias occurs both in trials with and without a
distractor, causing a shift in the perceived locations of the
targets in the frontal-distractor runs compared to the lateral
distractor runs. This bias is consistently away from the
distractor position in the run and builds up over the course
of minutes. The contextual bias may be caused by either
bottom-up or top-down factors.
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APPENDIX: ACOUSTIC ANALYSIS OF REVERBERANT
STIMULI

Binaural recordings of several stimulus pairs used in the
behavioral experiments in the classroom were obtained using
a KEMAR manikin. A manikin with microphones fit in its
ear canals �Etymotic Research ER 11 attached to a DB-100
Zwislocki Coupler� was placed on the chair in the center of
the loudspeaker setup with its ears at approximately the level
of the human subjects’ ears. Signals from distractor/target
pairs were recorded and digitized using a SR785 Dynamic
Signal Analyzer. The digitized signals were then transferred
to a PC for analysis. Four distractor/target stimulus pairs
were chosen �distractor 0°/target 11°, distractor 0°/target
79°, distractor 90°/target 11°, and distractor 90°/target 79°�,
representing two distractor locations and targets both near to
and far from the distractor positions. Recordings were made
for SOAs of 25 and 400 ms, while results for other SOAs
�50, 100, and 250 ms� were simulated from the 400 ms re-
cording by shifting the target portion of the recording appro-
priately in time.

The recordings were analyzed to examine any consistent
effects of the distractor �and its reflections� on the interaural
parameters �interaural level differences or ILDs, interaural
time differences or ITDs, and interaural coherence� present
during the onset of the direct sound from the target.

ILD values were estimated by taking a 20 ms window,
starting at the onset of the target click, and calculating the
overall intensity difference in dB between the left and right
ear signals using the formula ILD=20� �log10rmsright ear

− log10rmsleft ear�. The onset of the target click was estimated
from the recording by finding the first sample at which the
signal passed a threshold �set by eye to be just above the
level of the reverberant tail of the distractor�. Panel A of Fig.
6 shows that the ILD is approximately 3 dB for targets lo-
cated at 11° and ranged between 4 and 8 dB for targets lo-
cated at 79°. The distractor reduced this ILD in an SOA-
dependent matter in three out of the four spatial
configurations �i.e., the ILD magnitude was smallest at the
shortest SOAs�.

The most prominent localization bias caused by a pre-
ceding distractor was an attraction of frontal targets by the
lateral distractor for short SOAs in the classroom �solid lines
in Fig. 4�B��. Analysis shows that the ILD is smaller for this
configuration than ILD observed at longer SOAs �see the
open triangle in panel A that is marked by the arrow�. If
anything, such a decrease in ILD magnitude predicts a local-
ization bias towards the median plane, opposite the observed
behavioral bias. Thus, the large lateral bias of frontal targets
in the presence of a lateral distractor cannot be explained by
distractor-induced changes in ILD.

ITD was estimated by calculating the normalized, run-
ning broadband interaural cross correlation of the left and
right ear signals using a 5 ms analysis window with 0.6 ms
cosine-squared ramps. Panel B of Fig. 6 plots the time delay
at which the peak of the cross-correlation function occurs,
and panel C plots the height of this normalized cross-
correlation peak. Panel B shows that the ITD is approxi-
mately 640 �s for the target at 79° and approximately 60 �s
for the target at 11°. There is no significant change in the
ITD corresponding to the cross-correlation peak with
changes in SOA, suggesting that the localization biases ob-
served in the room were not due to shifts in the dominant
ITD �a result consistent with previous analysis of how spatial
cues are affected by reverberant energy; see Shinn-
Cunningham et al., 2005�. However, the distractor reduced
the interaural coherence of the target, an effect that decreased
systematically with increasing SOA, especially for lateral
targets �consider the open and filled circles in panel C, which
increase from left to right�.

1If all subjects show similar patterns of results, but differ in the overall
magnitude of an effect, the standard deviation in the mean taken across
subjects will tend to overestimate the variability in the results and under-
estimate the reliability of the observed effects. Such subject differences are
automatically taken into account in many statistical techniques �e.g., in
repeated-measures ANOVA analysis� in order to improve the power in the
test. One way of accounting for differences is to only analyze changes in
observations within subject, thereby reducing the across-subject variation
�e.g., compare error bars in Figs. 2 and 4�. However, such a representation
makes it difficult to compare overall size of an effect. An alternative ap-
proach is to plot data using within-subject rather than across-subject stan-
dard deviations to show the reliability of the observed effects. Conceptu-
ally, plotting data in this way is identical to subtracting off overall
differences in subject performance prior to computing the variability within
a particular experimental condition. Practically speaking, such a represen-
tation is identical to assuming a statistical linear model in which each
subject and each condition have effects �e.g., analogous to the assumptions
in a repeated-measures ANOVA�. Mathematically, the within-subject stan-
dard error of the mean can be computed as follows. Let Xij denote the
observations obtained for subject i observed in condition j, where each

FIG. 6. Analysis of the acoustic effect of the distractor
on the target for four combinations of the distractor/
target locations, plotted as a function of the SOA. A�
Interaural level difference. B� Interaural time difference
�ITD� determined as a delay corresponding to the peak
in the broadband interaural cross correlation. C� Height
of the peak of the interaural cross correlation. The ar-
row indicates the condition in which the largest bias in
the classroom, but not in the anechoic room, was ob-
served.
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condition corresponds to a particular, unique combination of the levels of
the factors in an experiment �using this terminology, each experiment re-
ported here had seven target lateralities �6 SOA conditions �2 distractor
locations=84 conditions�. For example, if analyzing standard deviations in
responses, X12 corresponds to the standard deviation obtained for subject 1
in condition 2, where condition 2 denotes a particular combination of target

azimuth, SOA, and distractor location. Let X̄i represent the mean of the

observations for subject i averaged across all �84� conditions, and let X̄
represent the grand mean �i.e., the average across all subjects and all con-
ditions�. To account for between-subject differences in overall performance,
individual differences in subject performance are removed by computing

Yij =Xij − X̄i+ X̄. By construct, the across-subject mean of Yij is equal to the
across-subject mean of Xij. However, the observations Yij remove the av-
erage difference between the observations for subject i and the grand mean

by subtracting off X̄i− X̄. The standard error of the mean of Yij gives the
within-subject variability. As an example, the error bars in Fig. 5 use the
within-subject standard errors, computed as described here. The �across-
subject� standard errors of the mean are, on average, 1.59 times larger.

2Perceptual integration of target and distractor spatial information is likely
to become stronger as the spatial separation of the distractor and target
decreases �and it is more likely that the listener perceives distractor and
target as coming from the same source at a fixed location�. However, in-
stead of growing stronger as the target location approaches the distractor
location, the attraction observed here disappears. A possible explanation is
that other factors come into play when target and distractor are close, coun-
teracting the expected integration of spatial information.

3Given the presence of the contextual bias in the perceived target locations
it would also be useful to know how the distractor location was perceived.
This location was not measured directly. Listeners were highly familiar
with the experimental setup and always knew the exocentric location of the
distractor �both visually and by hearing an example�. Although listeners
were instructed to ignore the distractor and to only judge target location,
casual reports from the listeners suggested that they were always aware of
the distractor location during a run, both because they knew where the
distractor would be within the run and because they heard multiple presen-
tations coming from the distractor location within the run �i.e., on 83% of
the trials�. However, given the contextual bias observed in target localiza-
tion, there is a reasonable chance that the perceived/memorized location of
the distractor also shifted throughout a run. For instance, if the contextual
bias is caused by a uniform shift in some internal neural representation of
space �as suggested by the constant size of the shift seen in Fig. 3�A��, the
perceived distractor location may have shifted in the same direction as the
target. Alternatively, if the contextual bias caused by the repeated presen-
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The acoustic and perceptual effects of two noise-suppression
algorithms
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Internal noise generated by hearing-aid circuits can be audible and objectionable to aid users, and
may lead to the rejection of hearing aids. Two expansion algorithms were developed to suppress
internal noise below a threshold level. The multiple-channel algorithm’s expansion thresholds
followed the 55-dB SPL long-term average speech spectrum, while the single-channel algorithm
suppressed sounds below 45 dBA. With the recommended settings in static conditions, the
single-channel algorithm provided lower noise levels, which were perceived as quieter by most
normal-hearing participants. However, in dynamic conditions “pumping” noises were more
noticeable with the single-channel algorithm. For impaired-hearing listeners fitted with the ADRO®
amplification strategy, both algorithms maintained speech understanding for words in sentences
presented at 55 dB SPL in quiet �99.3% correct�. Mean sentence reception thresholds in quiet were
39.4, 40.7, and 41.8 dB SPL without noise suppression, and with the single- and multiple-channel
algorithms, respectively. The increase in the sentence reception threshold was statistically significant
for the multiple-channel algorithm, but not the single-channel algorithm. Thus, both algorithms
suppressed noise without affecting the intelligibility of speech presented at 55 dB SPL, with the
single-channel algorithm providing marginally greater noise suppression in static conditions, and the
multiple-channel algorithm avoiding pumping noises. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2401656�

PACS number�s�: 43.66.Ts, 43.71.Ky, 43.50.Ba �DOS� Pages: 433–441

I. INTRODUCTION

Electronic circuits generate noise, and this internally
generated noise is injected into the audio signal of hearing
aids and other communications devices. If amplified to a
sufficiently high level, internal noise in an aid’s lower fre-
quency channels may mask soft speech sounds in adjacent
higher frequency channels, especially since simultaneous
masking effects tend to worsen at lower sound-pressure lev-
els relative to normal hearing with sensorineural hearing loss
�Martin and Pickett, 1970; Stelmachowicz et al., 1987; Nel-
son and Schroder, 1997�. Intermodulation products, which
are spectral components generated by the aid at the sum and
difference frequencies of pairs of simultaneously presented
input frequencies, can also be created and act as a source of
masking �Agnew, 1988�. The constant hissing sound of in-
ternal noise can be annoying to hearing-aid users, particu-
larly in quiet environments, and may even lead to the rejec-
tion of a hearing aid or possibly hearing aids in general.
Internal noise may become a greater problem as aid usage
among people with milder hearing losses increases due to the
advent of open-ear fittings. Therefore, the reduction of the
level of internally generated noise at the output of a hearing
aid is an important issue that can positively affect speech
intelligibility and hearing-aid acceptance and usage.

In a typical Digital Signal Processor �DSP� hearing aid,
noise is injected into the audio signal by the microphone,
preamplifier, analog-to-digital converter �ADC�, and the out-
put circuits that drive the receiver. Types of noise generated

in electronic hearing-aid circuits include shot, flicker, burst,
and thermal noise �Looney, 1993; Agnew, 1997�. Thermal
noise due to the random motion of air molecules is the domi-
nant noise source in a typical low-noise, hearing-aid micro-
phone from 20 Hz to 10 kHz �Thompson et al., 2002�. The
rated equivalent input noise of hearing-aid microphones is
usually around 25–30 dBA. It is usually the case that noise
sources at the input of a hearing aid, such as the microphone,
will dominate those at the output because they are amplified
by the normal operation of the aid. Another type of circuit
noise that is found in digital hearing aids is quantization
noise, which is due to the approximation of exact analog
signal values into a smaller set of digital values in the ADC.
The quantization noise power is proportional to the square of
the voltage difference represented by adjacent digital sample
values. The quantization noise power is usually low since
most modern hearing aids use 16-bit samples, which places
the quantization noise approximately 107 dB below the
maximum input voltage of the ADC �Looney, 1993�.

The audibility of internal noise depends on its level after
amplification by the aid relative to the hearing threshold lev-
els �HTLs� of the aid user �Agnew, 1997�, and whether it is
masked by ambient background noise or a desired signal,
such as speech. Modern digital hearing aids usually apply
more gain in quiet conditions than in higher-SPL environ-
ments, which increases the level of internal noise in situa-
tions where it is most likely to be noticeable and annoying to
aid users. In these situations, a noise-suppression algorithm
may be effective in reducing the level of noise generated on
the input side of the DSP �note that such an algorithm cannot
reduce noise generated by circuits on the output side of thea�Electronic mail: jzakis@dynamichearing.com.au
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DSP�. A major limitation is that only a small fraction of the
1 to 5 MIPS of processing power that is typically available
in a DSP hearing aid may be allocated to the noise-
suppression algorithm. This limitation precludes the use of
elaborate single-microphone, noise-suppression algorithms
that are employed in telephony and other audio applications.
Spectral subtraction and Wiener filtering have been evaluated
in hearing aids with mixed results �Levitt et al., 1993; Nils-
son et al., 2000�, and may reduce speech intelligibility in
quiet conditions �Nilsson et al., 2000�. For optimal perfor-
mance these algorithms require an accurate estimate of the
noise spectrum, which is difficult to obtain in complex, real-
life conditions, where there may be multiple speakers with
few nonspeech periods and nonstationary noise sources. The
above problems can lead to the generation of acoustic arti-
facts, or even the suppression of speech if the speech-
detection algorithm is not reliable. A less computationally
demanding approach is the downward expansion of the audio
signal below a threshold level in one or more frequency
channels. Practical advantages of this approach are that it
does not require the formation of a noise estimate, and if
carefully designed it generates few artifacts. It is suitable for
the suppression of internal hearing-aid noise and low-level
environmental noise that aid users may find objectionable.
The use of expansion below a threshold to suppress internal
hearing-aid noise is not a new concept. However, there is
very little literature on the perceptual effects of such algo-
rithms in hearing aids, and the effect on speech intelligibility
for listeners with impaired hearing.

In a recent article, Plyler et al. �2005� evaluated an ex-
pansion algorithm in a single-channel hearing aid that used
attack and release times of 512 ms, an expansion ratio �ER�
of 0.5:1, and an expansion threshold �ET� of 50 dB SPL.
Above the threshold, the aid compressed the audio signal
according to the recommendations of the NAL-NL1 proce-
dure �Dillon, 1999�. For the objective evaluation of the algo-
rithm, the reduction in the sound-pressure level at the output
of the aid and reductions in speech recognition were mea-
sured in quiet and in a background of speech-shaped white
noise. Expansion significantly reduced speech understanding
in quiet and in noise when the speech level was 40 or 50 dB
SPL, but not 60 dB SPL. For the subjective evaluation, par-
ticipants rated the sufficiency of the noise suppression in a
range of quiet and low-level, real-life listening environments
over a period of 2 weeks. Expansion increased satisfaction
with background noise levels and was generally preferred to
no expansion. The research described here extends the exist-
ing literature by comparing single-channel and multiple-
channel noise suppression, and by investigating the percep-
tual effects of increasing and decreasing noise levels known
as “pumping.”

This paper presents the design and comparative evalua-
tion of two algorithms that utilize expansion below a thresh-
old level to suppress low-level noise in a modern DSP hear-
ing aid. The aim of both algorithms was to suppress internal
noise while preserving the intelligibility of speech presented
at 55 dB SPL. The paper will focus on the multiple-channel
noise suppression �MCNS� algorithm, which was designed to
suppress sounds below long-term average speech levels in-

dependently in each channel. MCNS is compared with a pre-
viously developed single-channel noise suppression �SCNS�
algorithm �Fiket et al., 2005�, which was designed to sup-
press sounds below a particular A-weighted input level,
thereby relating the degree of noise suppression to the loud-
ness of the noise as perceived by normal-hearing listeners.
The instrumental testing of each algorithm consisted of
acoustic measurements at the output of the test aid in static
conditions, and calculations of the speech intelligibility in-
dex �SII� from the amplified signal. For the subject testing,
normal-hearing listeners rated the loudness of the internal
noise and the noticeability of pumping noises generated by
each algorithm, and speech understanding with each algo-
rithm was measured with hearing-impaired listeners fitted
with aids using the ADRO® amplification strategy �Blamey,
2005�.

II. ALGORITHM DESIGN

The SCNS and MCNS algorithms both employed expan-
sion below a threshold level independently in each frequency
channel to suppress internal hearing-aid noise. Fig. 1 shows
two examples of input-output functions that are expansive
below an input threshold level, and linear �with 20 dB of
gain� above the threshold. The left graph shows an expansion
ratio �ER� of 0.7:1 below an expansion threshold �ET� of
40 dB SPL, and the right graph shows an ER of 0.5:1 below
an ET of 30 dB SPL. The ER is the ratio between the change
in the input level and the resultant change in the output level.
Thus, with an ER of 0.7:1, every 0.7-dB reduction in the
input level below the ET results in a 1-dB reduction in the
output level. As a result, sounds that are just below the ET
receive minimal suppression, while lower-level sounds, such
as internal noise, receive a greater degree of suppression.
Above the ET, no gain reduction is applied and the operation
of both algorithms is linear.

Both algorithms were designed to run on an integrated
circuit �IC� with a 16-bit DSP core, a 16-bit ADC, a config-
urable FFT coprocessor, and digital output to drive the

FIG. 1. Example of expansion below a threshold level in one frequency
channel. For the left graph, the expansion ratio is 0.7:1 below the threshold
of 40 dB SPL, resulting in a 0.43-dB gain reduction for every 1 dB the input
level is below the threshold. For the right graph, the expansion ratio is 0.5:1
below a threshold of 30 dB SPL, resulting in a 1-dB gain reduction for
every 1 dB the input level is below the threshold. In both cases, the opera-
tion of the amplifier is linear above the threshold with a maximum gain of
20 dB.
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hearing-aid receiver. The IC was configured to sample the
audio signal at a rate of 16 kHz, and process the samples
with a 64-sample FFT every 32 samples. A spectral estimate
of the audio signal was computed every 2 ms, with each
estimate consisting of 32 FFT bins with center frequencies at
multiples of 250 Hz from 0 to 7750 Hz.

A. Multiple-channel noise suppression „MCNS…

MCNS suppressed internal noise independently in each
of nine MCNS channels. The recommended ET for each
channel was based on the long-term average speech spectrum
�LTASS� for “casual” speech, as measured by Pearsons et al.
�1977� at a distance of 1 m for 100 talkers. The mean wide-
band level for “casual” speech was approximately 55 dB
SPL for male and female adults. Thus, for convenience, a
single, wideband, MCNS ET value of 55 dB SPL will be
used to specify that the ET for each channel approximated
the long-term average speech level at the channel’s center
frequency for 55-dB SPL speech. Figure 2 shows the ET for
each channel �circles� for the recommended wideband ET of
55 dB SPL, and the typical noise level specified for
Knowles, low-noise, EM-series, hearing-aid microphones
�triangles� within each channel. The channel ET values were
moved up or down together for different values of the wide-
band ET. For example, the channel ETs shown in Fig. 2 were
reduced by 10 dB for a wideband ET of 45 dB SPL. The
nine MCNS channels were formed from the FFT bins. Below
1 kHz, each channel was formed from a single FFT bin,
which provided the maximum practical frequency resolution
around the vowel formant frequencies. For bins from
1 to 5.75 kHz, each channel was formed by combining four
consecutive FFT bins. Thus, the five highest-frequency chan-
nels consisted of the 1.00–1.75 kHz, 2.00–2.75 kHz,
3.00–3.75 kHz, 4.00–4.75 kHz, and 5.00–5.75 kHz bins.
The input level for each channel was calculated from the sum
of the power estimates for the FFT bins within the channel.
The suppression gain for each channel was calculated from
the channel’s input level, and applied to the FFT bins within
the channel. Wider channels were used above 1 kHz to

smooth the random amplitude fluctuations of the internal
noise in each channel �note that the magnitude of the ampli-
tude fluctuations was expanded by the algorithm�. The am-
plitude fluctuations were greater with narrower channels, and
could be audible to normal-hearing listeners in very quiet
environments. The formation of channels from a constant
number of FFT bins above 1 kHz also allowed the DSP code
length to be reduced and computational efficiency improved.
The algorithm did not operate on bins with center frequen-
cies of 6 kHz and greater, since the output of the aid reduced
sharply after approximately 6 kHz. From approximately
6 kHz onward, the receiver’s sensitivity fell sharply, which
resulted in a sharp drop in the aid’s output level for a given
input level. The algorithm may be modified to operate at
higher frequencies if used with a broadband receiver.

The ER was set to 0.7:1 to provide an effective gain
reduction while maintaining sound quality. This ER results in
a gain reduction of 0.43 dB for every 1-dB decrease in the
input level below the ET. Note that the ER of 0.7:1 is equiva-
lent to 1:1.43. Lower ERs result in greater noise suppression,
but may also result in reduced sound quality due to the
greater gain changes that are required after each FFT.

The time constants for rising and falling input levels
below the ET will henceforth be referred to as the expansion
offset and onset time constants, respectively. The time con-
stants were defined as the time taken for the gain to settle to
within 2 dB of the final value following a 25-dB change in
the input level in the expansion region �this was based on
IEC 60118-2, 1983�. Experimentation with the algorithm
showed that very fast time constants, such as 5 ms, resulted
in large gain changes between successive FFTs that degraded
speech quality and sound quality. Thus, the offset and onset
time constants were respectively set to the slowest values
that would maintain speech intelligibility and avoid pumping
noises. Figure 2 shows that the difference between the chan-
nel ETs for a wideband ET of 55 dB SPL and typical micro-
phone noise levels varies from approximately 31 dB in the
low frequencies to 17 dB in the high frequencies. Thus, the
offset time constant was set to 20 ms so that full release from
noise suppression could be achieved in any channel during
the first phoneme �approximately 30–40 ms� of speech fol-
lowing a period of silence. In conditions where the micro-
phone noise dominates, release from expansion will be
achieved in more than 20 ms in the low-frequency channels,
and less than 20 ms in high-frequency channels that process
consonants. An onset time constant of 200 ms was chosen to
avoid an audible falling of the noise level after the cessation
of speech in the same channel. This value was based on
forward-masking data, which show that full release from for-
ward masking is achieved in approximately 200 ms for
normal-hearing listeners �Wilson and Carhart, 1971; Smiar-
owski and Carhart, 1975; Weber and Moore, 1981�, and the
rate of decay of forward masking is similar for normal- and
impaired-hearing listeners at equal sensation levels �Glasberg
et al., 1987�. Thus, the internal noise is masked by speech for
approximately 200 ms after the cessation of the speech, so
gain reductions applied during this period should not elicit a
pumping percept. The exact masking duration depends on

FIG. 2. Speech-shaped expansion thresholds �circles� for each MCNS chan-
nel for a wideband expansion threshold of 55 dB SPL, and typical noise
levels specified for the Knowles low-noise EM-series of hearing-aid micro-
phone �triangles� in each channel when using a 64-point FFT.
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the level difference between the speech �the masker� and the
noise in the channel, with smaller differences resulting in
smaller forward-masking durations.

In summary, the recommended settings for MCNS were
a wideband ET of 55 dB SPL, an ER of 0.7:1, and expansion
offset �rising input level� and onset �falling input level� time
constants of 20 and 200 ms, respectively.

B. Single-channel noise suppression „SCNS…

SCNS operated in the time domain, and the recom-
mended time constants and ER were the same as for MCNS
�Fiket et al., 2005�. The recommended ET was different,
since SCNS used an approximately A-weighted version of
the input signal to calculate the suppression gain with the
appropriate time constant. An ET of 45 dBA was previously
recommended as a good compromise between maintaining
the audibility of softly spoken speech and effective noise
suppression �Fiket et al., 2005�. The A-weighting of the input
signal ensured that relatively intense low-frequency noise
�below approximately 50 Hz� that may be below normal
hearing threshold levels did not prevent the algorithm from
entering suppression. The A-weighting also related the de-
gree of noise suppression to the loudness of the noise as
perceived by normal-hearing listeners.

III. INSTRUMENTAL TESTING

The instrumental testing consisted of two experiments.
For the first experiment, the noise levels at the output of a
hearing aid were measured with and without each noise-
suppression algorithm enabled. For the second experiment,
speech was presented to the aid at 55 dB SPL, while the
long-term average SPLs at the aid’s output were measured
and the speech intelligibility index calculated. This was per-
formed without noise suppression, and with each noise-
suppression algorithm enabled with a selection of different
ET values and the recommended ER and time constants. The
instrumental testing was performed with the algorithms run-
ning in a BTE hearing aid that was calibrated to have a flat
gain-frequency response �as measured in a 2-cc coupler� for
pure-tone inputs up to 6 kHz.

A. Effect on noise levels

1. Method

The aid was programed so that it operated in linear-gain
mode with the gain set to provide either 15 or 35 dB of
real-ear insertion gain �REIG� for an average adult ear, using
average real-ear unaided gain and real-ear-to-2-cc-coupler
difference values from Tables 4.1 and 4.6 of Dillon �2001�.
The aid was placed in a Brüel & Kjær type 4232 anechoic
test box, which was placed on a table in a double-walled,
sound-insulating test booth. The aid’s front microphone port
was blocked to minimize the entry of ambient noise �the rear
microphone signal was not processed�. The receiver was
coupled to a Brüel & Kjær type 4946 2-cc coupler via the
BTE’s ear hook, a 25-mm length of plastic hearing-aid tub-
ing �size #13�, and a Brüel & Kjær DB3869 ear-mold simu-
lator. The 2-cc coupler was connected to a Brüel & Kjær
Type 2260 Investigator, which measured the Leq with slow

time weighting and linear frequency weighting. The Leq data
were measured at each gain setting without noise suppres-
sion, and with SCNS or MCNS enabled with the recom-
mended settings. The measurement data for each condition
were saved in the Investigator and uploaded onto a personal
computer for analysis.

2. Results

Figure 3 shows the output noise levels measured in one-
third-octave bands from 100 to 5000 Hz without noise sup-
pression, and with SCNS and MCNS with ETs of 45 dBA
and 55 dB SPL, respectively, and an ER of 0.7:1. The data
for 15 dB of REIG show a noise peak in the 1250-Hz band
that could not be suppressed, since it was due to output-
circuit noise that was amplified by acoustic resonances in the
connecting tubing. This peak is absent in the data for 35 dB
of REIG, which shows the effect of each algorithm more
clearly. For 15 dB of REIG, the average noise-level reduc-
tion across the 100–5000-Hz bands was 6.7 and 5.9 dB with
SCNS and MCNS, respectively. The noise-level differences
between algorithms were less than 1.0 dB in the 250–
2500-Hz bands, although this was partly due to the domina-
tion of the output-circuit noise in some bands. For 35 dB of
REIG, the average noise-level reduction across the
100–5000-Hz bands was 9.0 and 8.1 dB for SCNS and
MCNS, respectively. The output-level differences between
algorithms were less than 1.0 dB in the 315–2000-Hz bands,
with a maximum difference of 3.0 dB in the 100-Hz band.
Across the bandwidth of the 100–5000-Hz one-third-octave
bands, the equivalent input noise �the output noise minus the
gain� with 35 dB of REIG was calculated as 27.8, 18.7, and
20.0 dB SPL without noise suppression, with SCNS, and
with MCNS, respectively.

FIG. 3. Noise levels in one-third-octave bands at the output of a hearing aid
measured in a 2-cc coupler. The upper curves �open symbols� are for 35 dB
of real-ear insertion gain �REIG�, while the lower curves �filled symbols� are
for 15 dB of REIG. The output levels are shown without noise suppression
�inverted triangles�, and with SCNS �squares� and MCNS �circles�. The
expansion threshold was 45 dBA and 55 dB SPL for SCNS and MCNS,
respectively. The expansion ratio was 0.7:1 for both algorithms.
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B. Effect on speech levels

1. Method

The aid was programed to provide amplification with the
ADRO �Adaptive Dynamic Range Optimization� amplifier
using the fitting predictions for a sloping audiogram �10, 10,
20, 30, 50, 70, 80, and 80 dB HL at 250, 500, 1000, 1500,
2000, 3000, 4000, and 6000 Hz, respectively�. The ADRO
amplifier is different from wide dynamic range compression
amplifiers in that it uses a statistical analysis of the output
level in each FFT bin and fuzzy-logic rules to calculate the
bin gains that optimize the range of output levels in each bin
�Blamey, 2005�. The noise-suppression algorithms calculated
the noise-suppression gain for each bin prior to the amplifi-
cation of the audio signal, and applied the noise-suppression
gains to the audio signal after amplification by ADRO. This
avoided the possibility of ADRO counteracting the gain re-
ductions applied by the noise-suppression algorithms.

The aid was placed in the chamber of an Audioscan
Verifit VF-1 hearing aid analyzer and connected to the Veri-
fit’s 2-cc coupler via 25 mm of size #13 plastic tubing. The
Verifit presented continuous speech at 55 dB SPL while it
recorded the LTASS at the output of the aid, and calculated
the speech intelligibility index with the one-third-octave-
band method of ANSI S3.5 �1997� but without the 160-
Hz band and without masking effects. Measurements were
made with and without SCNS and MCNS activated. The
noise-suppression ER was set to the recommended value of
0.7:1, while the ET was varied to assess the effect of this
parameter on the amplified LTASS and SII.

2. Results

Figure 4 shows the LTASS at the output of the aid while
running the ADRO amplifier without noise suppression
�filled squares� and with MCNS using a wideband ET of 55
�open diamonds�, 60 �filled triangles�, 65 �open hexagons�,
and 70 dB SPL �filled circles� with an ER of 0.7:1. The av-
erage LTASS difference between processing with and with-
out MCNS was 0 dB with an ET of 55 dB SPL. The LTASS

was reduced by 1 dB at most frequencies when the ET was
increased to 65 dB SPL. The calculated SII was 0.58 with
and without MCNS until the ET was increased to 70 dB SPL
�SII=0.57�.

Figure 5 shows the LTASS at the output of the aid while
running the ADRO amplifier without noise suppression
�filled squares� and with SCNS using an ET of 45 �open
diamonds�, 50 �filled triangles�, 55 �open hexagons�, and
60 dBA �filled circles� with an ER of 0.7:1. The LTASS with
SCNS and an ET of 45 dBA was not lower than the LTASS
without noise suppression. The LTASS with SCNS and an
ET of 55 dBA was at least 1 dB lower than without noise
suppression at all frequencies. The calculated SII was 0.58
without noise suppression and with SCNS for ETs up to
50 dBA. The SII was 0.57 and 0.55 with ETs of 55 and
60 dBA, respectively.

IV. SUBJECT TESTING

The subject testing consisted of two experiments. The
first experiment investigated the perceptual effects of the
noise-suppression algorithms �i.e., noise loudness and pump-
ing� with participants with normal hearing. The second ex-
periment investigated the effects of the noise-suppression al-
gorithms on the intelligibility of softly spoken speech for
participants with impaired hearing fitted with the ADRO am-
plification strategy. The subject testing was performed with
the same model of hearing aid that was used for the instru-
mental testing.

A. Perceptual effects

1. Methods

Twelve participants with normal hearing were recruited
for the evaluation of the perceptual effects of the noise-
suppression algorithms. Normal-hearing participants were
recruited to minimize the effects of different HTLs and
loudness-growth and masking characteristics on the evalua-
tion results. A custom, hard-acrylic, occluding ear mold was
made for each participant and inserted into the aided ear, and

FIG. 4. The long-term average speech spectrum at the output of an aid
programed with the ADRO amplification strategy for a sloping hearing loss,
without MCNS �filled squares� and with MCNS using a wideband expansion
threshold of 55 �open diamonds�, 60 �filled triangles�, 65 �open hexagons�,
and 70 �filled circles� dB SPL with an expansion ratio of 0.7:1.

FIG. 5. The long-term average speech spectrum at the output of an aid
programed with the ADRO amplification strategy for a sloping hearing loss,
without SCNS �filled squares� and with SCNS using an expansion threshold
of 45 �open diamonds�, 50 �filled triangles�, 55 �open hexagons�, and 60
�filled circles� dBA with an expansion ratio of 0.7:1.
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a foam plug was inserted into the unaided ear to minimize
entry of ambient noise. The same BTE hearing aid was fitted
to each person monaurally, and the aid was programed to
provide linear amplification with 15 dB of REIG for an av-
erage normal ear �see Sec. III A� in all four programs. This
ensured that the internal noise would be audible, while
speech would not be too loud. A flat REIG was the most
appropriate fit for normal-hearing participants, as it did not
unduly affect the loudness of the noise at some frequencies
more than others. The aid’s omnidirectional microphone was
selected and the volume control was disabled.

The participants were initially trained to identify internal
noise and pumping sounds by listening without noise sup-
pression, and with SCNS configured with a relatively high
ET �55 dBA�. For the collection of the experimental data, the
noise-suppression settings in the four programs were no
noise suppression, SCNS with an ET of 45 dBA, and MCNS
with ETs of 45 and 55 dB SPL. The allocation of settings to
program numbers was randomized among participants who
were “blind” with regard to the differences between the pro-
grams. For all noise-suppression conditions, the ER was set
to 0.7:1 and the offset and onset time constants were 20 and
200 ms, respectively. All testing was performed with the par-
ticipants seated in a double-walled, sound-insulating test
booth with the audiologist situated outside of the booth.

In order to evaluate the noise loudness, the participants
were instructed to listen to the loudness of the internal noise
in all four programs and rank the programs from loudest to
quietest. The participants could use the aid’s pushbutton to
cycle through all four programs as often as needed before
deciding on the ranking �when changing programs, the aid
emitted a number of short beeps that was equal to the pro-
gram number�.

In order to evaluate pumping effects, the participants
were seated approximately 1 m from a loudspeaker and pre-
sented with the same CUNY sentence �Boothroyd et al.,
1985� at 55 dBA for each program �female speaker�. The
participants were asked to rate how noticeable pumping
noises were using the following scale: 0-unnoticeable; 1-just
noticeable; 2-noticeable; 3-very noticeable. This was re-
peated for the other three programs. A rating was given for
each program as a practice run, and was repeated twice for
two test runs. Three different CUNY sentences were used
�sentence list 2, numbers 1–3�, with the allocation of sen-
tences to runs randomized among participants. The above
was repeated with AB word lists �Boothroyd, 1968� instead
of sentences, with the allocation of three word lists to three
runs �one practice and two test runs� randomized among par-
ticipants. Word lists were used to provide a stimulus with
more opportunities to hear pumping noises since there were
clear pauses between words.

2. Results

Table I shows the ranking responses of the noise-
suppression algorithms according to the loudness of the in-
ternal noise for the 12 listeners with normal hearing. Eleven
of the 12 participants ranked the condition without noise
suppression as the loudest �one subject ranked the condition
with MCNS and a wideband ET of 45 dB SPL as the loud-

est�. All participants ranked either SCNS with an ET of
45 dBA or MCNS with an ET of 55 dB SPL as the quietest
condition, with the other as the second quietest. The Kendall
coefficient of concordance showed that the agreement on
ranking among participants was significant �W=0.894, Table
T critical value=0.222�. The ranking of SCNS �ET
=45 dBA� as quieter than MCNS �ET=55 dB SPL� was sig-
nificant among participants �binomial one-tailed p=0.0194�.

Table II shows the average pumping ratings for all par-
ticipants for each processing condition and test stimulus. The
average pumping ratings were no greater than 0.50, except
for SCNS �1.88 for sentences, 2.71 for words�. A Kruskal-
Wallis one-way analysis of variance �ANOVA� by ranks for
both sentences and words showed that overall the difference
between the means for the conditions was significant �p
�0.001�. Further analysis with a multiple-comparison test
showed that the mean for SCNS �ET=45 dBA� was signifi-
cantly different from the mean for any other processing con-
dition at the p=0.05 level for both test stimuli. There was no
significant difference between the mean without noise sup-
pression and the mean for MCNS with either ET at the p
=0.05 level for both test stimuli.

B. Effect on speech intelligibility

1. Methods

Ten participants with sensorineural hearing loss were re-
cruited for the evaluation of the effect of the noise-
suppression algorithms on the intelligibility of low-level
speech. Nine participants were experienced hearing-aid users
�two used ADRO aids, seven used compression aids�, while
one was a new aid user. The participants’ pure-tone-average
hearing loss ranged from 25 to 70 dB HL, with no more than
a 5-dB difference between the ears of individual participants.
All participants were fitted binaurally with the 32-channel

TABLE I. Ranking of single- and multiple-channel noise suppression algo-
rithms �with different expansion thresholds� by 12 participants with normal
hearing based on the perceived loudness of internal noise in quiet condi-
tions. OFF=no noise suppression, M45=MCNS �ET=45 dB SPL�, M55
=MCNS �ET=55 dB SPL�, and S45=SCNS �ET=45 dBA�. The expansion
ratio was 0.7:1 for all noise-suppression conditions.

Loudest 2nd loudest 2nd quietest Quietest

OFF 11 1
M45 1 11
M55 9 3
S45 3 9

TABLE II. Average pumping-noise ratings for the single- and multiple-
channel noise suppression algorithms �with different expansion thresholds�
by normal-hearing participants for the following conditions: OFF=no noise
suppression, M45=MCNS �ET=45 dB SPL�, M55=MCNS �ET=55 dB
SPL�, and S45=SCNS �ET=45 dBA�. The expansion ratio was 0.7:1 for all
noise-suppression conditions. The rating scale was: 0-unnoticeable; 1-just
noticeable; 2-noticeable; 3-very noticeable.

OFF M45 M55 S45

Sentences 0.13 0.21 0.08 1.88
Words 0.46 0.50 0.38 2.71
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version of ADRO amplification with recommended fitting
predictions derived from their audiograms. MCNS �recom-
mended settings� and an adaptive-directional microphone
were enabled. A second program used the telecoil input with-
out noise suppression. The volume control was disabled �0-
dB gain� for all programs. The participants used the aids in
everyday environments for a period of 1 week to acclimatize
to the aids.

After the acclimatization period, the participants re-
turned for the speech tests. During testing, the participants
wore aids that were configured the same way as for the ac-
climatization period, except that the microphone was set to
omnidirectional mode. Four programs were used, and the
noise-suppression conditions for the programs were no noise
suppression, SCNS �ET=45 dBA�, and MCNS with an ET
of 45 or 55 dB SPL. The recommended ER �0.7:1� and offset
and onset time constants �20 and 200 ms, respectively� were
used by both noise-suppression algorithms. The allocation of
the four noise-suppression conditions to the four programs
was counterbalanced across participants. A Hearing-In-
Noise-Test �HINT� system �Nilsson et al., 1994� was used to
measure the sentence reception threshold �SRT� in quiet
twice for each of the four conditions after a practice run with
the aid in the first program. The HINT system was also used
to measure the percentage of words correctly identified in
sentences presented at 55 dB SPL in quiet without noise sup-
pression, and with SCNS and MCNS with the recommended
ETs. One list of 20 sentences was presented without noise
suppression, with SCNS �ET=45 dBA�, and MCNS �ET
=55 dB SPL�. All 12 HINT sentence lists were presented to
each subject without repetition during the above testing.

2. Results

Figure 6 shows the SRT in quiet averaged among par-
ticipants for each noise-suppression condition. Without noise
suppression, the average SRT was 39.4 dB SPL. The average
SRT was 1.3 dB greater with SCNS �ET=45 dBA�, and 1.2
and 2.4 dB greater for MCNS with the wideband ET set to

45 and 55 dB SPL, respectively. A repeated-measures
ANOVA showed that the variations in SRT were statistically
significant �F=3.12, df=3,27, p�0.05�. Posthoc pairwise
comparisons using the Bonferroni procedure showed a sig-
nificant difference between MCNS with an ET of 55 dB SPL
and the condition without noise suppression �t=3.057, df
=10, p�0.05�, and this finding was confirmed with a paired-
comparison t-test �t=4.04, df=10, p�0.01�. The other
noise-suppression conditions had a nonsignificant effect on
the SRT in quiet.

The mean percentage of words correct in sentences pre-
sented at 55 dB SPL was 99.6% without noise suppression,
and 99.3% with either noise-suppression algorithm using its
recommended settings �ET of 45 dBA or 55 dB SPL�. The
lowest individual score for any condition was 96.2%. A one-
way ANOVA showed that the differences between the means
without noise suppression and for either noise-suppression
algorithm were not significant �F=0.21, df=2,27, p=0.808�.

V. DISCUSSION

The results showed that with the recommended settings,
SCNS reduced the level of internal noise at the output of the
aid more than MCNS when measured in a 2-cc coupler. This
finding was supported by the loudness-ranking data, which
showed that most normal-hearing participants perceived the
internal noise to be quietest with SCNS. A number of partici-
pants commented that it was difficult to hear a difference in
loudness between the two algorithms, and some participants
ranked the noise as quietest with MCNS. These subjective
differences may have been due to individual variations in ear
molds �sound bore shape, sealing, insertion depth� and re-
sidual ear-canal volume, as well as individual differences in
hair cell survival �within the normal range� and neural pro-
cessing in the brain. Figure 3 showed that with 15 dB of
REIG, a peak in the output-circuit noise was dominant from
approximately 630–2000 Hz, which restricted the perception
of differences between algorithms to frequencies outside of
this bandwidth. Whether people with impaired hearing would
hear the internal noise as being louder with one algorithm or
the other would depend on the above factors, as well as their
audiogram, the amplification strategy used, and individual
variations in psychoacoustic properties such as loudness re-
cruitment �Fowler, 1936; Steinberg and Gardner, 1937� and
loudness summation �Scharf and Hellman, 1966; Martin,
1974�. The normal-hearing participants were fitted with
15 dB more gain than was required for normal loudness sen-
sations to ensure the audibility of the microphone noise,
while impaired-hearing people are not usually fit this way in
clinical practice. For the aforementioned reasons, we do not
expect the loudness or pumping perception of hearing-aid
users to be similar to those of the normal-hearing partici-
pants.

Agnew �1997� showed that, for aid users with a moder-
ate sensorineural hearing loss, simulated internal noise tends
to become audible when it approaches the HTL at one or
more audiometric frequencies, and becomes objectionable
when its level is on average 8.8 dB higher than the audibility
level. The noise-suppression algorithms presented in this pa-

FIG. 6. Average sentence reception thresholds �SRTs� for HINT sentences in
quiet for participants fitted with the ADRO amplification strategy. The bars
show �from left to right� the average SRT without noise suppression, with
SCNS �expansion threshold=45 dBA�, and with MCNS with expansion
thresholds of 45 and 55 dB SPL. The error bars show 1 standard deviation.
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per reduced the average noise level by up to 8–9 dB with the
recommended settings, which suggests that they are capable
of reducing the level of internal noise from an objectionable
level to the threshold of audibility. The recommended set-
tings are similar to the settings used in other hearing aids
when “moderate” noise-suppression strength is chosen in the
fitting software. A greater degree of noise suppression is pos-
sible with a lower ER and/or a higher ET, although the latter
may result in decreased speech understanding in quiet. Dil-
lon et al. �2003� used an Aurical hearing instrument test
module �default settings� to measure the equivalent input
noise of a selection of commercially available hearing aids
with the noise-suppression strength set to moderate/medium.
The range of reported measurement values was from
12.3 to 24.7 dB SPL. For comparative purposes, the equiva-
lent input noise with and without SCNS and MCNS was
measured with an Aurical hearing instrument test module
using the default measurement settings. The equivalent input
noise �average of ten measurements for each condition� with-
out noise suppression and with SCNS and MCNS with the
recommended settings were, respectively, 27.2, 19.4, and
18.9 dB SPL for international standard IEC 60118-7 �1983�,
and 26.1, 18.5, and 17.8 dB SPL for ANSI S3.22 �1996�.
These values are approximately in the middle of the range of
values reported by Dillon et al. �2003�. The slightly lower
equivalent input noise value for MCNS than SCNS may
seem to contradict the measurements reported in Sec. III A.
This is because the above standards only specify measure-
ments at a small number of frequencies around 1.6 kHz,
where MCNS is most effective, while the data presented in
Sec. III A were calculated across a 100–5000-Hz bandwidth.

An effect of the SCNS and MCNS algorithms that was
not investigated was the audibility of soft environmental
sounds. Sounds below the ET were assumed to be noises to
suppress, with sounds just below the ET receiving less sup-
pression than sounds that were further below the ET. A po-
tential benefit was a reduction in the audibility of low-level
environmental noises, while a potential disadvantage was a
reduction in the audibility of desired soft sounds. Plyler
et al. �2005; 2006� evaluated subjective preferences with
other expansion algorithms in everyday listening environ-
ments. Hearing-aid users generally preferred single-channel
expansion �ET=50 dB SPL� to no expansion �Plyler et al.,
2005�, and gave significantly higher satisfaction ratings for
four-channel expansion �ETs of 50, 50, 40, and 30 dB SPL�
than no expansion �Plyler et al., 2006�. Thus, reduced noise
levels appear to have outweighed any reduction in the audi-
bility of desired soft sounds due to expansion. The SCNS
and MCNS algorithms described in this paper used similar
ETs to the algorithms evaluated by Plyler et al. �2005; 2006�
and thus may result in a similar audibility trade-off.

The normal-hearing participants noticed pumping noises
significantly more with SCNS than with MCNS. Since both
algorithms reduced the microphone noise by a similar
amount, the difference is likely to be primarily due to differ-
ences in the number of expansion channels. The MCNS
channels were much closer to the critical bandwidth of the
ear than the single 8-kHz-wide channel of SCNS. This al-
lowed MCNS to adjust the gain only in channels where

speech was present, thereby allowing speech to mask the
noise as the gain was adjusted. In comparison, SCNS re-
duced the gain at all frequencies, reducing the forward mask-
ing effect of the speech on the noise. The pumping ratings
for MCNS did not significantly differ from the ratings with-
out noise suppression, which validates the selection of the
onset time constant for MCNS. An interesting result was that
some participants gave nonzero pumping ratings when noise
suppression was not activated �one participant for sentences,
five participants for word lists�. A possible explanation is that
masking effects may have been perceived as pumping ef-
fects. The audibility of the noise would have been reduced
by the speech, and then fully restored approximately 200 ms
after the cessation of the speech due to forward-masking ef-
fects �Wilson and Carhart, 1971; Smiarowski and Carhart,
1975; Weber and Moore, 1981�. This is opposite to the effect
of the noise-suppression algorithms, which increase the gain
during speech and reduce the gain �and the audibility of the
noise� after the cessation of speech. However, the partici-
pants were not trained to specifically listen for a decrease in
the noise level after the cessation of speech, so masking ef-
fects could have been interpreted as algorithm effects. An-
other possible explanation for the nonzero pumping ratings
without noise suppression activated is noise in the source
recordings. Close examination of the recordings showed that
the noise level increased shortly before the commencement
of each utterance, and decreased to the original level shortly
after the end of each utterance. The noise level during the
utterances was fairly constant for the CUNY sentences, but
the noise level audibly fluctuated during each AB word,
which may partially explain the higher pumping ratings with
AB words than CUNY sentences. With noise suppression
activated, higher pumping ratings were expected with the AB
word lists than CUNY sentences, since the former had long
pauses between words for listening for pumping effects. It is
possible that low levels of pumping that may have been in-
troduced by MCNS were dominated by the pumping per-
cepts caused by noise in the speech recordings and/or mask-
ing effects. However, the significant increase in pumping
ratings with SCNS suggests that the effect of SCNS was
greater than the other effects.

It was shown that with the recommended settings, the
noise-suppression algorithms did not affect the SII or the
long-term average level of speech �presented at 55 dB SPL�
at the output of an aid running the ADRO amplification strat-
egy for a sloping audiogram. The results for listeners with
impaired hearing supported this finding, since neither algo-
rithm significantly affected the understanding of words in
sentences presented at 55 dB SPL in quiet. However, ceiling
effects may have affected this finding, since six out of the ten
participants had scores of 100.0% for all conditions, and no
score was worse than 96.2%. This shows that each algorithm
met the design objectives of suppressing internal noise while
not affecting the intelligibility of speech presented at 55 dB
SPL. Averaged among subjects, MCNS with an ET of 55 dB
SPL resulted in a statistically significant increase in the SRT
in quiet compared with the no-suppression condition �from
39.4 to 41.8 dB SPL�. However, this increase in the SRT is
not considered to be clinically significant, since these SRTs

440 J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 J. A. Zakis and C. Wise: Effects of two noise-suppression algorithms



were well below the mean conversational level of 55 dBA
for suburban home environments �Pearsons et al., 1977�.
MCNS with an ET of 45 dB SPL and SCNS with an ET of
45 dBA did not significantly affect the SRT. Although the
SCNS and MCNS algorithms were evaluated in hearing aids,
they may also be used in other audio applications where
circuit noise and low-level environmental noise may be ob-
jectionable, such as wired or wireless headsets used in tele-
phony systems. In these devices, the results with normal-
hearing listeners are particularly applicable.

VI. CONCLUSIONS

This study showed that single- and multiple-channel ex-
pansion algorithms can be designed to provide similar de-
grees of suppression of hearing-aid circuit noise, both acous-
tically and perceptually, while preserving the intelligibility of
speech presented at 55 dB SPL in quiet when used in con-
junction with the ADRO amplification strategy. SCNS and
MCNS did not significantly affect SRTs in quiet with an
expansion threshold of 45 dBA or 45 dB SPL �LTASS
shaped�, respectively, when used with the ADRO amplifica-
tion strategy. However, MCNS resulted in a statistically sig-
nificant increase in the average SRT from 39.4 to 41.8 dB
SPL with band ETs that followed the 55-dB SPL LTASS. The
activation of noise suppression resulted in a significant in-
crease in the noticeability of pumping sounds with SCNS,
but not with MCNS, for normal-hearing listeners. Therefore,
MCNS is expected to be preferred to SCNS by those listen-
ers who can hear the pumping effect.
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The quasisteady approximation is often made in the study of phonatory aerodynamics to facilitate
the modeling of time-varying air flows through the self-oscillating vocal folds. The unsteady,
pulsating flow is approximated by a sequence of steady flows through representative configurations
of the vocal folds at rest. Previous studies have discussed the accuracy of this approximation for a
range of orifice geometries, and flow conditions. The purpose of the present study was to further
evaluate the quasisteady approximation experimentally using an improved procedure, from a direct
comparison between the discharge coefficients of steady jets through fixed orifices and unsteady jets
through modulated orifices of identical shape, area, and transglottal pressures at a given time.
Life-scale convergent and divergent glottis-shaped rubber orifices were used in a rigid-walled tube
and a low Mach number flow representative of human phonation. It was found that the quasisteady
approximation is valid during 70% of the duty cycle, when the Reynolds number was above 3000,
for a frequency of oscillations of 100 Hz. The steady form of Bernoulli’s equation along a
streamline, and Bernoulli’s flow obstruction theory were found to be reasonably accurate for the
unsteady flows. These models break down at low Reynolds numbers, near the beginning and the end
of the duty cycle, due to viscous effects and to the influence of flow displaced by the motion of the
walls. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2401652�

PACS number�s�: 43.70.Aj, 43.70.Bk, 43.28.Ra �AL� Pages: 442–455

I. INTRODUCTION

A. Review of previous work

Unsteady flow through the glottis constitutes the source
of voiced sound, and determines the time-varying fluid pres-
sure acting on the vocal-fold tissue as the vocal-folds change
shape during phonation �Fant, 1960; Flanagan, 1965; Titze,
2000�. The flow through the glottis is primarily governed by
pressure gradients across the glottal orifice, quantified by
convective acceleration terms in the equations of motion
�Barney et al., 1999�. The motion of the vocal folds them-
selves, described by local acceleration contributions, may
also be significant �Zhao et al., 2002; Zhang et al., 2002�.
Many previous laryngeal flow studies have been made using
static physical models, which replicate time-frozen glottal
shapes during motion �Gauffin et al., 1983; Scherer et al.,
2001a, b�. The fluid flow characteristics of these static repli-
cas have been used to model the instantaneous state of the
actual time-varying flows in applications such as articulatory
voice synthesis. They also help the analysis and understand-
ing of the flow-induced oscillations. Inherent in the use of
quasistatic models lies the assumption that local flow accel-
eration effects related to wall motion are negligibly small
relative to convective acceleration effects. This assumption

has been referred to as the quasisteady approximation. It has
been used for example in analytical models of the sound
source �McGowan, 1988�.

Various attempts have been made to verify the validity
of the quasisteady approximation. Iguchi et al. �1990� stud-
ied the properties of steady and unsteady jets through an
orifice with a constant area. Pelorson et al. �1994� evaluated
the quasisteady approximation by comparing the flow sepa-
ration point of steady and unsteady flows within a glottis-
shaped channel. They discussed the effects of a moving flow
separation point on the vocal fold’s vibration pattern, and
proposed numerical models with a more realistic description
of vocal cord collision.

Deverge et al. �2003� calculated the wall pressures at the
throat of moving wall channels of various shapes and made
comparisons with experimental data. They considered the
unsteady form of Bernoulli’s equation, the steady form of
Bernoulli’s equation with additional terms for viscous losses,
Reynolds’ lubrication theory, and boundary layer equations
for steady flows to establish the influence of local accelera-
tion and viscous effects. They reported that local acceleration
effects were generally negligible, except during glottal clo-
sure, for the case of a parallel wall orifice shape. Viscous
effects were found to be significant, and predicted using
boundary layer models for small glottal heights. Similarly,
Hofmans et al. �2003� used boundary layer models for the
wall �or “throat”� pressures. They showed that predictions
are more accurate when the pressure difference between
separated flow and far field is used, which may indicate that
boundary layer predictions are sensitive to outer flow as-
sumptions. Vilain et al. �2004� studied boundary layer mod-
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els for the prediction of the wall pressure for unsteady orifice
flows with rigid and moving wall configurations. Their re-
sults showed that the predictions for steady and unsteady
flows through straight channels were accurate, whereas they
were less accurate for rounded orifice shapes.

Mongeau et al. �1997� conducted experiments using
driven, rubber, glottis-shaped orifices to investigate the flow
through the larynx. They found that the quasisteady approxi-
mation was accurate for cases where the orifice, which was
converging, discharged in an open environment, with an
anechoically terminated tube upstream. Zhang et al. �2002�
used similar driven rubber physical models to extend the
investigation of the range of validity of the quasisteady ap-
proximation to various orifice shapes with anechoic tube
configurations on both sides of the orifice. They compared
the sound pressure radiated downstream in a duct with pre-
dictions from a model that assumed plane-wave propagation
with monopoles in the source region. Their evaluation relied
on an iterative process from an initial guess of the down-
stream pressure, and on the steady form of Bernoulli’s equa-
tion, ignoring the unsteady velocity potential �or local accel-
eration� term. The results showed that the predicted pressure
was very similar to the measured one in cases where there
was no strong acoustic loading upstream of the orifice. How-
ever, the orifice discharge coefficient �herein referred to as
ODC� was assumed to be independent of the Reynolds num-
ber and the orifice area, which may degrade the accuracy of
the prediction for the beginning and the end of the vibratory
cycle, where the ODC varies rapidly with Reynolds number.
The presence of acoustic loading also made their method
somewhat complicated due to the need for decoupling the
source and the frequency response of the reactive load
through inverse filtering in the frequency domain.

From these and other recent investigations, it appears
that the accuracy and range of validity of the quasisteady
approximation still needs to be ascertained for unsteady glot-
tal flows. In the present study, the axial velocity distribution
of the unsteady flow through a driven, life-size rubber physi-
cal model of the glottis was measured at the orifice outlet.
Other hydrodynamic and acoustic parameters such as flow
rate, time-averaged, instantaneous upstream and downstream
pressures were also measured. The same measurements were
made independently for comparable steady flows through
various orifice configurations �fixed orifice geometries�. The
ODC for steady flows and for comparable unsteady flows
were computed and compared.

B. Theoretical background

The vocal folds act as a time-varying flow restriction
that causes the static pressure to periodically rise in the sub-
glottal space, as the area is reduced. Flow constrictions in
engineering duct flow applications may be categorized into
orifice plates, Venturi tubes, nozzles, and diffusers. Physical
models of vocal folds generally idealize the glottis as an
orifice plate, with a cross-section profile that is either con-
verging or diverging based upon the phase of the motion.
The orifice plate analogy may be preferable to the treatment
of the converging orifice as a nozzle and the diverging one as

a diffuser. Semiempirical models for such nozzles and dif-
fusers are available for various types of industrial applica-
tions �Blevins, 1984�. However, the relatively small dimen-
sions of the glottal orifice relative to the vocal tract �h /D
�0.05� hampers the direct use of published standardized ori-
fice data for the human glottis. Many characteristics of glot-
tal flows are unique, and must be determined empirically or
computationally for relevant geometries and dimensions.

The primary variable adopted here to characterize the
flow constriction is the so-called orifice discharge coefficient,
Cd, which is defined as

Qreal = Cd · Ao · u2, �1�

where Qreal is the actual flow rate through the orifice �as
opposed to an ideal flow rate defined later�, Ao is the
orifice area at the throat �i.e., the minimum area�, and u2 is
the flow velocity measured downstream of the orifice,
within the jet core �Fig. 1�. For orifices of complex
shapes, for which the pressure head at the orifice throat
may be different from that at the downstream measuring
location, the discharge coefficient is expressed as the
product of two coefficients,

Cd = CL · Cc, �2�

where CL is a ratio of the actual flow rate to the ideal flow
rate,

CL = Qreal/Qideal. �3�

The ideal flow rate is that obtained for an incompress-
ible, inviscid flow with a uniform velocity profile from the
multiplication of the centerline flow velocity and the mini-
mum orifice area. The contraction coefficient, Cc, is the ratio
of the flow stream cross-sectional area downstream of the
orifice, and the orifice area,

Cc
2 = �A2

Ao
�2

= 1 +
p2 − po

�u2
2/2

+
�

�u2
2/2

, �4�

where � is a viscous loss pressure head along a stream line.
The detailed derivation of Eq. �4� is presented in Appendix
A. The loss coefficient, CL, measures flow rate losses due to
the deviation of the actual velocity profile from the ideal
velocity profile. Such deviation results from a pressure head
loss at jet boundaries due to, for example, the kinetic energy
of the entrained flow and viscous diffusion within the shear
layers, as illustrated in Fig. 2. The contraction coefficient,
Cc, quantifies the pressure variation �reversible process� and

FIG. 1. Schematic diagram of flow streamlines �stream tube� through an
orifice in a tube. P, u, and A denote pressure, flow velocity, and cross-
sectional area of the stream tube upstream �1�, at the orifice throat �o�, and
downstream �2�.
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viscous loss �irreversible process� along the stream line be-
tween the orifice throat and the measurement location. The
contribution of each of these factors to Cc, however, may not
be isolated unless the pressure distribution along a streamline
is available. The orifice discharge coefficient for orifice
plates is associated with the hydrodynamic changes of the jet
through the orifice, and is characterized in terms of Cc and
CL.

The ODC definition, Eq. �1�, is for a steady flow. The
same definition can readily be extended to unsteady flows by
making the orifice area, Ao�t�, time dependent, along with the
ODC. The ODC for unsteady flows can be rewritten in terms
of the time-varying flow rate, Qreal�t�, as

Cd�t� =
Qreal�t�

Ao�t� · u2�t�
=
� u�x,t�dA

Ao�t� · uc�t�
, �5�

where u�x , t� is the velocity distribution over the jet plume
cross section, and uc�t� is the velocity along a streamline
through the center of the orifice. Note that the real flow rate
is invariant due to the incompressible flow assumption
�Qreal=	uo�x�dAo=	u2�x�dA2�. All velocities are measured
downstream, e.g., at point 2 in Fig. 1, and the jet center-
line velocity, uc�t�, hence replaces u2 since they are
equivalent by definition. Even when there is a pressure
head loss at the jet boundary �CL�1�, it is shown in a
subsequent section that the jet center velocity is indeed
equivalent to the square root of the pressure differential
since Bernoulli’s equation holds for most of the oscilla-
tion period along the streamline through the orifice center.

The use of Eq. �5� in conjunction with the enforcement
of measured values for velocity, area, and pressures implies
that all unsteady effects are imbedded in the orifice coeffi-
cient. These unsteady effects include local flow acceleration,
moving flow separation point on the wall, pressure feedback
from downstream turbulence, viscous stresses, and changes
in shear layer profiles. A comparison between the ODCs for

unsteady and steady jets through comparable orifice configu-
rations over one period of oscillation therefore indicates the
influence of intrinsically unsteady effects. The ODC for
steady jets, Cd, and for unsteady jets, Cd�t�, are referred to as
stationary and instantaneous ODC, and noted as Cd

st and Cd
i ,

respectively, in subsequent sections.

II. EXPERIMENTAL METHODS

A. Experimental apparatus

A sketch of the experimental apparatus is shown in Fig.
3. Air supplied from a pressurized reservoir was used as the
working gas. The time-averaged flow rate, Qm, was measured
far upstream of the test section using a precision mass flow
meter, MKS 0558A. One anechoic termination was used to
minimize sound wave reflections from the inlet and noise
from the flow supply �Zhang et al., 2002�. The upstream �or
“subglottal”� test section consisted of a 2.2�2.2�20 cm
Plexiglas tube. The rubber orifice plate, sandwiched between
two aluminum plates, was located at the end of the test sec-
tion. The orifice plates were cast out of GE RTV11 silicone
compound, and shaped after convergent and divergent lateral
profiles of vocal folds with an included angle, �, as shown in
Figs. 4�a� and 4�b�. The angle was 30° for the convergent
orifice and 20° for the divergent orifice. Details of the physi-
cal models can be found in previous related studies �Scherer
et al., 2001a; Zhang et al., 2002�. The coordinate axes, x, y,
and z, are aligned along the lateral, spanwise, and streamwise
directions, respectively, as shown in Fig. 4�c�. A forced os-
cillation was employed to regulate the orifice wall motion.
Two electrodynamic linear actuators, Labworks ET-126,
drove the rubber orifice plate through actuating metal rods
cast within the model. The transglottal, time-averaged pres-
sure was measured using a differential pressure transducer,
MKS Baratron model 100T. The upstream and downstream
acoustic pressures were measured using B&K 4939 micro-
phones: one mounted flush with the upstream tube and the
other one placed downstream. Both were located 3 cm away
from the orifice. A single hot-wire probe mounted on a three-
dimensional linear traverse was used to measure the
velocity1 of the glottal jet in an x-y plane �referred to as
measurement plane� located 1 mm downstream of the orifice

FIG. 2. An illustration of the total pressure head for �a� an idea flow with no
viscous losses and �b� a flow with dynamic pressure head loss at boundaries.

FIG. 3. Schematic diagram of the experimental setup.
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plate. The hot-wire anemometer yielded accurate instanta-
neous velocity estimates, typically within 1%, as ascertained
from calibration using a TSI 1125 calibrator �Bruun, 1995�.
A TSI 1210 standard probe was used in an end-flow �parallel
to the flow� arrangement for minimizing flow interference.
Probe interference was verified to be negligible since the
pressure differential across the orifice was not influenced by
the presence of the probe. A photoelectric sensor, Thorlabs
DET110, was placed in the upstream tube to measure the
orifice area on-line, and synchronize the acquisition of other
time-varying variables. A digital high-speed camera, NAC
FX-K3, was used along the z direction for measuring the
orifice area optically. Finally, an ion-argon laser, Lexel 85,
was used for flow visualization, using vaporized oil droplets
from a Rosco fog machine.

B. Measurement procedures

The area of the orifice was measured using two different
methods. First, the high-speed camera �HSC� captured the
orifice motion at a high frame rate �6000 fps�. The pictures
were converted to gray scale, and the orifice images were
filtered by establishing a threshold value for the black color
depth. The area was calculated from integration �pixel-by-
pixel summation� of the resulting image after mapping the
pixelated area with a known length reference. Synchronously
with the HSC, the photoelectric sensor recorded the light
intensity changes induced by the orifice motion. A correla-
tion was established between the image-based area and the
photoelectric sensor output, and used for on-line estimation
of the area, Ao�t�. A calibration was performed at the begin-
ning and the end of each experiment to ensure that the orifice
area time history remained consistent.

The hot-wire probe was traversed along a measurement
plane. The spatial resolution was 0.1 mm along x and
1.5 mm along y. One typical measured cross-sectional distri-
bution of the flow velocity �uz�x ,y�� is shown in Fig. 5. The
orifice was rotated slightly clockwise ���1.7° �, which was
due to an error made during mold casting. Such a misalign-
ment may induce a geometrical transform between nonaxial
velocity components �ux and uy�, which can be described by
a rotational matrix �cos � sin � ,−sin � cos ��. This influence
is negligible because the misalignment angle is very small,
and the flow velocity is predominantly axial. The acquisition
of velocity signals at each location was gated, i.e., phase-
locked, with respect to the shaker input signal �synchro-
nously with the orifice motion�. The velocity measurements
were started after many cycles to ensure that the time-
varying motion of the glottal jets reached a steady state. The
velocity distribution, u�x , t��=uz�x ,y , t��, or velocity map, at
each instant of time was constructed by plotting all velocity
data as shown in Fig. 5�b�. The verification of the velocity
map accuracy is discussed in the next section.

Although the glottal jet is primarily axial, the possible
influence of lateral and spanwise velocity components, i.e.,
ux and uy, was considered. Spanwise flow motion may occur
at the tips �or commissures� of the orifice major axis, and
lateral motion may take place along the orifice walls. The
spanwise velocity, uy, was deemed negligible because the
vertical deflection of the jet was found to be limited within a
small region near the commissures from flow visualization.
Its magnitude was less than 10% of that of the axial compo-
nent since the deflection angle was small ��10° �. In con-
trast, ux was found to be significant in certain configurations.
For a converging jet, ux is negligible because the
x-momentum components, gained from each convergent ori-

FIG. 4. Details of the orifice and test section: �a� profile of a divergent �left�
and a convergent �right� orifice with an included angle, �; �b� frontal orifice
dimensions. The origin of the coordinate system is located at the center of
the orifice; �c� schematic of the test section and hot-wire anemometer.

FIG. 5. �Color online� Typical velocity distribution through a convergent
orifice at time of maximum opening, t=T /2 �f =100 Hz, �p=6 cm H2O,
Qm=2.78�10−4 m3/s�: �a� picture of the orifice with velocity measurement
area �dotted�; �b� velocity distribution of the jet, or velocity map, constructed
from hot-wire measurements.
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fice wall upstream, are opposite and cancel each other. For a
diverging jet, it is no longer negligible since the jet attaches
to either orifice wall due to the Coanda phenomenon. Be-
cause the hot-wire is sensitive to both normal and binormal
flow directions, but not to the tangential direction,2 ux was
estimated from trigonometry assuming the flow direction
was parallel to the diffuser wall angle, � /2. This assumption
was verified using flow visualization.

Two artifacts in the velocity data tend to bias the flow
rate estimation from integration of the velocity map, u�x , t�.
One is a nonzero velocity signal in absence of flow due to
natural heat convection around the hot wire operated at a
constant temperature around 205 °C. The other is flow in-
duced from entrainment near the shear layers of the jet
stream. To account for these factors, a cutoff velocity, ucut,
was introduced in the calculation of the flow rate, i.e., a
lowest velocity limit below which the velocities were ex-
cluded from the integration. The value of the cutoff velocity
was established such that the time-averaged value of the flow
rate obtained from integration of the velocity map was equal
to that measured upstream using the mass flow meter, i.e.,
1 /T	u�x , t�dt=Qm. The cutoff velocity value was also based
on the velocity map of steady jets for each configuration. The
optimal cutoff value was determined such that the velocity
integration of steady and unsteady glottal jets yielded similar
estimation error values ��4%�.

The frequency of the oscillations was 100 Hz for the
unsteady cases. The maximum orifice width was similar to
that of human vocal folds ��1 mm�. The sampling fre-
quency was 32.8 kHz, with a 30-s data record length. The
pressure differentials across the orifice were selected to be
10 cm H2O for the converging jet and 14 cm H2O for the
diverging jet, which are in the rage of the phonatory pressure
for loud voice. Coverage of a wide range of Reynolds num-
ber was intended. A temporal sequence of velocity maps af-
ter filtering is shown in Fig. 6. Each frame in the figure
represents the velocity map at one specific time. Area inte-
gration of each frame yields the instantaneous flow rate at
that time. The time-averaged value of the instantaneous flow
rate over one period, Q�t�, was then compared to the time-
averaged flow rate, Qm, measured using the flow meter to
ensure continuity of mass flow.

The instantaneous ODC of the jet was computed at ev-
ery sampled time, t= tj, from Eq. �5�,

Cd
i �tj� = 
� u�x,t� · �A

Ao�t� · uc�t�



t=tj

. �6�

The ODCs for the steady jets were measured indepen-
dently with fixed orifice geometries. The orifice area and the
flow rate were adjusted to span the range of the time-varying
experiments. The centerline velocity was measured in every
experiment, and the stationary ODC was then calculated as

Cd
st�Re� =

Qm

Ao · uc
, �7�

where Re is Reynolds number, uc
�Ao /�.

III. RESULTS

A. Converging orifice

The instantaneous centerline velocity over one cycle is
shown in Fig. 7. At the very beginning of the duty cycle, for
t=T /8, a small peak in the velocity waveform is apparent.
This was due to a change in direction of the jet plume. The
jet axis moved as the jet plume direction changes from
slanted to straight �along z�. The jet plume only temporarily
wetted the hot-wire probe. The flow then accelerated rapidly
due to the pressure gradient between the ambient pressure
downstream and the pressurized tube upstream. After the ini-
tial velocity surge, the velocity was nearly constant until the
end of the duty cycle around t=7/8T. The dotted lines in
Fig. 7�a� were drawn by connecting minima and maxima
recorded over successive velocity records to indicate the en-
velope of possible values. The standard deviation, 	, shown
in Fig. 7�b�, was less than 2 m/s over most of the duty cycle.
The maximum deviation occurred early in the opening phase
and was most likely due to the sweeping motion of the jet
axis mentioned before. This variability, however, did not af-
fect the flow rate significantly due to the small area at that
time. This small scatter in the velocity history indicates that
the pulsating jet is indeed a stationary periodic flow. A col-
lection of phase-locked measurements thus allows the accu-
rate reconstruction of the instantaneous velocity profile of
the jet. The instantaneous flow rate is shown along with the
orifice area in Fig. 8. It is smooth and symmetric throughout
the cycle. The error in flow rate estimate, �Q�t�−Qm� /Qm,
was less than 4% over one period of oscillation.

FIG. 6. �Color online� Time sequence of velocity maps. Integration of each
velocity map yields the instantaneous flow rate at each sampling time.

FIG. 7. Velocity vs time at �x ,y ,z�= �0,0 ,1 mm�: Converging orifice, f
=100 Hz, �p=10 cm H2O, Qm=1.48�10−4 m3/s. �a� measured flow veloc-
ity: -.-.-.: maximum value; - - -: minimum value; ———-: ensemble aver-
age, �b� standard deviation of the ensembles.
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Figure 9�a� shows the Cd
i curve over several cycles.

Early in the opening phase, the coefficient is large. Its value
decreases exponentially, tending asymptotically towards a
value of 0.86 for large Reynolds numbers �large opening
areas�. The coefficient increases again along the same curve
as the orifice closes, and the cycle repeats identically over
the following periods. The Cd

st values for several orifice areas
are shown versus Reynolds number in Fig. 9�b�. The Cd

st’s
follow similar trends as for the Cd

i curves. For large orifice
areas, Cd

st asymptotically approaches a value of 0.8, almost

identical to the value reported in the previous study by
Zhang et al. �2002�. For small orifice areas, Cd

st is larger than
unity.

The glottal width, h, was larger than approximately
0.4 mm for large orifice areas �Ao
3.5 mm2�. This area
range corresponds to Re
4400 �or T /4� t�3/4T� in Fig.
9. Note that the square root of the orifice area, �Ao, was used
as length scale in the Reynolds number instead of the glottal
width. For small orifice widths �h�0.4 mm�, the rapid in-
crease in Cd

i and Cd
st results from a large increase in the

contraction coefficient, Cc, since CL is always smaller than
unity �Sec. IV, Appendix A�. The large value of Cc can be
attributed to the pressure rise and/or frictional loss along the
stream from Eq. �4�. For converging orifices with small ar-
eas, it is believed that frictional losses caused the large Cc

values, because the orifice is nozzlelike in shape and the
pressure recovery is probably very small. A similar observa-
tion was made by Deverge et al. �2003�, where a viscous
correction in Bernoulli’s equation was needed for small
h��0.3 mm� in the case of a rounded vocal-fold replica. Vis-
cous effects dominate for small areas in both steady and
unsteady flows for converging and diverging orifices. Large
Cd values were found in all cases �the diverging orifice is
discussed in Sec. III B�. As the orifice is further closed, the
fixed spatial resolution and other factors degrade the accu-
racy of the ODC estimates for very small areas �Cd→ � �.

The instantaneous coefficients, Cd
i , are compared to the

stationary ones, Cd
st, in Fig. 10. The Cd

st values are denoted by
open symbols, whereas the Cd

i values are denoted using solid
symbols. The symbol shapes indicate the area values. The
range of values for each symbol on the Cd

i curve indicates
experimental accuracy, indicating a ±5% variability of the
area values due to image processing errors. Both coefficients
are in good agreement at high Reynolds number, specifically
for Re
3000, which indicates that there is no significant
differences between the steady and unsteady flows for the
equivalent values of orifice area and dynamic pressure

���Re·��2 /Ao�. The largest relative deviation, �C̄d
st

− C̄d
i � / C̄d

st, was 12.2% at Re�6800. Hence, the quasisteady

FIG. 8. Instantaneous flow rate and area function vs time �converging jet,
f =100 Hz, �p=10 cm H2O, Qm=1.48�10−4 m3/s, Q�t�=1.54
�10−4 m3/s�: ———: Q�t�; –.–: Ao�t�. The estimation error from measured
time-mean flow rate, Qm, is about 4%.

FIG. 9. Orifice discharge coefficient vs Reynolds number for �a� unsteady
jets over one cycle for continuously varying area: converging orifice, f
=100 Hz, �p=10 cm H2O, Qm=1.48�10−4 m3/s; and �b� steady jets for
discrete areas: �: 0.4 mm2; �: 1.5 mm2; �: 2.1 mm2; �: 3.5 mm2; �:
6.0 mm2; �: 9.5 mm2; �: 12.6 mm2.

FIG. 10. Comparison between the orifice discharge coefficients of unsteady
and steady jets for several opening areas. Coefficients values are the same as
in Fig. 9. Cd

st and Cd
i are marked with open and solid symbols, respectively.

Orifice area: �: 0.4 mm2; �: 1.5 mm2; �: 3.5 mm2; �: 6.0 mm2; �:
9.5 mm2.
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approximation is reasonable. Discrepancies were observed at
low Reynolds numbers, for Re�3000. The relative devia-
tion, for example, was 20.5% at Re�1100. Small measure-
ment and image processing errors may be in part responsible
for the differences between Cd

i and Cd
st. This explanation is

however not entirely satisfactory because the same proce-
dures were followed for both the steady and the unsteady
cases. The difference suggests that the unsteady effects are
influential for those conditions. In other words, the viscous
effects are still important to both jets for small areas
�Cd

i ,Cd
st
1�, while the unsteady effects make a significant

contribution to the aerodynamic properties of the unsteady
jet �Cd

i �Cd
st�. There are two possible explanations for the

observation that Cd
i �Cd

st in terms of the unsteady motion of
the orifice. If Cc is assumed constant for both jets, a smaller
CL for the unsteady jet suggests stronger viscous diffusion
developed in shear layers; the motion of the wall boundary
for very small orifice width may induce fluid rotation. The
squeezing action of the walls on the fluid may cause an in-
crease in local vorticity, which increases viscous dispersion.
On the other hand, if CL is assumed constant for both jets, a
smaller Cc for the unsteady jet implies that stream area at the
measurement plane is smaller. This conjecture may be justi-
fied from a kinetic point of view since it is plausible that the
size of the stream area is affected by the acceleration of the
wall. In terms of Eq. �4�, the pressure drop may occur due to
unsteady motion. Most likely, those two effects may take
place simultaneously. These considerations are discussed fur-
ther in Sec. IV.

The time histories of key hydrodynamic and acoustic
variables over several cycles are shown in Fig. 11. The flow
rate reached a maximum when the orifice area was a maxi-
mum. The upstream acoustic pressure was out of phase with
the orifice area �or flow rate� because the pressure was re-
leased as the orifice opened, and built up as the orifice
closed. The downstream acoustic pressure was relatively
small due to the rapid decay of the sound pressure with dis-
tance outside the orifice in this case, for which there was no
tube or pseudo vocal tract; the sound was radiated in a free
field.

Neglecting the unsteady velocity potential term, �� /�t,
using measured data for the mean transglottal pressure, �p
and the acoustic pressure, p��t�, and assuming that the orifice
area is small with respect to the tube area �Ao /At�1�, the
centerline velocity was computed from Bernoulli’s equation
as

uc�t� =�2�p�t�
�

=�2��p + pup� �t� − pdn� �t��
�

. �8�

As shown in Fig. 11�e�, there is a good agreement be-
tween the measured and the computed center flow velocity
for large orifice areas during T /4� t�3/4T �0.015 s� t
�0.02 s; Ao
3.5 mm2�; otherwise, the prediction differs
from the measured data. The reason is that Bernoulli’s equa-
tion cannot be applied because the streamline is no longer
inviscid �0.4 mm2�Ao�3.5 mm2�, or no longer existent
�Ao�0.4 mm2�. These results are consistent with the rela-
tionship between the Cd

i and Cd
st in Fig. 10. When Bernoulli’s

equation does not hold �in the presence of unsteady and fric-
tion effect�, the Cd

i and Cd
st values do not agree well. Since

the open quotient is approximately 0.8, the quasisteady ap-
proximation can thus be considered to hold for about 70
percent of the “duty cycle,” or time during which the orifice
is open.

Pictures of the steady and unsteady flows are shown in
Fig. 12. The unsteady jet �Figs. 12�b�, 12�d�, and 12�f�� was
captured at the instant when the area of the orifice reached
that of the stationary orifice for the steady jet �Figs. 12�a�,
12�c�, and 12�e��. Despite a difference in flow motion far
downstream, Figs. 12�g� and 12�h�, both steady and unsteady
jets in the vicinity of the orifice exit were nearly identical for
large orifice areas. Again, the discrepancies are larger for
small areas. Quantitative comparisons using for example par-
ticle image velocimetry �PIV� would be very useful to quan-
tify the changes in the velocity field. Some results were ob-
tained using PIV for cases with displacement flow alone
��p=0� and no jet flow. But, the equipment available did not
allow the procedure to be used for large velocities due to the
insufficient frame rate of the camera.

FIG. 11. Time history of flow and
acoustic variables �converging jet, f
=100 Hz, �p=10 cm H2O, Qm=1.48
�10−4 m3/s�. �a� orifice area; �b� flow
rate; �c� upstream acoustic pressure;
�d� downstream acoustic pressure; �e�
centerline velocity at �x ,y ,z�
= �0,0 ,1 mm�; and �f� a close-up of
centerline velocity: ———: measured;
¯¯¯: predicted from Bernoulli’s
equation. The areas are indicated by
the following symbols: �: 0.4 mm2;
�: 3.5 mm2; �: 6.0 mm2; �:
9.5 mm2.
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B. Diverging orifice

A diverging orifice flow has distinct features. Due to a
fast transition into the turbulent mixing region downstream,
the jet undergoes relatively large fluctuations in velocity.
Moreover, the flow is bistable and very sensitive to boundary
conditions. Any small upstream or downstream perturbation
makes the flow deflect and attach to either of the orifice
walls. Figure 13 shows a kymographic image of the flow
velocity along the center line. The x location was measured
from the center of the orifice. The jet swept around the ori-
fice center early in the opening phase, then attached to the
right wall �positive x values� during most of the cycle. Line
A-B in Fig. 13 shows the approximate deviation of the jet
axis from the orifice centerline. Both steady and unsteady
jets through the divergent orifice did tend to attach to the
same wall. Asymmetry in the model due to fabrication inac-
curacies may have caused the preferential deflection of the
jet.

The velocity waveform of the unsteady jet along the
center line A-B is shown in Fig. 14. The first peak in the
waveform is due to the change in the jet axis orientation. The
time of this event corresponds to the leftmost section of line

A-B in Fig. 13. The peak velocity envelope shows that the
largest magnitude in velocity fluctuations is about 20% of the
maximum velocity. The variance of the fluctuations remained
small during most of the cycle. The largest variations oc-
curred at both ends of the cycle where the contribution to
flow rate is less significant due to the small area. The veloc-
ity waveform was stationary, as for the converging jet.
Ensemble-averaged velocity waveforms were thus used for
flow rate calculations.

The jet was observed to start generally straight with a
slight sweeping motion. It deflected from the axial direction
after approximately one quarter of one period. A similar be-
havior was also observed in previous studies �Hofmans,
2003; Erath and Plesniak, 2006�. Since only the axial com-
ponent of velocity contributes to the flow rate �note that the
orifice area is normal to the axial direction as well�, the mea-
sured flow velocities were corrected to obtain the axial com-
ponent by assuming that the jet deflection angle, � /2, was
the same as the wall angle, as described in Sec. II. The
change in flow direction caused a slightly asymmetric flow
rate waveform, as shown in Fig. 15. The waveform of the

FIG. 12. Pictures of steady and unsteady jets through the convergent orifice
for the same orifice area over view plane of y=0: f =100 Hz, �p=10 cm
H2O. Steady jets: �a� Ao=0.5 mm2, �c� Ao=6 mm2, and �e� Ao=10 mm2;
unsteady jets: �b� Ao=0.5 mm2, t�2/10T, �d� Ao=6 mm2, t�3/10T, and
�f� Ao=10 mm2, t�5/10T. The jet plume is shown, for the cases of �g�
steady and �h� unsteady jet �t�1/4T�.

FIG. 13. �Color online� Time history of the unsteady diverging jet at center:
�uz�x ,y ,z , t� :−1x2, y=0, z=1 �mm�, 0 tT�. The jet deflects to the
right �upward� side due to the Coanda effect: f =100 Hz, �p=14 cm H2O,
Qm=3.06�10−4 m3/s. Line AB denotes the jet core during wall attachment.

FIG. 14. Velocity vs time �along line AB in Fig. 13�: diverging orifice, f
=100 Hz, �p=14 cm H2O, Qm=3.06�10−4 m3/s. �a� measured flow veloc-
ity: –.–.–.: maximum value; - - -: minimum value; ———: ensemble aver-
age. �b� standard deviation of the ensembles.

FIG. 15. Instantaneous flow rate and area function vs time �diverging jet,
f =100 Hz, �p=14 cm H2O, Qm=3.06�10−4 m3/s, Q�t�=3.20
�10−4 m3/s�: ———: Q�t�; –.–: Ao�t�. The estimation error from the mea-
sured time-mean flow rate, Qm, is about 4%.
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instantaneous flow rate is noisy, but the time-averaged value
agreed with that from the inlet flow meter within around 4%
estimation error, as for the case of the converging orifice.

The Cd
i and Cd

st values are shown in Fig. 16. There is a
difference between the Cd

i vs Reynolds number curves for
the opening and the closing phases. Such differences are gen-
erally referred to as hysteretic. Interestingly, such hysteresis
probably means that net power is transferred from the wall
motion to the flow �or vice versa�, although the shape of the
orifice during the opening and closing phases is nominally
identical. For Re�6000, the coefficient during the opening
phase is larger than that during the closing phase, whereas
the coefficient is almost identical for Re
6000. The period
for Re
6000 corresponds approximately to T /4� t�3/4T
or Ao
4.0 mm2 �Fig. 15�. The difference in Cd

i may be as-
sociated with the Coanda effect since the jet attached to the
wall for t
T /4. One plausible reason for this difference is
the influence of the wall motion. The wall motion may cause
a suction, which initiates the Coanda effect �Prandtl and
Tietjens, 1957�. It is also hypothesized that the asymmetric
jet development in the orifice channel due to the wall attach-
ment �wall boundary layer on the attached side and free shear
layer on the other� may cause the differences in Cd

i . In other
words, the jet plume is not perfectly identical during the
opening and closing half-cycles.

The Cd
i values for the diverging orifice are generally

greater than those for the converging orifice. This is due

primarily to an increase in Cc related to a pressure recovery
within the diffuserlike orifice channel, with the CL value be-
ing almost the same regardless of jet type. The Cc and CL

values are further discussed in Sec. IV.
The Cd

i values asymptotically converge for large orifice
areas, and they are relatively large for small orifice areas.
The Cd

i and Cd
st values are in good agreement for Re
6000,

where both steady and unsteady jets were attached to the
orifice wall. In an intermediate range, 4000�Re�6000, the
steady jet was bistable and attached to the orifice wall inter-
mittently. The Cd

st values were computed in that case by av-
eraging the ODCs for each flow pattern. They were found to
be between the Cd

i values for the opening and the closing
phase. Although such bistable behavior precludes a conclu-
sive analysis, the coefficients seemed to be in agreement in
the intermediate Reynolds number region. Significant dis-
crepancies were again observed at low Reynolds numbers.
As in the case of the converging jet, Cd

st values are greater
than Cd

i , which suggests influences of the unsteady effects
due to wall motion associated with small orifice widths. Pic-
tures of the flow through the diverging orifice are shown in
Fig. 17. The unsteady jets for small orifice areas, shown in
Figs. 17�b� and 17�c�, were initially straight and then at-
tached to one wall. Pictures of steady jets for the correspond-
ing area are shown in Fig. 17�a�. For a large orifice area, the
discharge patterns of the steady �Fig. 17�d�� and the unsteady
jets �Fig. 17�e�� are almost identical near the orifice despite
the different jet plume patterns downstream �Figs. 17�f� and
17�g��.

IV. DISCUSSION

The improvement in accuracy related to the inclusion of
a time-dependent ODC in the pressure-flow relation of the
orifice was illustrated by considering a pulsating orifice of
area, Ao�t�, in an infinite tube. The radiated sound pressures
estimated using a constant ODC value, Cd, and that using a
time-varying ODC, Cd�t�, are the variables to compare. A
monopole source representation was adopted from the previ-
ous work of Zhang et al. �2002� for the calculations, where

FIG. 16. Comparison between orifice discharge coefficients for unsteady
diverging jet and those for steady diverging jets at several opening areas. Cd

st

and Cd
i are marked with open and solid symbols, respectively �f =100 Hz,

�p=14 cm H2O, Qm=3.06�10−4 m3/s�. Orifice area: �a� �: 0.9 mm2; �:
2.5 mm2; �: 5.0 mm2; �: 11.5 mm2; and �b� �: 1.5 mm2; �: 3.7 mm2; �:
7.6 mm2.

FIG. 17. Pictures of steady and unsteady jets through the divergent orifice
for the same orifice area over view plane of y=0: f =100 Hz, �p=14 cm
H2O. Steady jets: �a� Ao=2 mm2 and �d� Ao=11 mm2; unsteady jets: �b�
Ao=2 mm2, t�1/4T, �c� Ao=2 mm2, t�3/4T, �e� Ao=11 mm2, t�2/4T.
The jet plume is shown, for the cases of �f� steady and �g� unsteady jet �t
�3/8T�.
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the source region was idealized as two identical but oppo-
sitely phased one-dimensional monopoles. In such an ideal-
ized case, the radiated acoustic pressure, pdn� �t�, can be ex-
pressed in terms of the ODC, the orifice area, the mean
pressure differential, �p̄, and the flow rate, Qm, as

pdn� �t� =
�c

At
�− �2c

At
��Cd�t�Ao�t��2 + Cd�t�Ao�t�

��4c

At
Qm +

2

�
�p̄ + �2c

At
Cd�t�Ao�t��2

− Qm�
= f�Cd�t�,Ao�t�,�p̄,Qm� , �9�

where � is the medium density, and At is the tube cross-
sectional area �see Appendix B�.

Figure 18 shows a comparison between predicted and
measured downstream acoustic pressures for the converging
orifice with an anechoically terminated downstream duct. In-
stantaneous ODC data shown in Fig. 18�a� were used in Eq.
�9�. The resulting downstream acoustic pressures show that
the evaluation using Cd�t� improves the radiated pressure es-
timation by as much as 20% over the transient phase of the
duty cycle. Although such a correction does not affect the
peak pressure value, it does affect the rate of change of the
pressure during glottal opening and closing, altering the har-
monic content of the radiated pressure at higher frequency.

The values of Cc and CL can be calculated numerically
from the integration of the flow area in the measurement
plane, and from the instantaneous ODC data, respectively.
The instantaneous CL time histories for converging and di-
verging jets are shown in Fig. 19. The CL curves for both jets
are symmetric, and the loss pattern seems to be little influ-
enced by the presence of Coanda effect in the case of the
diverging jet �the difference is of the order O�10−2� between
t�T /4 and t
3/4T�. The CL pattern is similar between the
converging and the diverging orifice, but the loss undergoes
a larger change in the case of the converging jet. Turbulence
developed downstream of the diverging jet may lead to more
uniform viscous diffusion, and hence may induce a larger
head loss �overall lower CL� with a smaller change or excur-
sion over one cycle.

The instantaneous Cc curves for the converging and di-
verging jets are shown in Fig. 20. For the converging jet at a

large orifice area �1/4T� t�3/4T�, the Cc value is slightly
greater than unity, i.e., Cc�1.07. This may be because the
flow separation point is not exactly located at the throat, but
slightly downstream due to the rounded edge. Hence, there is
a small increase in the pressure �pressure recovery� along the
streamline. For the diverging jet case, the pressure recovery
is much higher �Cc�1.24�. For small areas in both cases �t
�1/4T , t
3/4T�, the curve increases dramatically, and little
difference is observed between converging and diverging
jets, which suggests that the frictional loss along the stream
overwhelms the pressure rise in the same way for both orifice
profiles.

The effect of orifice wall motion is significant when the
orifice area is small, as shown by the discrepancies between
Cd

i and Cd
st. The volume displaced by the pumping action of

the orifice wall oscillating motion in absence of flow is re-
ferred to as displacement flow. The axial volume velocity
induced by the displacement flow together with the wall nor-
mal velocity may induce bound vorticity, presumably around

FIG. 18. Illustration of the influence of employing time-varying orifice dis-
charge coefficients: �a� ———: stationary coefficient, Cd, –.–.–.: instanta-
neous coefficient, Cd�t�; �b� - - -: measured radiated pressure, –.–.–.: radiate
pressure computed with Cd, ——: radiated pressure computed with Cd�t�.
Converging jet confined in a downstream tube, f =100 Hz, �p=10 cm H2O,
Qm=1.48�10−4 m3/s.

FIG. 19. Instantaneous loss coefficient vs time for �a� the unsteady converg-
ing and �b� the unsteady diverging jet over one cycle.

FIG. 20. Instantaneous contraction coefficient vs time: ———: converging
jet; - - -: diverging jet; –.–.–.: reference line of value 1.
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one boundary layer thickness from the wall. This local un-
steady fluid behavior may in part cause the orifice coefficient
difference between steady and unsteady flows. When the ori-
fice area is large, this effect may not be significant due to the
relative importance of the pressure-driven velocity fields.
Wall pressure and transglottal flow field measurements are
needed to confirm this hypothesis.

Although the orifices have a rounded edge at their exit,
vena contracta was observed. The centerline velocity was
measured as a function of the streamwise distance from the
converging orifice as shown in Fig. 21. The results include
two discharge configurations of an open jet and a confined
jet. A rigid uniform tube having the same dimensions of the
upstream tube was used for the downstream confinement.
The centerline velocity for both cases increased and reached
a maximum at z�1D, which should correspond to the mini-
mum stream area based on the assumption of an incompress-
ible stream tube. The presence of the downstream confine-
ment had no influence on the location of the vena contracta.
Beyond this point, the velocity decreased faster with z in the
case of the confined jet due to increased turbulent diffusion.
This is further substantiated by the observed increase in fluc-
tuation amplitudes, which are shown in the form of a stan-
dard deviation in Fig. 21�b�. This vena contracta may be due
to the elliptical shape of the orifice. Tip vortices at the com-
missures may cause local flow acceleration downstream.
This phenomenon was observed in previous studies, along
with an axis switching of the elliptical jet plume �Zhang et
al., 2004�.

In previous studies �Zhang et al., 2002�, the instanta-
neous flow rate was calculated from the instantaneous radi-
ated sound-pressure data because no flow map was available.
Because the ducts were not perfectly anechoic, an acoustic
model was needed to describe the sound field, and inverse
filtering of the sound-pressure signals was required in order
to calculate the glottal flow waveform. Due to difficulties in
the robust estimation of the flow rate, a low-pass filter was
used to stabilize the numerical scheme. This process may
have resulted in numerical errors in the flow rate estimates.
One benefit of the direct mapping method utilized in the
present study is that such inverse filtering is no longer
needed, and accurate flow rate estimates can be obtained
more easily for arbitrary acoustic loading, including cases
with highly reflecting tube configurations.

The use of a single wire probe for the velocity measure-
ments yields sufficient accuracy in the present study because
of the relatively symmetric orifice geometry. For more physi-
ologically realistic configurations, e.g., self-oscillated models
�Thomson et al., 2005� and the models with false vocal folds
�Triep et al., 2005�, direct measurement of the glottal flow
close to the orifice may be impeded by a strong out-of-plane
axial �inferior/superior or “bulging”� folds motion or by geo-
metric restrictions. In such cases, the measurement plane
may need to be relocated with the use of cross-wire or
slanted wire probes. A signal filtering of the measured veloc-
ity may also be required in order to remove highly turbulent
components in the data.

V. CONCLUSIONS

The accuracy of the quasisteady approximation often
utilized in voice production models was evaluated. The ori-
fice discharge coefficients of comparable unsteady and
steady jets through convergent and divergent glottis-shaped
orifices were directly measured using hot-wire anemometry.
The experiments confirmed that the approximation is valid
within reasonable accuracy over 70% of the glottal duty
cycle. Bernoulli’s steady streamline theory was found to be
accurate for the prediction of the unsteady flow over the
same range. Unsteady and viscous effects were found to be
significant only during a short time interval near opening and
closure. The flows through the diverging orifices were com-
plex, and featured significant hysteretic effects. More work is
still needed to clarify the relative contributions of viscous
effects and displacement flow over the very low Reynolds
number range.
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List of Symbols

A � cross sectional area of flow stream tube
�mm2�

At � tube area �mm2�
Ao � orifice area �mm2�
Cc � area contraction coefficient
CL � loss coefficient
Cd � orifice discharge coefficient
Cd

st � stationary orifice discharge coefficient for
steady jets

Cd
i � instantaneous orifice discharge coefficient

for unsteady jets
Q�t� � time-varying flow rate �m3/s�

FIG. 21. Jet center velocity as a function of streamwise distance from orifice
exit: �a� normalized center velocity and �b� velocity standard deviation:
converging orifice, f =0 Hz �steady jet�, �p=10 cm H2O, ———: no con-
finement downstream; - - -: confined by a rigid tube downstream.
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Qideal � flow rate without loss �m3/s�
Qm � flow rate measured far upstream using flow

meter �m3/s�
p � static pressure �Pa�

p� � acoustic pressure �Pa�
�p � pressure differential; transglottal pressure

�Pa�
Re � Reynolds number, uc

�Ao /�
t � time �s�

T � period of one cycle �s�
u�x , t� � flow velocity profile measured on the mea-

surement plane �m/s�
ucut � cutoff flow velocity �m/s�

� � included angle of orifice �°�
� � air density �kg/m3�
	 � standard deviation of flow velocity �m/s�

Subscripts
1 � measuring point 1
2 � measuring point 2
c � jet centerline

dn � downstream
up � upstream

x � lateral direction
y � spanwise direction
z � streamwise direction

Acronym
ODC � orifice discharge coefficient

APPENDIX A: ORIFICE DISCHARGE COEFFICIENT
DEFINITION

Consider an infinitely long tube interrupted by an orifice
of area, Ao, as shown in Fig. 1, where p, u, and A denote the
static pressure, the flow velocity, and the cross-sectional area
of stream tube at point 1 and 2. For incompressible, friction-
less flow in the duct, the center flow velocity at the orifice
throat �at minimum area� can be computed as

uo =
1

�1 − �Ao/A1�2
�2�p1 − po�

�
. �A1�

The orifice discharge coefficient is defined as the ratio of
the actual �real� flow rate to the ideal flow rate �center ve-
locity times area�,

Qreal = Cd · Qideal = Cd · Ao · uo �A2�

�Qreal =
Cd · Ao

�1 − �Ao/A1�2
�2�p1 − po�

�
. �A3�

The downstream pressure, p2, is usually measured in-
stead of the orifice throat pressure, and Eq. �A3� becomes, in
terms of p2,

Qreal =
Cd

* · Ao

�1 − �Ao/A1�2
�2�p1 − p2�

�
. �A4�

Note that Cd=Cd
*, where it is assumed po� p2 for orifice

plates. The spatially averaged flow velocity through the ori-
fice is then computed as

uo,real =
Cd

*

�1 − �Ao/A1�2
�2�p1 − p2�

�
�A5�

from Qreal=Ao ·uo,real �Blevins, 1984; Munson et al., 1993�.
To avoid any confusion, the orifice discharge coefficient

is defined as in Eq. �A4� rather than in Eq. �A3� because it is
practically based on the variables measured downstream. The
ratio of the real flow rate to the ideal one will be denoted by
CL instead of Cd from Eq. �A2� as

Qreal = CL · Qideal, �A6�

and Cd
* will be replaced with Cd for the orifice coefficient

herein after. The real flow rate can now be expressed from
Eq. �A4� in terms of flow velocity measured downstream as

Qreal =
Cd · Ao

�1 − �Ao/A1�2
�2�p1 − p2�

�

= Cd · Ao

�1 − �A2/A1�2

�1 − �Ao/A1�2
·

1
�1 − �A2/A1�2

��2�p1 − p2�
�

= Cd · Ao

�1 − �A2/A1�2

�1 − �Ao/A1�2
· u2. �A7�

Because the jet stream area as well as the orifice area is
small with respect to the tube area �Ao ,A2�A1�, the real
flow rate further reduces to

Qreal = Cd · Ao · u2. �A8�

The orifice discharge coefficient can be decomposed
through the introduction of a contraction coefficient, Cc. Be-
cause the flow is assumed incompressible, the ideal flow rate
is always constant,

Qideal = Ao · uo = A2 · u2, �A9�

and, therefore,

uo = A2/Ao · u2 = CC · u2, �A10�

where CC is defined as the ratio of flow stream area to the
orifice area. Therefore, from Eqs. �A6� and �A8�–�A10�,

Cd = CC · CL �CL  1� . �A11�

Note that the loss coefficient, CL, is always smaller than
unity because the real flow rate cannot exceed the ideal flow
rate. The contraction coefficient can be shown from Bernoul-
li’s equation to indicate the pressure head variation along the
streamline. If one takes the Bernoulli’s equation with fric-
tional loss pressure head, �, along the stream line from the
orifice throat to the measurement location,

1

2
u0

2 +
po

�
=

1

2
u2

2 +
p2

�
+

�

�
, �A12�

the contraction coefficient can be rewritten from Eqs. �A10�
and �A12� as
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Cc
2 = 1 +

p2 − po

�

2
u2

2

+
�

�

2
u2

2

. �A13�

It should be pointed out that Eq. �A13� is almost identi-
cal to the relationship for diffuser performance that can be
found in other references �Blevins, 1984�,

K = 1 − �Ao/A2�2 − CP, �A14�

where K is loss coefficient and CP is static pressure recovery,
except that �A14� is normalized by the dynamic pressure
head at the diffuser throat.

Therefore, from Eqs. �A11� and �A13�, the orifice coef-
ficient is bounded by

Cd
2  1 +

p2 − po

�

2
u2

2

+
�

�

2
u2

2

. �A15�

For flows in converging orifices, where the pressure rise
�except for a possible pressure drop at the vena contracta�
and viscous effects are insignificant, Cd is always smaller
than unity. For flow through a diverging orifice �with signifi-
cant pressure recovery� or through a very small opening
�with strong viscous frictional losses�, Cd can be larger than
unity. The relative contribution of the reversible �pressure
recovery� and irreversible �viscous loss� processes may not
be discriminated from the orifice coefficient value alone, un-
less either po or � is available.

APPENDIX B: RADIATED SOUND PRESSURE IN
TERMS OF CD

This section presents the details of a simple model for
the sound pressure radiated by flow through a time-varying
orifice in an infinitely long uniform tube. First, rewrite the
definition of the orifice discharge coefficient with u2=uc

from Eq. �A8� as

Q�t� = Cd�t�Ao�t�uc�t� , �B1�

and express the centerline velocity from Eq. �8� as

1

2
�uc�t�2 = �p̄ + pup� �t� − pdn� �t� . �B2�

The fluctuating velocity is related to flow rate through a
simple conservation of mass argument,

udn� �t� = − uup� �t� =
1

At
�Q�t� − Qm� . �B3�

Note that Q�t�=Qm within a tolerable error �4%�, as dis-
cussed in Sec. III. Assuming infinitely long tubes, the acous-
tic impedance of the tube is

pup� �t�
uup� �t�

=
pdn� �t�
udn� �t�

= �c , �B4�

where � is the density, pup� and pdn� are the acoustic pres-
sures upstream and downstream, respectively. By substi-
tution of �B4� into �B3�, the acoustic pressure can be ex-
pressed as

pdn� �t� = − pup� �t� =
�c

At
�Q�t� − Qm� . �B5�

Then, a quadratic equation for the jet centerline velocity
can be obtained from Eq. �B2� by using �B1� and �B5�,

1

2
�uc�t�2 +

2�c

At
Cd�t�Ao�t�uc�t� = �p̄ +

2�c

At
Qm, �B6�

which yields

uc�t� = −
2c

At
Cd�t�Ao�t�

+�4c

At
Qm +

2

�
�p̄ + �2c

At
Cd�t�Ao�t��2

. �B7�

Note that uc�t� is chosen positive since the mean flow is
driven by a positive mean pressure differential across the
orifice. Finally, the propagating acoustic pressure down-
stream, pdn� �t�, is obtained from �B1�, �B5�, and �B7�,

pdn� �t� =
�c

At
�Cd�t�Ao�t�uc�t� − Qm�

=
�c

At
�− �2c

At
��Cd�t�Ao�t��2 + Cd�t�Ao�t�

��4c

At
Qm +

2

�
�p̄ + �2c

At
Cd�t�Ao�t��2

− Qm�
= f�Cd�t�,Ao�t�,�p̄,Qm� . �B8�

1The single hot-wire probe primarily measures the axial flow velocity.
2The effective velocity, Ue, measured by a hot wire is related to each fluid
velocity component by Ue

2�Un
2+�2 ·Ub

2+�2 ·Ut
2, where n ,b, and t denote

normal, binormal, and tangential directions to the hot wire, � and � are
directional sensitivity constants, generally about 1.05 and 0.2, respectively.
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A method for synthesizing vocal-tract spectra from phoneme sequences by mimicking the speech
production process of humans is presented. The model consists of four main processes and is
particularly characterized by an adaptive formation of articulatory movements. First, our model
determines the time when each phoneme is articulated. Next, it generates articulatory constraints
that must be met for the production of each phoneme, and then it generates trajectories of the
articulatory movements that satisfy the constraints. Finally, the time sequence of spectra is estimated
from the produced articulatory trajectories. The articulatory constraint of each phoneme does not
change with the phonemic context, but the contextual variability of speech is reproduced because of
the dynamic articulatory model. The accuracy of the synthesis model was evaluated using data
collected by the simultaneous measurement of speech and articulatory movements. The accuracy of
the phonemic timing estimates were measured and compared the synthesized results to the measured
results. Experimental results showed that the model captured the contextual variability of both the
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I. INTRODUCTION

Speech synthesis methods that mimic processes in-
volved in the production of speech have been widely studied.
For example, Coker and Fujimura �1966�, Mermelstein
�1972�, and Engwall �1999� have proposed articulatory mod-
els that control the shape of the vocal tract by varying the
values of a small number of parameters specifying the posi-
tions of articulators. The transfer function of the vocal tract
is then determined using an acoustic tube model �Flangan,
1972; Maeda, 1982; Sondhi and Schroeter, 1987�, and in
combination with the glottal and noise source models, the
synthesis model produces speech signals that can sound
natural. Since the articulatory positions can be measured by
various observation techniques �Rokkaku et al., 1986; Per-
kell et al., 1992; Stone, 1990�, it is possible to determine the
accuracy of the model position estimates. Such articulatory
measurements are also useful for the dynamic control of ar-
ticulatory parameters and speech synthesis of continuous ut-
terances.

To accurately synthesize continuous speech, the effects
of coarticulation needs to be modeled �Sharf and Ohde,
1981�. Coarticulation is a source of articulatory variability
because it causes the interaction of neighboring phonemes
and temporal spreading of phonemic articulatory features.
Therefore, speech scientists have performed physiological
�MacNeilage and DeClerk, 1969�, kinematic �Gay, 1977;
Farnetani, 1989�, and acoustic �Stevens and House, 1963;
Öhman, 1966; Blumstein, 1986� investigations to clarify the
influence of the phonemic context on the attainment of pho-
nemic articulatory targets. Contextual variability is also one

of the central problems in the field of speech synthesis and
recognition technologies. To solve this problem, speech units
are usually constructed on the basis of context-dependent
frameworks such as the digram and trigram models �Jelinek,
1997�.

To cope with the problem of contextual variability, dy-
namic articulatory models have been proposed �Saltzman
and Munhall, 1989; Kaburagi and Honda, 1996� based on the
idea that articulatory movements are generated so that pho-
nemic articulatory targets are satisfied. Although the targets
are universal and context independent, these models are ca-
pable of reproducing articulatory variability by blending tar-
get gestures �Saltzman and Munhall, 1989� or by a reduction
in the dimension of the task space �Kaburagi and Honda,
1996�. Generally, the dimension of the task space becomes
smaller than that of the articulatory variables because of the
coordinated structure of the articulators �Saltzman 1979� and
the existence of articulator priority �Coker, 1976�, and then
the kinematic states of the articulators are only partly con-
strained by each phonemic task. In the latter model, it was
assumed that the unconstrained degrees of freedom of the
articulatory variables are resolved by minimizing an energy
criterion so that the tasks of the adjacent phonemes are
smoothly interpolated. Then, the values of redundant degrees
of freedom are determined depending on the phonemic con-
text, and the model can reproduce the contextual effects.

This paper presents a speech synthesis model which
generates the vocal-tract spectrum on the basis of articulatory
dynamics. Given a sequence of phoneme symbols, our model
first specifies articulatory timings and target vocal-tract ges-
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tures using invariant features �Kaburagi and Honda, 2001�.
Then articulatory movements are generated by the dynamic
model �Kaburagi and Honda, 1996�. Finally, the vocal-tract
spectrum is estimated by searching a data set composed of
articulatory and acoustic data pairs. Unlike typical speech
synthesis methods, the temporal pattern of speech is formed
as continuous articulatory movements instead of a concat-
enation of inflexible segmental units. Also, contextual vari-
ability is automatically reproduced by using a compact set of
phonemic tasks. As such, our synthesis model is constructed
by mimicking the actual process of human speech produc-
tion. In addition, an electromagnetic articulography �EMA�
is used to measure the positions of the articulators �Kaburagi
and Honda, 1994, 2002�. These articulatory data are used to
construct the synthesis model and quantitatively evaluate the
accuracy of the generated articulatory movements and vocal-
tract spectra.

This paper is organized as follows. Section II explains
the mathematical framework for specifying the articulatory
timing and phonemic tasks, forming articulatory movements,
and estimating the vocal-tract spectrum. Section III presents
the results of the experiments, and finally Section IV pro-
vides a summary of this work and our conclusions.

II. THE GENERATIVE MODEL

A. Outline of the model

This section explains the generative model and shows
how the vocal-tract spectrum is generated from phonemic
information. The model is composed of processes of articu-
latory timing determination, phonemic task specification, ar-
ticulatory movement generation, and spectrum estimation
�Fig. 1�. Given a sequence of phoneme symbols, the timing

model determines the moment at which each phoneme
should be articulated, and the obtained temporal information
is used to constrain the dynamic behavior of the articulators.
Phonemic tasks represent articulatory targets for forcing the
vocal tract into phoneme-specific configurations. Then a dy-
namic articulatory model generates continuous articulator
movements so that every task is satisfied. Finally, the vocal-
tract spectrum is estimated from the positions of the articu-
lators on a frame-by-frame basis.

B. Articulatory and acoustic variables

Articulatory variables of the model represent the abso-
lute positions of eight points fixed on the articulatory organs.
As illustrated in Fig. 2, the number of points is one each for
the jaw �J�, upper lip �UL�, lower lip �LL�, and velum �V�,
and four for the tongue �T1, T2, T3, T4�. Each marker posi-
tion is expressed in a two-dimensional space corresponding
to the midsagittal plane of a speaker, where the coordinate
system is fixed to the head position. Therefore, the dimen-
sion of the articulatory variables becomes 16. This point rep-
resentation of articulatory variables has the advantage that
their actual values are directly measured by using an electro-
magnetic observation technique �Kaburagi and Honda, 1994,
2002�. As will be explained later, measurement data are us-
able for determining the values of model variables and pho-
nemic articulatory targets.

On the other hand, the vocal tract transfer function is
represented by LSP �line spectrum pair� parameters �Furui,
2000�. In this study, audio signals are recorded at a sampling
frequency of 8 kHz and the order of the LSP analysis, i.e.,
the number of poles of the all-pole spectral model, is set at
14. The articulatory and acoustic variables are respectively
represented as

x = �x1,x2,x3, . . . ,xLx�T �1�

and

FIG. 1. The framework of the spectrum generation model. The phonemic
information is first used to specify the articulatory timings and a sequence of
phonemic tasks. Continuous movements of the articulatory organs are then
formed by a dynamic articulatory model. Finally, the vocal-tract spectrum is
estimated from the articulatory movements on a frame-by-frame basis using
a data search method.

FIG. 2. Articulatory variables represent the positions of eight marker points
on the midsagittal plane of a speaker. The axes of the coordinate system,
xhorizontal and xvertical, are fixed to the head position.
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y = �y1,y2,y3, . . . ,yLy�T, �2�

where T denotes transposition. Lx�=16� and Ly�=14� are the
dimension numbers of vectors.

C. Determination of articulatory timings

When a sequence of phoneme symbols is input to the
model as

p1p2p3 ¯ pk ¯ pK, �3�

the articulatory timing of each phoneme is first determined
as nk �k=1,2 , . . . ,K�, where K represents the number of pho-
nemes. Suppose that the timing of the first phoneme is set at
n1=1. The timing of the second phoneme is then determined
as n2=n1+M1+L2, where M1 and L2 represent segmental
durations determined from the types of the phonemes p1 and
p2. As illustrated in Fig. 3, the articulatory timing of the kth
phoneme is generally predicted as

nk = nk−1 + Mk−1 + Lk �k = 2,3, . . . ,K� . �4�

Lk is the time duration, referred to as the phoneme onset,
between the initiation of the phoneme production and the
reaching of the articulatory goal. Similarly, Mk is the dura-
tion, referred to as the phoneme offset, between the articula-
tion time of the kth phoneme and the initiation time of the
succeeding phoneme. In the figure, each initiation time is
indicated as a nominal phonemic boundary between adja-
cent phonemes.

The lengths of the phoneme onset and offset are pre-
dicted as a function of phonemic types using the type-I quan-
tification method �Hayashi, 1954�

Lk = L̄ + L1�pk� + �
i=1

Nc

�i�pk−1�L2i + �
i=1

Nc

�i�pk+1�L3i �5�

and

Mk = M̄ + M1�pk� + �
i=1

Nc

�i�pk−1�M2i + �
i=1

Nc

�i�pk+1�M3i, �6�

where L̄ and M̄ are the mean durations and L1 and M1 are
additional terms specific to each phoneme. Also, contextual
effects are considered to improve the prediction accuracy.
Phonemes are first classified into Nc groups on the basis of
their articulatory features. The terms L2i and M2i then repre-
sent influences of the preceding phoneme which belongs to
the ith group. Similarly, L3i and M3i represent influences
of the following phoneme. The value of the function, �i� �,
is one when the argument of the function, pk−1 or pk+1,
belongs to the ith group; if not, it takes zero.

As will be explained in the third section, the prediction
parameters in Eqs. �5� and �6� are learned using empirical
articulatory data taken by electromagnetic articulography. By
a visual inspection of measured articulatory movements, the
articulatory timing of each phoneme can be determined.
Then, the instants of the nominal phonemic boundaries are
determined as

nk,k+1 = arg min
n

�ek�n� − ek+1�n�� , �7�

where nk,k+1 is the boundary between the kth and �k+1�th
phonemes. ek�n� is the articulatory distance, defined as

ek�n� = �x�n� − xk�TW�x�n� − xk� , �8�

where x�n� is a sequence of measured articulatory move-
ments, and xk�=x�nk�� is the articulatory position of the kth
phoneme at time nk. The components of the weighting
matrix W=diag�v1 ,v2 , . . . ,vLx

� are given as vl�cl
−0.5��vl

=1� for cl, the variance of the articulatory variables in the
data set. These expressions indicate that the phoneme
boundary is determined as the time at which the difference
between ek�n� and ek+1�n� becomes the minimum. In other
words, we suppose that the articulatory distance between
xk and x�nk,k+1� is the same as that between xk+1 and
x�nk,k+1�.

When the articulatory timings and phonemic boundaries
are determined from the articulatory data, the values of the
prediction parameters are calculated following the ordinal
type-I quantification method so that the mean squared error
of the segmental durations, i.e., phoneme onset and offset, is
minimized. In the present study, the phonemes of Japanese
are classified into 13 groups �Nc=13�, as will be discussed in
the third section, and the linear expressions in Eqs. �5� and
�6� are obtained for each of these groups. In accord with the
structure of the expressions, the items of the type-I quantifi-
cation method are set as the types of the preceding, central,
and following phonemes. For the item of the central pho-
neme, the categories of the method are formed by the mem-
bers of the phoneme group. Therefore, the values of L1 and
M1 are determined for each phoneme separately. On the
other hand, for the items of the preceding and following
phonemes, the categories are formed by the 13 phoneme
groups to determine the values of L2i, L3i, M2i, and M3i for
i=1,2 , . . . ,Nc. Because the linear models are trained for each
group independently, these parameters should be expressed,
for example, as L2i�ck� as a function of ck, the group number

FIG. 3. Estimation of phonemic lengths to determine articulatory timings.
Phoneme onset, Lk, and phoneme offset, Mk, are estimated using linear
models from given phonemic information. The initiation time of the kth
phoneme is illustrated as the phonemic boundary between the �k−1�th and
kth phonemes.

458 J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 T. Kaburagi and J. Kim: Generation of the vocal tract spectrum



in which the phoneme pk is included. Similarly, L̄ and M̄ are
the mean values of phoneme onset and offset within a group,

and they should be written as L̄�ck� and M̄�ck� in the strict

sense. Therefore, the number of parameters is Nc for L̄ and

M̄, Np for L1 and M1, and Nc
2 for L2i, L3i, M2i, and M3i, where

Np is the number of phoneme types. Because Np is 23 and Nc

is 13, the total number of parameters is 748.

D. Task generation and articulatory movement
formation

After the articulatory timings are determined, phonemic
tasks, i.e., articulatory constraints that must be met for the
production of each phoneme, are specified as �Kaburagi and
Honda, 1996�

zk = Ekx�nk� �1 � k � K� , �9�

where zk is a vector representing the target values of the
articulatory variables and Ek is the transformation matrix. As
shown in Fig. 4, conditions n1=1 and nK=N are supposed at
both ends of the utterance. If the components of zk and Ek are
specified, then it is clear that the expression in Eq. �9� forms
simultaneous linear equations with respect to the unknown
values of x.

The values of zk and Ek are determined using the
invariant-feature representation �Kaburagi and Honda, 2001�
by transforming x to a feature subspace and setting the pro-
jected values at zero

0 = fpl
T �x − x̄p� �l = 1,2, . . . ,Lp� , �10�

where p represents the type of phoneme, x̄p is the mean
articulatory position, fpl is the transformation vector, and

Lp��Lx� is the task dimension specific to each phoneme. The
phonemic task in Eq. �9� is obtained by rewriting Eq. �10� as
fpl

T x̄p= fpl
T x and setting zk= �fp1

T x̄p , fp2
T x̄p , . . . , fpLp

T x̄p�T and Ek

= �fp1 , fp2 , . . . , fpLp�T. The mathematical derivation of fpl and
the meaning of the invariant-feature representation have been
precisely described in the literature, but it is noteworthy that
fpl is designed so that it projects articulatory variables onto a
subspace where the articulatory variance becomes small.
From a small articulatory variability, we can expect that the
transformed variables will be related to characteristic articu-
latory gestures and less dependent on the phonemic context.
In Eq. �10�, a multiple number of transformation vectors are
used to constrain the articulatory variables simultaneously,
but the remaining Lx−Lp degrees of freedom are set free
from the constraints.

Next, movements of the articulatory organs are deter-
mined as the values of articulatory variables x�n� �1�n
�N� so that every task is satisfied. However, the task dimen-
sion �Lp� in Eq. �10� is usually smaller than the dimension of
articulatory variables �Lx�. Also, the articulators can take an
arbitrary position in the interval between adjacent tasks.
Therefore, dynamic constraints are imposed to resolve these
redundancies and determine articulatory movements
uniquely �Kaburagi and Honda, 1996�. First, each articula-
tory variable is represented as the output of a dynamical
system

xl�n� − 2�lxl�n − 1� + �l
2xl�n − 2�

= �1 − �l�2sl�n� �1 � l � Lx� , �11�

where sl is the input force and �l is a parameter specifying
the time constant of the system. Also, an energy criterion is
introduced as

C = �
n=1

N−1

�Cx�n� + Cs�n�� + Cx�N� , �12�

where Cx is related to the velocity of movements as

Cx�n� = �x�n� − x�n − 1��TWx�x�n� − x�n − 1�� , �13�

and Cs to the change of system inputs as

Cs�n� = �s�n� − s�n − 1��TWs�s�n� − s�n − 1�� , �14�

and s�n� is a vector storing input forces. The weighting ma-
trices are expressed as Wx=diag�w1 ,w2 , . . . ,wLx

� and Ws

=diag�d1w1 ,d2w2 , . . . ,dLwLx
�, where the parameter dl ad-

justs the overall shape of the movement pattern and wl

controls the relative amplitude among the articulatory
variables.

Finally, the articulatory movements are determined as
the outputs of linear systems �Eq. �11�� so that they satisfy
every phonemic task �Eq. �9�� and minimize the energy cri-
terion �Eq. �12��. The formation of articulatory movements in
this mathematical framework generates an optimal control
problem with linear dynamics and quadratic criteria. It can
be explicitly solved by applying the technique of dynamic
programming �Kaburagi and Honda, 1996�.

FIG. 4. Illustration of the task generation model and the dynamic articula-
tory model constructed by combining the results of the foregoing studies
�Kaburagi and Honda, 1996, 2001�. Phonemic tasks represent when and how
the articulatory organs should be organized to form the vocal tract into
phoneme-specific configurations. They are used to constrain the values of
the articulatory variables at the specified articulation timings. Articulatory
movements are then determined so that they jointly satisfy phonemic tasks
and dynamic constraints about the smoothness of movements.
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E. Estimation of the vocal-tract spectrum

Finally, the vocal-tract spectrum is estimated from the
articulatory movements. Because the articulatory variables
used in this study are not capable of providing enough infor-
mation about the whole configuration of the vocal tract, the
estimation of the area function and the adoption of an acous-
tic tube model are difficult. Therefore, we use a statistical
method based on a search of articulatory-acoustic data pairs.
Because these data pairs directly represent the relationships
between the articulator positions and the vocal-tract spectra,
the estimation can be performed by finding data samples that
agree with the articulator positions generated by the articu-
latory model.

In the upper part of Fig. 5, the block diagram shows the
procedure for determining the vocal tract spectrum �y� from
the articulator position �x� and the associated phonemic sym-
bol �p�. As will be described in the following section, the

articulatory and acoustic data are obtained by a simultaneous
measurement of the articulatory movements and audio sig-
nals performed for various utterances. After the measure-
ment, the vocal tract transfer function is estimated by apply-
ing an LPC-based speech analysis method. Phonemic labels
are also assigned at the articulatory timing of every pho-
neme. Here, we denote samples of the articulatory-acoustic
data as xi and yi �i=1,2 ,3 , . . .N1� where N1 is the number of
data pairs. The phonemic labels are expressed as qk and the
corresponding timing information as nk �k=1,2 ,3 , . . . ,N2�,
where N2 is the total number of labels.

Selection of the articulatory-acoustic data pairs is first
performed based on phonemic matching to ensure the acous-
tical reliability of the resulting spectrum. When the phone-
mic type of x coincides with a label as p=qk, the data
samples xi and yi located in the time interval nk−1�n
�nk+1 are selected as the candidates. Here, nk−1 and nk+1 are
the articulatory timings of the preceding and following pho-
nemes of qk in an utterance. This sample selection is also
effective in reducing the cost of computing articulatory dis-
tances. The articulatory distance given in Eq. �8� is rewritten
as

ei = �x − xi�TW�x − xi� , �15�

and used to select data samples, where x is the input articu-
latory position and xi is a data sample with the same phone-
mic type. The articulatory distances calculated for xi �i
=1,2 ,3 , . . . � are sorted in ascending order with the first M
samples selected as the neighboring samples, as x j and y j for
j=1,2 , . . . ,M, so that their articulatory distances are smaller
than the remaining samples. Here, the parameter M specifies
the number of neighboring samples. The vocal-tract spec-
trum is then calculated using a weighted interpolation of se-
lected samples as

y = �
j=1

M

� jy j . �16�

The weighting coefficient � j is given as � j �ej
−1��� j =1� so

that a data sample closer to the input position is weighted
more heavily.

The lower part of Fig. 5 shows the entire estimation
procedure in which the phonemic context is taken into ac-
count. Suppose p1 and p2 denote phoneme symbols input to
the generative model, n1 and n2 their calculated articulatory
timings, and x�n� the generated articulatory movements. The
spectral estimation is performed on a frame-by-frame basis
to produce a sequence of spectral patterns as y�n�. In the
interval n1�n�n2, the values of the articulatory variables
change smoothly from x1=x�n1� to x2=x�n2�. Both pho-
nemes �p1 and p2� can be associated with x=x�n�, and then
the output spectrum is determined as

y = �1y1 + �2y2. �17�

y1 and y2 are the spectra estimated by the procedure depicted
in Fig. 5�a�, where the phonemic information is set as p
= p1 and p= p2, respectively. The weights are calculated as

FIG. 5. The procedure for estimating the vocal-tract spectrum from the
positions of the articulatory organs. The upper part of the figure shows the
procedure for selecting neighboring samples of the articulatory-acoustic data
pairs and interpolating the selected spectral samples. Here, the sample se-
lection is first performed based on the matching of the phonemic type. The
neighboring samples are then selected using the distance of the articulator
positions. In the lower part of the figure, the whole estimation procedure is
illustrated where the phonemic context is taken into account to achieve a
smooth temporal change of the resultant spectral sequence. To estimate the
spectrum �y� for an articulatory vector �x� located between the articulatory
timings of phonemes p1 and p2, the estimation procedure in �a� is performed
for each phonemic condition separately, and the output spectra �y1 and y2�
are interpolated to produce the estimation result.
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�1 =
e1

−1

e1
−1 + e2

−1 , �2 =
e2

−1

e1
−1 + e2

−1 , �18�

where e1 is the articulatory distance �Eq. �15�� between x and
x1, and e2 is that between x and x2. When n is n1, e1 becomes
zero and the weights are not defined and, therefore, the out-
put spectrum is determined as y=y1. When n approaches n2

from n1, �1 approximately decreases from one to zero, and
�2 increases from zero to one. Our method can thus produce
a smooth change of the resulting spectrum.

III. EXPERIMENTS

This section presents results of experiments for measur-
ing the articulatory and acoustic data, evaluating each part of
the generative model, and generating the vocal-tract spec-
trum. In particular, the third experiment demonstrates the
ability of the model for reproducing context-dependent vari-
ability of speech using context-independent tasks and the
dynamic articulatory mechanism.

A. Measurement of articulatory and acoustic data

A set of articulatory and acoustic data was assembled
based on the simultaneous measurement of articulatory
movements and audio signals as illustrated in Fig. 6. To
monitor movements of the articulatory organs that can influ-
ence the vocal tract transfer function, receiver coils of an
EMA system �Carstens Articulograph AG100, Germany�
were attached to the jaw, upper lip, lower lip, tongue, and
velum on the midsagittal plane, and their movements were
recorded at a sampling rate of 250 Hz. Four receiver coils on
the tongue were placed from the tip to the dorsum at almost
equal intervals. The positions of two coils on the nose bridge
and upper incisors were also measured to calibrate the move-
ment of the head. By using nonparametric magnetic field
representation �Kaburagi and Honda, 2002�, it was proved

that the accuracy of the measurement system is about
0.1 mm for a 14�14 cm2 region when the receiver coil is
exactly positioned on the midsagittal plane. The error is
about 1 mm when the off-center misalignment is 2 mm and
the tilt angles with respect to the x and y axes are less than
20 deg.

Speech signals were recorded in synchronization with
the EMA system at a sampling frequency of 8 kHz and pro-
cessed using a 30 ms hamming window and second-order
pre-emphasis. The center position of the hamming window
was set at each sampling point of the EMA measurement to
synchronize the articulatory and acoustic data in time. The
pre-emphasis was designed to cancel the spectral tilt of glot-
tal source signals and the radiation characteristics of the lips.
Finally, a 14th order LPC analysis was performed and the
values of the LSP parameters were determined as the acous-
tic data representing the vocal-tract spectrum. Articulatory
and acoustic measurements were performed with a male
Japanese subject while he uttered 50 sentences twice. In ad-
dition, the instant at which each phoneme was articulated
was determined manually by an operator, and a label repre-
senting the corresponding phonemic type was assigned to the
data set.

B. Evaluation of the estimation accuracies

The obtained data were first used to quantitatively evalu-
ate the generative model. Because the accuracy of the dy-
namic articulatory model was investigated in the foregoing
article �Kaburagi and Honda, 2001�, examinations were per-
formed for the temporal and spectral estimation methods. For
estimating the articulatory timings, phonemic groups were
made as shown in Table I, and the models were trained using
the articulatory data. Note that even though the total number
of groups was 13, the last group was excluded from the table
because it was used only to represent the neutral state of the
articulators.

All of the articulatory data were used for the parameter
learning, and the number of data samples was 1542 for the
vowel group. For the consonant groups two to nine, the av-
erage sample number was 201. The nasal group had the
maximum number of samples at 344, while the bilabial stops
had the minimum at 46. For groups 10–13, the sample num-
ber was 18 for the geminate obstruent but more than 66 for
the others. When the number of groups was increased, we
could not obtain a proper solution of the parameter estima-
tion problem due to the lack of training data. Thus, the
present phoneme classification is reasonable from the view-
point of parameter learning.

In the table, S.D. and error, respectively, indicate
the standard deviation and the mean absolute difference
between the predicted and actual values. Also, the difference
between them was calculated as 100� ��S.D.�-�prediction
error� / �S.D.���%� and shown as I.R., the improvement rate.
I.R. is a measure of error reduction achieved by applying the
linear estimation models �Eqs. �5� and �6��, since the stan-
dard deviation represents the mean error when the phoneme
onset and offset are predicted by their mean durations. As a
result, the prediction error averaged for every group was

FIG. 6. Construction of the articulatory and acoustic data pairs using the
simultaneous measurement of articulatory movements and audio signals.
Articulatory data were taken using an electromagnetic sensor that tracked
the positions of the jaw �J�, upper lip �UL�, lower lip �LL�, velum �V�, and
four fixed points on the tongue �T�. The acoustic data were obtained as the
vocal-tract spectra by applying a linear predictive analysis. Both types of
data were synchronized by positioning the window function of the signal
processing at each sampling point of the magnetic data.
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about 10.3 �ms� for the onset and 10.4 �ms� for the offset.
The mean improvement rate was about 28.9% for the onset
and 32.2% for the offset, respectively. The improvement rate
of each group was more than 10% except for the offset of the
fourth group. Because the mean duration is the first term of
both Eqs. �5� and �6�, we can conclude that improvements
were achieved by considering the phoneme-specific and
context-dependent variations of segmental durations.

Next, the accuracy of the spectrum estimation procedure
was examined using pairs of the articulatory and acoustic
data. Of all of the utterances of the data set, five were ran-
domly selected as the test set, and the data for the remaining
utterances were used as the training set, i.e., the articulatory-
acoustic data pairs appearing in the block diagram of Fig.
5�a�. The vocal-tract spectrum was estimated for each sample
of test utterances, and the error between the estimated and
actual spectra was calculated using a 30th order cepstrum
distance. This evaluation procedure was repeated three times
by changing the combination of test and training utterances.

Experimental results are shown in Fig. 7 as a function of
the number of neighboring samples M of Eq. �16�. First, the
articulatory distance between the test and training samples
was calculated as the Euclidean distance of the articulatory
variables for each sample of test utterances, and then the
mean distance was plotted in Fig. 7�a�. When M was one
�zero bits�, the articulatory distance was the minimum be-
cause the nearest sample was selected for the estimation. As
expected, the articulatory distance monotonically increased
as the sample number increased. On the other hand, the mean
spectral error plotted in Fig. 7�b� shows that a minimum
error of about 3.08 dB was obtained at sample number
64 or 128. This indicates that the sample interpolation �Eq.
�16�� is effective for achieving continuous mapping and re-
ducing the estimation error.

TABLE I. Classification of Japanese phonemes and results of the experiment for predicting the durations of the
phoneme onset and offset. Syllabic nasal, geminate obstruent, and syllable elongation are specific in Japanese.
They usually occupy a certain period and constitute a mora. The 13th group represents a “neutral” state of the
articulators, which can be found at the beginning or the terminal end of an utterance, but this state is not shown
in the table. Unvoiced vowels are classified to the first group. In the experiment, the values of L1 and M1 were
determined for each phoneme, and those for L2i, L3i, M2i, and M3i were determined using the 13 phonemic
groups. For the explanations of S.D., error, and I.R. �improvement rate�, see the text.

Category �phonemes�

Phoneme onset �Lk� Phoneme offset �Mk�

S.D. �ms� Error �ms� I.R. �%� S.D. �ms� Error �ms� I.R. �%�

1. Vowels �/a,i,u,e,o/� 14.0 11.2 20.0 20.3 15.6 23.2
2. Semivowels �/j,w/� 10.5 8.0 23.8 12.4 9.2 25.8
3. Bilabial stops �/p,b/� 5.6 3.1 44.6 8.4 5.6 33.3
4. Alveolar stops and affricates �/t,d/� 17.0 12.6 25.9 9.7 8.8 9.3
5. Velar stops �/k,g/� 17.7 11.6 34.5 12.9 10.1 21.7
6. Alveloar fricatives �/s,z/� 15.3 13.7 10.5 13.8 11.2 18.8
7. Glottal and labial fricatives �/h,f/� 22.1 14.8 33.0 15.1 8.3 45.0
8. Nasals �/m,n/� 11.5 10.0 13.0 10.8 7.1 34.3
9. Liquid �/r/� 9.5 7.9 16.8 7.8 7.0 10.3
10. Syllabic nasal �/N/� 14.2 7.8 45.1 26.8 13.5 49.6
11. Geminate obstruent �/Q/� 17.6 9.1 48.3 44.1 16.0 63.7
12. Syllable elongation �/H/� 19.7 13.5 31.5 26.4 12.8 51.5

�mean� 14.6 10.3 28.9 17.4 10.4 32.2

FIG. 7. Results of the experiment for determining the accuracy of the spec-
tral estimation method. The plots in �a� show the mean articulatory distance
between each test sample and selected samples of data pairs. The horizontal
axis is the number of data pair samples used for the spectral interpolation. In
�b�, the mean spectral error is shown as a function of the sample number.
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C. Spectrum generation

Next, Fig. 8 shows the experimental results of the pho-
nemic sequence /hanayakanautagoe/, a Japanese phrase
meaning happy singing voice, taken from a sentence used in
collecting the measurement data. In the figure, the articula-
tory movements and the time sequences of the vocal-tract
spectrum are shown on the left and right, respectively. Mea-
surement data are plotted in Fig. 8�a� and the synthesized
results are plotted in Figs. 8�b� and 8�c�. Here, the articula-
tory timings were given by the measurement in Fig. 8�b� and
predicted by the model in Fig. 8�c�. Therefore, the articula-
tory timings shown by the vertical lines in Fig. 8�b� are the
same as those in Fig. 8�a�. The symbol at the top of each
vertical line represents the input linguistic information. The
articulatory plots indicate the vertical movements of the ar-
ticulators. In the experiment, the dimension of the phonemic
task �Lp� and the values of the parameters included in the
dynamic articulatory model, i.e., �l, wl, and dl, were deter-
mined so that the mean difference between the predicted and

actual movements was minimized for all of the articulatory
data. The number of the neighboring samples in the spectrum
estimation was set at M =64.

In Fig. 8�a�, we can observe upward movements of the
tongue tip �T1� for the consonants /n/ and /t/ and those of T3
and T4 for /k/ and /g/ closing the vocal tract. These articula-
tory features are inherent in the production of each phoneme
and used to represent the phonemic tasks of the dynamic
articulatory model �Kaburagi and Honda, 2001�. In general,
the generated articulatory patterns in Fig. 8�b� agreed well
with the actual movements in Fig. 8�a�, but a discrepancy
was found for /y/ where the movement of T1 marked by the
square was more prominent in Fig. 8�b� than in Fig. 8�a�. In
the case of Fig. 8�a�, this result suggests that the preceding
and following vowels affected the articulation of /y/ and that
the tongue remained in the lower portion of the tract, but this
contextual effect was less pronounced in Fig. 8�b�. On the
other hand, when the tongue position for /a/ in the /nay/
context is compared with that in the /tag/ context in Fig. 8�a�

FIG. 8. Results of the spectrum generation experiment for the utterance /hanayakanautagoe/ �happy singing voice�. In �a�, the articulatory movements and
spectrogram are shown for the observed data. In �b�, the articulatory movements and spectral sequence were generated by the model, but the articulatory
timings were obtained from the measured articulatory data. In �c�, the synthesis was performed with the estimated articulatory timings. Note that the traces on
the left side of �a�–�c� show vertical movements of the articulators. Squares in the articulatory plots indicate the positions of the tongue tip marker when /y/
was articulated. Circles denote the positions of four tongue markers for /a/.
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�circles in the figure�, the tongue tip is clearly more raised in
/nay/ than in /tag/. This observation also holds for Figs. 8�b�
and 8�c�, indicating the ability of the model for predicting the
context-dependent variability of articulatory movements.

In the right part of the figure, the respective spectro-
grams made from time sequences of the LSP parameters are
shown. Note that speech signals were pre-emphasized before
the LPC analysis so that the spectral tilt was flattened. For-
mants in Figs. 8�b� and 8�c� were less prominent than those
in Fig. 8�a�, indicating that the bandwidths were widened. It
is possible that this was caused by the interpolation of mul-
tiple spectral patterns in converting the articulatory variables
to the acoustic ones.

D. Representation of the contextual variability

Finally, experiments were performed for a number of
VCV utterances to see the contextual effects in more detail.
Figure 9 shows the observed and synthesized patterns of the
bilabial consonant /b/ for the three sequences /eba/, /ebi/, and
/ebo/. On the left, the articulatory trajectories and spectro-

grams are plotted for the measurement data. The synthesized
results are shown on the right. The vertical and horizontal
axes of the articulatory plots correspond to the coordinate
system of the electromagnetic device. The circles indicate
the positions of the tongue markers �T1, T2, T3, and T4�
when the consonant was articulated. They are also connected
by line segments to show the tongue configuration. The ver-
tical line in each spectrogram indicates the articulatory tim-
ing of the consonant.

The figure shows that the tongue position of /b/ is af-
fected by the neighboring vowels because it is not strongly
constrained by the task of the bilabial consonant �Kaburagi
and Honda, 2001�. The generated tongue configuration of
each utterance is in agreement with the actual configuration,
but the model tends to predict a reduced or neutralized
tongue posture. This inconsistency can in part be explained
by the utterance condition of the measurement data from
which the phonemic tasks were calculated, i.e., these data
were measured for sentences, but the observed data plotted in
the figure were taken for VCV utterances. In addition, the

FIG. 9. Comparison of the observed and synthesized patterns of the articulatory and acoustic data for three VCV syllables. The preceding vowel and the
central consonant were, respectively, fixed at /e/ and /b/, but the following vowel was changed to /a/, /i/, or /o/. The articulatory pattern is shown as the
trajectory of eight marker points. The anterior side of the head is to the left. The shape of the palate was extracted from an x-ray of the subject. It was
superimposed on the figure by using a magnetically measured palate shape as a reference. On the other hand, the spectrogram was calculated from the
sequence of the vocal-tract spectrum. The vertical line in each spectrogram shows the articulatory timing of the central consonant. The preceding and
following vowels were articulated at the left and right sides of the spectrogram, respectively.
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phonemic tasks were statistically calculated by blending a
number of articulatory configurations uttered with various
phonemic contexts, and this was another reason for the neu-
tralization. On the other hand, the spectrograms show that
the model can generate smooth movements of the formants.
Also, the influence of the second vowel is clearly repro-
duced. For example, the second formant of the sequences
/eba/ and /ebo/ falls down smoothly in the vicinity of the
consonant. For the sequence /ebi/, however, it falls and raises
quickly, just as it did in the observed speech.

Experimental results are shown in Figs. 10–12 for /g/,
/m/, and /r/. On the left side of Fig. 10, the tongue shapes are
shown to be influenced by the vowel context, but the position
of the third marker �T3� is relatively fixed in order to close
the vocal tract. On the right side, the predicted tongue shapes
are shown to also be affected by the vowel context. For the
sequence /ago/, the tongue is located posteriorly since the
consonant is surrounded by back vowels. By careful inspec-
tion, we can see that the velum is in a lower position in order
to touch the tongue. In the spectrograms, the dynamic
changes of the formants are well generated. For example, the
predicted frequency of the second formant is about 1 kHz for
the sequence /ago/, which is lower than the corresponding
frequencies of the sequences /agi/ and /ega/, as was the case
in the observed speech.

The articulatory movements shown in Fig. 11 are quite
similar to those in Fig. 9 except for the noticeable move-
ments of the velum. The synthesized spectral patterns agreed
well with the actual ones, but the formants moved quickly in
the vicinity of the consonant. As explained before, this can
partly be attributed to the difference in utterance conditions;
the temporal prediction model was learned using sentence
data, but the observed data shown in the figure were taken
for VCV utterances. Moreover, the articulators were con-
strained by the tasks only at given points in time. Therefore,
our modeling scheme makes it difficult to keep the articula-
tors in an articulatory position. Lastly, Fig. 12 shows that the
characteristic movements of the tongue were well simulated
for /r/. While the tip position was constrained in order to
touch the hard plate, the shape of the back portion was de-
termined depending on the vowel context. Also, the gener-
ated movements of the formants were quite similar to the
actual patterns.

The accuracy of the dynamic articulatory model and
spectral estimation method was determined for the utterances
shown in Figs. 8–12, and the results are summarized in Table
II. The articulatory error in Table II�A� indicates the mean
error of the articulatory variables. The error for these 13
utterances was about 1.27 mm on average, indicating that the

FIG. 10. Comparison of the observed and synthesized patterns of the articulatory and acoustic data for syllables /agi/, /ago/, and /ega/.
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simulated movements agreed well with the observed data.
On the other hand, the spectral error was about 2.53 dB on
average when the vocal-tract spectra were estimated from the
observed articulatory movements, as shown in Table II�B�.
This error increased to 3.44 dB, as shown in Table II�C�,
when the spectra were estimated from the generated articu-
latory movements.

IV. SUMMARY AND CONCLUSIONS

Recent speech technologies rely greatly on stochastic
methods such as hidden Markov models �HMM� and huge
amounts of speech data by which stochastic models are
trained �Rabiner and Juang, 1993�. In this modern approach,
the contextual variability of phonemic features, such as for-
mants or spectral patterns, is largely expressed by the varia-
tion of speech units. Such a stochastic approach has also
been adopted to recover movements of the articulators from
speech �Hiroya and Honda, 2004�.

On the other hand, articulatory-based models were de-
veloped to explore the physiologic �Kakita et al., 1985�, ki-
nematic �Mermelstein, 1972�, and acoustic �Flanagan, 1972�
processes of human speech production. In the articulatory-
based approach, contextual variability are explained as the

change of articulatory behavior adapted to the phonemic
context, and the variability of acoustic features are then ex-
plained using an acoustic model of the vocal tract as a deter-
ministic process. Such variability has been explained based
on the superposition of phonemic patterns �Broad and Cler-
mont, 1987; Saltzman and Munhall, 1989�. Also, the dimen-
sionality of the articulatory targets and smoothness of the
articulatory movements have been explicitly formulated as a
dynamic articulatory model �Kaburagi and Honda, 1996,
2001�.

By combining the dynamic articulatory model with sta-
tistical methods for estimating the temporal structure of ar-
ticulatory movements and determining the vocal-tract spec-
trum from the articulatory positions, this paper presented a
model for generating the vocal-tract spectra based on the
underlying articulatory mechanism. In the model, the linguis-
tic information of an utterance was first converted to a se-
quence of phonemic tasks. Articulatory movements were
then formed so that these tasks and other dynamical con-
straints were jointly satisfied. The spectral property of the
vocal tract was finally determined from the configuration of
the tract represented by the articulatory variables. In addi-
tion, experiments were conducted to determine the accuracy

FIG. 11. Comparison of the observed and synthesized patterns of the articulatory and acoustic data for syllables /ema/, /emi/, and /emo/.
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and effectiveness of the proposed model. The main experi-
mental results and related considerations are as follows:

�1� A set of articulatory and acoustic data was obtained us-
ing an electromagnetic position sensor. The sensor mea-
sured positions of eight marker points fixed on the ar-
ticulators with high spatial and temporal resolutions. The
vocal-tract spectrum was analyzed from speech and rep-
resented by the LSP parameters.

�2� The articulatory timing of each phoneme was estimated
by the type-I quantification method trained using the ar-
ticulatory data. The accuracy of this method was experi-
mentally examined, and it was shown that the estimation
error can be reduced by considering the type of the cen-
tral, preceding, and following phonemes. The articula-
tory targets were represented using the invariant features
�Kaburagi and Honda, 2001� and also trained by the ar-
ticulatory data.

�3� After the articulatory movements were generated, the
vocal-tract spectrum was estimated by finding appropri-
ate samples of the articulatory-acoustic data pairs in
terms of the phonemic condition and articulatory dis-
tance. Experiments showed that the spectral error of the
estimation method was about 3 dB on average.

�4� Spectral generation experiments were performed for a
number of utterances and the results were compared with
the measured data. The model was capable of reproduc-
ing the variability of the phonemic features of both the
articulatory movements and speech acoustics.

In the model, articulatory variables were defined as the
positions of fixed points on the articulators. When compared
to the articulatory parameters studied thus far �Mermelstein,
1972�, they are not so instinctive and cannot provide enough
information to represent the configuration of the entire vocal
tract. However, their direct link with the electromagnetic ob-
servation method was effectively utilized for learning the
phonemic tasks and estimating the vocal-tract spectra. Con-
struction of a huge articulatory database is still difficult be-
cause of the instability of marker coils and the burden to the
subject. However, the basic units of our model are phoneme
specific, and therefore they were obtained from a relatively
small amount of articulatory data. Our model can simulta-
neously generate articulatory movements and a sequence of
vocal-tract spectra, thus providing a framework for con-
structing an auditory-visual speech communication system.
Further study will be carried out to extend the model using

FIG. 12. Comparison of the observed and synthesized patterns of the articulatory and acoustic data for syllables /era/, /eri/, and /ero/.
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three-dimensional articulatory variables. To this end, devel-
opment of a three-dimensional observation system �Kaburagi
et al., 2005� will also be performed.
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ments. On the other hand, spectral estimation was performed for the gener-
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�A� Articulatory
error �mm�

�B� Spectral
error �dB�

�C� Spectral
error �dB�

/hanayaka…/ 130 2.76 3.64
/eba/ 1.11 2.11 2.87
/ebi/ 0.99 2.66 4.15
/ebo/ 1.64 2.85 3.66
/agi/ 1.54 2.53 4.39
/ago/ 1.70 2.66 3.67
/ega/ 1.20 2.71 3.93
/ema/ 1.17 2.47 3.19
/emi/ 1.29 2.69 3.93
/emo/ 1.35 2.22 2.80
/era/ 0.93 2.03 2.53
/eri/ 0.89 2.71 3.09
/ero/ 1.36 2.61 2.97
Mean 1.27 2.53 3.44
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The National Center for Voice and Speech �NCVS� data bank on voice dosimetry was used to study
the distributions of continuous voicing periods and silence periods in 31 teachers over the duration
of two weeks. Recordings were made during all awake hours of the day. Voicing periods were
grouped into half decades, ranging from 0.0316 to 0.10 s for the shortest periods of phonation to
31.6–100 s for the longest periods of phonation. Silence periods were grouped into similar half
decades, but ranged up to periods of several hours. On average, the teachers had 1800 occurrences
of voicing �onset followed by offset� per hour at work and 1200 occurrences per hour while not at
work. Voicing occurred 23% of the total time at work, dropping to 13% during off-work hours and
12% on weekends. The greatest accumulation of voicing occurred in the 0.316–1.0 s voicing
periods, whereas the greatest accumulation of silence occurred in the 3–10 s silence periods. The
study begins to lay the groundwork for understanding vocal fatigue in terms of repetitive motion and
collision of tissue, as well as recovery from such mechanical stress. © 2007 Acoustical Society of
America. �DOI: 10.1121/1.2390676�
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I. INTRODUCTION

Teaching is one of the most vocally demanding occupa-
tions. The vocal load of teachers is beginning to be quanti-
fied thoroughly and systematically. Voice accumulation and
voice dosimetry devices have been developed for monitoring
vocal use at work �Airo et al., 2000; Buekers et al., 1995;
Cheyne et al., 2003; Granqvist, 2003; Ohlsson et al., 1989;
Popolo et al., in press; Švec et al., 2003; Szabo et al., 2001�.
Analyses of teachers’ voices, recorded over the course of a
working day, have been carried out in order to detect changes
in voice quality and parameters such as the fundamental fre-
quency and sound pressure level �Rantala et al., 1998; Söder-
sten et al., 2002; Szabo et al., 2003�. Voice accumulation
times and the voicing percentages relative to total time at
work have been found to be higher in teachers than in other
professions. Masuda et al. �1993� measured a voicing per-
centage of 21% for teachers in an 8 h workday, compared to
7% for office workers. Sala et al. �2002� found that the av-
erage speaking time of day care center teachers was 40% of
the time at work, compared to 28% for nurses. But this
speaking time is not equal to voicing time, given that speech
carries many unvoiced segments. Comparing the Masuda et
al. results to the Sala et al. results suggests that voicing time
is about half of speaking time.

Ten healthy female preschool teachers in daycare centers
studied by Södersten et al. �2002� had a voicing percentage
of 17% as determined by a voice accumulator. This result is
basically in agreement with Masuda et al., considering a
somewhat different teacher population. Watanabe et al.
�1987� found the voicing percentage of 20 normal adults �not
teachers� to be 11%, while that of 30 children was 16%.
While the measures were collected over several hours and
several days, an exact number of recording hours was not
given. Although data sets across the globe are beginning to
converge, it appears that there still exists some uncertainty
about voicing percentages among teachers and other voice
user populations.

If a fundamental frequency of 150 Hz is assumed for a
mean between male and female teachers, 1 h of voicing time
�17% of 6 h of teaching� translates to about half a million
vocal fold collisions per day. These collisions may be a con-
tributor to one aspect of vocal fatigue, the continual defor-
mation of lamina propria material in the vocal folds �Gotaas
and Starr, 1993; Sapir et al., 1993; Smith et al., 1997; Mor-
ton and Watson, 1998; Russell et al., 1998; Yiu, 2002; Roy et
al., 2004; Vilkman, 2004; Popolo et al., 2004�.

In the abovementioned studies, the primary focus has
been on the accumulated phonation time, also referred to as
the vocal load. What is missing is an equal focus on recovery
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time, or the off load. One might argue that, on a daily basis,
recovery time is simply 24 h minus the accumulated phona-
tion time. Although such a calculation is correct, it does not
consider short-term recovery from moments of silence be-
tween speech segments. Also, the largest number of record-
ing days thus far has not been adequate to distinguish week-
day loads from weekend loads, nor have the at-work versus
the not-at-work differences in the same corpus of teachers
been documented. This study is an attempt to fill some of
these gaps.

We suspect that vocal fatigue in teachers is attributable
to the fact that teachers instruct primarily in a monologue
style, which allows little vocal rest in a typical class period.
We further suspect that total voice accumulation over a typi-
cal workday may not tell the whole story. The distribution of
rest periods may play an important role. For example, 4 h of
near-monologue speech may be more injury prone to vocal
fold tissues than 8 h of dialogue with frequent turn taking. At
this point in time, however, it is not known what constitutes
a minimum rest period for tissues to experience any degree
of recovery. On the one hand, it could be as little as a few
seconds to a few minutes if increased blood circulation oc-
curs during voice rest �Švec and Sram, 2001� or if internal
tissue fluid redistribution is a critical factor �Fisher et al.,
2001�. On the other hand, it could be as much as several days
if epithelial cells or extracellular matrix products of the vocal
fold lamina propria need to be regenerated �Gray et al.,
1987�.

Given this current state of uncertainty in the duration of
the recovery process, it seems prudent to begin with the
simple question of how voicing periods and rest periods are
distributed in a typical teacher’s workday. We expect that
short rest periods are more frequent than long rest periods,
but is the relation simply inverse? In continuous speech, is
there a rest period of a specific duration that accounts for
more accumulated rest time than any other? How are voicing
and silence periods distributed during work and after work?
How are voicing and silence periods distributed on weekends
as compared to workdays?

II. METHODS

A. Field recordings

The National Center for Voice and Speech data bank on
teachers was used as the primary resource. For this data
bank, which is still growing, voice recordings are captured
daily with the NCVS Voice Dosimeter �Fig. 1�a�� as de-
scribed previously �Švec et al., 2003; Švec et al., 2004;
Popolo et al., 2004�. The long-range goal is to recruit 80
teachers and engage each of them in 14 consecutive days of
recording. The dosimeter’s transducer �an accelerometer� is
attached to the teacher’s neck, at the sternal notch, using a
special medical adhesive �Mastisol®, Ferndale Laborato-
ries�; additionally, adhesive tape is used to secure the trans-
ducer for an entire day, as shown in Fig. 1�b�. The dosimeter
can record up to 24 h of real-time processed data �with the
help of an external battery� before needing to be recharged,
enough time for a normal day of speaking. The dosimeter
captures raw acceleration data at a sampling frequency of

11,025 Hz and processes the data in 30 ms intervals. Calcu-
lations of voicing decisions, skin acceleration level �which is
converted to an estimate of sound pressure level, Švec et al.,
2005�, fundamental frequency, and voice duration are then
stored every 30 ms. Figure 2 shows an example of a dosim-
eter recording for test utterances we ask the teacher to give
several times a day. The test utterances are performed softly
and with a high fundamental frequency to test the equipment
and to elicit statements about vocal fatigue, although vocal
fatigue is not discussed in detail in this paper. In Fig. 2,
silence is followed by sustained phonation at 550 Hz, fol-
lowed by an upward pitch glide, followed by five repeated
syllables /hi/ at 600 Hz, followed by a portion of the “Happy
Birthday” song, followed by silence, and finally by counting
“one, two, three.” These recordings offer a rich data stream
to study short-term, intermediate-term, and long-term voic-
ing periods and recovery periods from vibrational exposure.
Specifically, the lowest trace in Fig. 2 is a unit step function
for voicing periods �value kv=1.0� and silence periods �value
kv=0�. For any teacher who has completed the two-week

FIG. 1. �a� �Color online� The NCVS Voice Dosimeter, consisting of a
modified Pocket PC with an accelerometer as the transducer. �b� The accel-
erometer is attached using hypo-allergenic medical adhesive and medical
tape, to the sternal notch. The cabling runs underneath the clothing and the
dosimeter is worn in a fanny pack.
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dosimetry study, there are on the order of 100,000 data
records/h, 1.4 million records per day, or 20 million records
over an entire 14-day period.

B. Subjects used for the current study

To date, a complete data set has been gathered on 31
teachers. The teachers �all from public schools in six Denver
metropolitan area school districts� consisted of 26 females
and 5 males �the U.S. teacher population is about 20% male�.
Of these subjects, 23% reported having some sort of voice or
speech training. Two of the subjects �both physical education
instructors� use an amplification system sometime during the
workday; a third teacher �not a physical education instructor�
uses an amplification system every day. In a study on vocal
intensity, these subjects would have been excluded, but since
we are reporting only voice duration results here, the ampli-
fication is of little or no consequence. The subject breakdown
by teaching grade was 68% K–6th grade, 23% Junior High
�7–9th grade�, and 14% High School �10–12th grade�. Sub-
ject breakdown by topic was 45% general education instruc-
tion, 23% physical education instruction, 18% music/theater
instruction, and 14% other �library instruction, special edu-
cation, etc.�. It will be shown that the results from this
moderate-size corpus are statistically significant to draw pre-
liminary conclusions about vocalization of teachers in gen-
eral, but not specific teacher subclasses.

III. RESULTS

Consider kv to be the unit step function for voicing de-
scribed earlier. Mathematically, it has a value 1.0 when there
is voicing and 0.0 when there is no voicing. Let voicing
duration �also referred to as voicing period� or silence dura-
tion �silence period� be the independent variable, constructed
in logarithmic bins ranging from 0.0316 to 0.10 s for the
shortest bin duration to 3160–10,000 s for the longest bin

duration. Let occurrence of a given duration be the depen-
dent variable, and accumulation within the duration be a de-
rived variable. Figure 3�a� shows an occurrence histogram
and Fig. 3�b� an accumulation histogram from all 31 sub-

FIG. 2. A dosimeter recording: �a�
skin acceleration level �SAL� in dB,
�b� voicing fundamental frequency, �c�
and voice/no-voice switch kv �1 for
voice, 0 for no voice�.

FIG. 3. Ensemble averages �31 teachers� of histograms for �a� voice and
silence occurrences/h for specific durations in logarithmic bins, and �b�
voice and silence accumulations in s/h for these same occurrences, over the
same bin distribution.
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jects. Black and white striped bars are for voicing periods
and solid gray bars are for silence periods.

Collectively, the data in Fig. 3 represent 5175 h of re-
cording over 412 days �average of 13.3±1.4 days per sub-
ject, 9.5±1.2 weekdays, 3.8±0.6 weekend days�. An average
of 12.5 h per day was recorded per subject, but it was not
uncommon for a subject to wear the dosimeter for more than
18 h each day; the average of 12.5 h per day includes some
short recording days, attributed to equipment failure or the
subjects’ choice not to wear the dosimeter. Over the span of
a week, the daily vocal activity varied widely, as will be
explained later. In Fig. 3, the vertical bar height represents
occurrences per hour �part a� and the derived accumulation
per hour �part b�. The per hour normalization was necessary
to do comparisons because recording durations differed for
each day. The variables are plotted logarithmically on the
vertical axis. Along the horizontal axis is the duration of bins
in s, with the beginning and end of each bin labeled at the tic
marks. Across the top is the bin number, labeled 1 through 11
for ease of discussion. Error bars indicate standard deviations
across subjects.

Each bin in the histograms contains a half decade of
logarithmic time. Thus, bin 1 contains all occurrences that
are 0.0316–0.10 s long �voicing and silence periods below
and up to the phonemic segmental level in speech�. Bin 2
contains all occurrences that are 0.1–0.316 s long �voicing
and silence periods roughly at the phonemic and syllabic
level�. Bin 3 contains all occurrences that are 0.316–1.0 s
long �voicing and silence periods roughly at the word and
phrase boundary level�. Bin 4 contains all occurrences that
are 1.0–3.16 s long �all-voiced sentences and voicing pauses
between sentences�. It is tempting to relate these durations to
exact speech rhythms and pauses �Boomer and Dittman,
1962; Jaffe and Feldstein, 1970�, but the division into half
decades is more systematic and computer manageable at this
point.

Bin 5 in Figure 3 contains all occurrences that are
3.16–10 s long �sustained phonations, as in singing, and
pauses between sentences, as perhaps waiting for a response
from a student�. Bin 6 contains all occurrences that are
10–31.6 s long �rare exceptionally long phonations and si-
lences typical of frequent turn taking in a dialogue�. Bin 7
contains all occurrences that are 31.6–100 s long �no voic-
ing periods, but silences that are part of less frequent turn
taking in dialogue�. Bin 8 contains all occurrences that are
100–316 s long �typical of a break in class to allow students
to ponder or do an in-class assignment�. Bin 9 contains all
occurrences that are 316–1000 s long �typical of between-
class silent preparations for the next class�. Bin 10 contains
all occurrences that are 1000–3162 s long �typical of full
class periods of silence�. Finally, bin 11 contains all occur-
rences that are 3162–10,000 s long, several hours of con-
tinuous silence.

Bin 1 deserves some special discussion. Any period
�voicing or silence� less than 0.1 s is sampled by less than
three consecutive data points, given that 30 ms was the sam-
pling period of the processed data. Because it requires at
least two data points to determine the shortest on-off se-
quence, considerable “sampling noise” may have contami-

nated bin 1 data. The temptation was to eliminate bin 1, but
there is as yet no strong justification for it. Because the du-
rations are so short, the overall voice accumulations were not
significantly affected by bin 1. Hence we kept it in the dis-
tribution. However, we did not include bin 1 in the final
totals and averages.

In bins 2 and 3, voicing occurrences are slightly greater
than silence occurrences. These occurrences pertain to the
voiced-unvoiced characteristics of a spoken language, in this
case American English. Unvoiced consonants and short gaps
between words occur almost as often as vowels and voiced
consonants in continuous speech, as reported by Löfqvist and
Mandersson �1987�. In a reading monologue, these authors
found that the voicing percentage is about 50%, with the
silences being divided into unvoiced segments �15%� and
boundary pauses �35%�. By adding up bins 1 through 3, a
total of 2500 occurrences of these segmental durations/h are
derived from Fig. 3�a�. In other words, the vocal folds ad-
ducted and abducted almost once per second throughout the
day.

For bins 4 and higher, the order-of-magnitude differ-
ences between voicing periods and silence periods diverge
sharply. Continuous voicing is rare for 3 s or more, but si-
lences for 3 s or more are abundant. Silence durations be-
tween 3.16 and 10 s �bin 5� occur about 125/h, silences be-
tween 10 and 31.6 s �bin 6� occur on the order of
40 times/h, silences between 31.6 and 100 s �bin 7� occur on
the order of 10 times/h, silences between 100 and 316 s �bin
8� occur on the order of 1.5/h, and silences above 316 s
�more than 5 min, bin 9� occur only on the order of once per
day �1–2 every 10 h�.

A. At-work and not-at-work comparisons

Each subject kept a daily log of their activities, from
which the dosimeter data were subdivided into at work and
not at work. The at-work division included all times at
school, meetings after classroom teaching, coaching, perfor-
mances and all other school-related extracurricular activities.
This resulted in over 2170 total recording hours with an av-
erage of 70±15.5 h per subject. Not-at-work time was any
other time the dosimeter was active, including evenings and
weekends, resulting in over 3000 total recording hours with
an average of 96.8±22.5 h per subject.

Comparing the occurrences of voicing periods/h at work
to voicing periods/h not at work �Fig. 4�a��, the histograms
show a 30% reduction in occurrences of short periods, from
about 3000 occurrences/h of voicing collectively in bins 1–3
at work to about 2000 occurrences/h of voicing in the same
three bins not at work. However, as the bin duration gets
larger �e.g., bins 5 and 6�, not-at-work occurrences of voic-
ing become equal to or overtake the at-work occurrences.

The larger bins could be influenced by the test utterances
we ask the teacher to give several times a day �recall Fig. 2�.
These utterances include a sustained pitch and a pitch
glide �both 2–4 s in length�. The test utterances are per-
formed softly and with a high fundamental frequency to
test vocal fatigue. Since the subjects produced six voice tests
per day on average, there would be a minimum of
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12 phonations per day �or about one/h� between 2–4 s long
�bins 4 and 5�. But it is not uncommon for the high-pitched,
soft sustained phonations to have voice breaks because of
vocal fatigue; therefore, a 3 s sustained pitch with a break
may appear as two 1.5 s phonations. This would double the
occurrences in bin 4 from test utterances �from
12 to 24/day�, but would still not come close to accounting
for the 100 occurrences/h measured in bin 4. Thus, we con-
clude that teachers must be vocalizing long duration speech
or nonspeech �e.g., singing, cheering, or shouting� as part of
their teaching material, especially for occurrences in bin 5
and higher.

The longer voicing periods in bins 6 and 7 are not typi-
cal of normal speech and happen rarely �bin 6, about once
every 10 h; bin 7 about every two days�. Given that several
of the subjects were music and theatre teachers, and that
there are instances where long vocalizations may be used in
other teaching examples, it is not surprising that there are
some instances of long periods. Because of the low occur-
rence of such voicing durations, however, no statistical dif-
ferences between at work and not at work in bins 5–7 could
be determined. By comparison, differences between not-at-
work occurrences and at-work occurrences in bins 2–4 were
highly significant, t�31, single tailed�, p�0.001.

Consider now the silence occurrences at work and not at
work �Fig. 4�b��. The most interesting result is the gradual
increase of the not-at-work bin height �relative to the at-work
bin height� with higher bins. Not-at-work time favors long
silence periods, while at-work time favors short silence pe-
riods. At bin 5, the occurrences are nearly equal. Differences

between not-at-work occurrences and at-work occurrences
were different for all bins, t�31�, p�0.01. Consider the
1–15 min silence periods �bins 8 and 9�, which occur twice
as frequently not at work as at work. These silences may be
important for teachers in terms of muscle fatigue recovery.
There were about two of these silences/h not at work, but
most of them less than 5 min in length. Occurrences of
5–15 min rest periods �bin 9� occurred only about once ev-
ery 6 h at work and once every 3 h when not at work. These
long durations could be slightly underestimated, however,
due to accelerometry artifacts �e.g., from physical activities
such as swallowing or bumping one’s neck�. These artifacts,
in the form of disruptions of voicing or silence, cannot be
eliminated completely from current dosimetry. Our measure-
ments indicate, however, that accelerometry artifacts account
for only about 2% of the detected voicing durations �unpub-
lished�.

Since there is a general inverse relation between the
number of occurrences of a voicing period and its duration
�i.e., all shorter occurrences are more frequent than the
longer ones�, a reasonable question is whether or not the
distributions become flat if the total integrated time of pho-
nation or rest is plotted for each bin. This is done in the
lower part of Fig. 4 �c and d�. The accumulations of voicing
and voice rest offer a different perspective. The distributions
are not flat, but unimodal up to bin 10. Again, because bin 11
is poorly sampled due to low occurrence, there is less confi-
dence in the shape of the distribution at high bins. For voic-
ing accumulation, the peak is at bin 3 and the distribution is
skewed slightly to the left. The 0.316–1.0 s voicing periods

FIG. 4. Ensemble averages �31 teachers� comparing at-work and not-at-work histograms of �a� voice occurrences/h, �b� silence occurrences/h, �c� voice
accumulation in s/h, and �d� silence accumulation in s/h.
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in bin 3 �basically strings of vowels and voiced consonants�
were responsible for the greatest amount of accumulated
voicing. There are 460 s /h of accumulated voicing in bin 3
at work and 350 s /h not at work.

For silence accumulation �Fig. 4�d��, we also see a broad
unimodal distribution, but the skewing is slightly to the right.
The peak of the distribution is at bins 5–6. The 3.16–31.6 s
silence periods in bins 5 and 6, which we deemed typical of
dialogue turn taking, provided the greatest amount of accu-
mulated vocal rest. Note also that bins 9–10 are larger than
bins 1–2 for not-at-work hours, which is not true for the
at-work hours. After work, the teachers get more accumu-
lated rest from the long silences than from the short silences.

B. Workdays and weekend comparisons

Of further interest is the comparison between work days
and nonwork days �i.e., weekdays and weekends�. Figure 5
shows this comparison. If we assume that teacher weekend
vocal loads are typical of average nonteacher vocal loads,
then these numbers provide the internal control for voicing
on the job to normal �nonoccupational� voicing. In general,
the weekend histograms are similar to the not-at-work week-
day histograms �compare all the striped bars in Fig. 5 to all
the striped bars in Fig. 4�. Weekday occurrences of voicing
and weekday voice accumulations are all higher than their
weekend counterparts for bins 1–4 �Figs. 5�a� and 5�c��, but
for larger voicing periods �bins 5–7� there is a reversal. This
may again be attributed to nonspeech vocalizations, or poor
sampling of the occurrences of these long periods. Aside

FIG. 5. Ensemble averages �31 teachers� comparing weekday and weekend histograms of �a� voice occurrences/h, �b� silence occurrences/h, �c� voice
accumulation in s/h, and �d� silence accumulation in s/h.

FIG. 6. �Color online� Ensemble averages �31 teachers� of �a� voicing
occurrences/h and �b� voicing percentage/h over a period of a week. A
two-week stretch was averaged into an equivalent one week stretch.
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from this overall lowering of the voicing occurrences and
accumulations on weekends, the distributions did not change
remarkably.

C. Changes over a week

Figure 6 shows ensemble averages for voicing
occurrences/h and voicing percentage �of recorded time�
over a one week stretch. The two-week data were averaged
to get this equivalent one-week result. Voicing occurrences
�Fig. 6�a�� were on the order of 1800/h at work and 1200/h
not at work �bin 1 occurrences were not included in these
totals and averages�. The overall daily average �dark, solid
curve� was 17,000 occurrences per work day, computed over
an average 12.4 h recording session �7.5 h at work and
5.35 h not at work�. If the not-at-work time were extended to
8 h, there would be as many as 20,000 occurrences of voic-
ing per day for an average teacher. In terms of voicing per-

centage, Fig. 6�b� shows a mean of 23% at work and 13%
not at work. On weekends, voicing percentage drops to 12%.
However, the 1% difference between not at work and week-
end was not statistically significant. The value 12%–13% is
considered to be the control value for the population at large,
assuming that teachers take on weekends and time away
from work the same way as people in other occupations. It is
close to the 11% value cited earlier �Watanbe et al., 1987� for
a general population of nonteachers.

Details of inter- and intra-subject comparisons, with
means and standard deviations, are given in Tables I and II.
Table I shows results for occurrences of voicing and silence
periods, while Table II shows results for voicing percentage.
At-work and not-at-work averages for both the number of
occurrences and percent voicing were statistically different
�p�0.001�, whereas not at work and weekends were not
statistically different.

TABLE I. The results of each subject are presented in terms of vocal occurrences/h of recording �No. occur-
rences�, the number of hours of recording, and number of days the subject participated. Results are displayed in
terms of the weekday at work average, weekday not at work average and the weekend average. Averages and
standard deviations for the overall group were shown. At Work and Not At Work averages were statistically
different �p�0.001� where Not At Work and Weekends were statistically similar.

Subject

At Work Not At Work Weekends
No. days of
recording

No.
occurrences hrs No. occurrences hrs

No.
occurrences hrs Weekday

Weekend
days

F002 2712.5 71.6 1735.1 94.8 1610.5 52.8 9 5
F009 3207.8 78.9 1732.9 114.4 1838.9 51.0 10 4
F017 3409.5 35.2 2015.2 104.5 1062.5 40.6 9 4
F020 2366.9 53.6 1551.4 64.7 1296 30.4 8 4
F035 2246.8 76.3 1318.8 63.7 1584.2 46.1 8 4
F061 4353.5 64.1 3093.1 104.3 3105 36.7 10 3
F062 1554.3 78.3 1813.8 58.5 1485.4 24.3 10 4
F064 2911.6 75.6 1649.2 90.3 1549.3 36.9 10 3
F069 2568 38.8 1802.4 62.8 1967.4 29.6 5 3
F076 4161.5 63.2 2188.4 95.0 2088 53.5 10 4
F077 2802.7 100.4 2084.6 75.3 2025 45.6 10 4
F081 3890.5 60.4 1560.5 97.9 1432.9 37.2 10 4
F083 3367.6 70.9 1519.3 75.0 1530.7 27.4 8 2
F086 4505.5 83.0 2650.2 124.5 2842.9 52.4 10 4
F089 2052.8 86.8 1420.2 100.4 1732.8 42.4 10 4
F093 3908.3 87.7 3159.7 103.2 3337.4 47.2 10 4
F094 2467.3 91.3 1775.4 50.9 1960.5 52.3 7 4
F095 2919.1 55.9 2407.8 116.1 2340.7 47.7 10 4
F096 3151.6 72.9 2422.9 77.2 2288 45.7 9 5
F097 3015.9 55.6 2422.6 108.4 2160.8 43.2 10 4
F098 3216.4 56.4 2804.5 124.1 2905.6 44.8 10 4
F100 2201 80.9 1308.1 105.4 1736.8 61.8 9 3
F101 3615.1 58.9 2375.2 108.9 1720.9 51.0 10 4
F102 3050 60.7 2845.7 125.2 3083.3 56.4 10 4
F103 2833.6 73.2 2250.2 87.0 2065.1 37.8 10 4
F104 4634.1 63.5 3493.4 126.8 3791.8 51.6 10 4
M042 3572.7 70.8 2770.2 110.2 1909.1 46.5 10 4
M043 2322.9 85.4 1721.6 103.1 1765.7 46.2 10 4
M044 2655.5 68.6 1578 115.6 1548.6 43.1 10 4
M045 3680.4 99.8 2865.4 77.7 3075.9 29.6 11 3
M047 2711.1 54.4 2940.4 136.6 2776.7 54.1 10 4
avg 3098.9 70.1 2170.2 96.9 2116.7 44.1 9.5 3.8
std 750.7 15.7 611.1 22.6 676.3 9.2 1.2 0.6
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IV. DISCUSSION AND CONCLUSIONS

In a long-range goal of quantifying the amount of vibra-
tion exposure that teachers inflict upon themselves by talk-
ing, a first step has been taken to determine the distribution
of voicing and silence periods. It was found that teachers
vibrate their vocal folds 23% of the time that they teach, as
opposed to 12% of the time that they do not teach. The total
accumulation of voicing time is then about 2 h in an 8 h
workday. This agrees with findings of others, who report the
voicing percentages of teachers to be between 15% and 40%
�Masuda et al., 1993; Rantala et al., 1994; Rantala et al.,
2002; Södersten et al., 2002�. But because voicing is not
continuous for long periods of time, the distribution of voic-
ing periods and silence periods becomes important. Overall,
voicing turns on and off about 20,000 times a day for teach-
ers. This in itself may be a fatigue factor because laryngeal
adductor/abductor muscles must execute this switching on

and off of the voice. There are many short on-off episodes
and a few long ones. Voicing periods and silence periods are
about equal in number of occurrences, about 1000/h, when
their duration is less than 1 s. This is simply a function of
spoken language, reflecting the number of voiced and un-
voiced segments in speech. Voicing periods in the 3–10 s
range are rare, reflecting nonspeech vocalizations such as
singing or testing of one’s voice. Silences in the 3–10 s
range are abundant, on the order of 100/h. These silences,
and those in the 10–100 s range, are frequent in dialogue.
They represent the greatest accumulation of vocal rest during
the workday. When teachers are not at work �evenings and
weekends�, more of the total vocal rest is attributed to longer
periods of silence. Sleep time is, of course, the greatest con-
tributor to this. We have not asked the teachers to wear the
dosimeter during sleep, but informally, members of our re-
search team have done so. They report no problem in gath-
ering the data, but results are not included here.

TABLE II. The results of each subject are presented in terms of the percentage voicing/h of recording �%
voicing�, the number of hours of recording, and number of days the subject participated. Results are displayed
in terms of the weekday at work average, weekday not at work average and the weekend average. Averages and
standard deviations for the overall group were shown. At work and not at work averages were statistically
different �p�0.001� where Not At Work and Weekends were statistically similar.

Subject

At Work Not At Work Weekends
No. days of
recording

% voicing hrs % voicing hrs % voicing hrs Weekday
Weekend

days

F002 20.0 71.6 9.9 94.8 8.9 52.8 9 5
F009 27.3 78.9 14.0 114.4 17.1 51.0 10 4
F017 37.5 35.2 14.6 104.5 10.7 40.6 9 4
F020 14.6 53.6 9.1 64.7 7.6 30.4 8 4
F035 20.7 76.3 9.5 63.7 11.7 46.1 8 4
F061 32.1 64.1 18.4 104.3 16.6 36.7 10 3
F062 12.8 78.3 11.9 58.5 7.8 24.3 10 4
F064 26.7 75.6 9.9 90.3 9.5 36.9 10 3
F069 20.9 38.8 13.1 62.8 14.4 29.6 5 3
F076 25.4 63.2 11.2 95.0 11.0 53.5 10 4
F077 18.8 100.4 13.0 75.3 12.8 45.6 10 4
F081 29.3 60.4 8.8 97.9 8.2 37.2 10 4
F083 27.0 70.9 9.2 75.0 10.5 27.4 8 2
F086 20.0 83.0 9.4 124.5 9.9 52.4 10 4
F089 25.6 86.8 12.0 100.4 14.3 42.4 10 4
F093 21.8 87.7 14.6 103.2 16.2 47.2 10 4
F094 20.3 91.3 10.8 50.9 12.9 52.3 7 4
F095 12.9 55.9 11.7 116.1 12.3 47.7 10 4
F096 19.3 72.9 13.8 77.2 12.6 45.7 9 5
F097 25.0 55.6 13.7 108.4 12.6 43.2 10 4
F098 20.9 56.4 14.2 124.1 16.5 44.8 10 4
F100 22.2 80.9 10.0 105.4 14.9 61.8 9 3
F101 27.8 58.9 11.0 108.9 8.1 51.0 10 4
F102 23.6 60.7 15.7 125.2 18.3 56.4 10 4
F103 15.0 73.2 7.6 87.0 6.8 37.8 10 4
F104 26.1 63.5 13.3 126.8 14.4 51.6 10 4
M042 24.2 70.8 14.7 110.2 9.9 46.5 10 4
M043 12.1 85.4 9.9 103.1 8.3 46.2 10 4
M044 20.8 68.6 9.8 115.6 10.0 43.1 10 4
M045 23.1 99.8 11.5 77.7 11.1 29.6 11 3
M047 22.8 54.4 16.9 136.6 15.7 54.1 10 4
avg 22.5 70.1 12.0 96.9 13.0 44.1 9.5 3.8
std 5.7 15.7 2.6 22.6 3.2 9.2 1.2 0.6
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A next step is to determine which of these rest periods
has any profound effect on vocal fatigue recovery. The
NCVS Dosimeter is designed to query the subject occasion-
ally for perceptual cues of vocal fatigue; while a discussion
of fatigue was beyond the scope of this paper, when ad-
dressed, fatigue will be analyzed statistically on the basis of
the distributed occurrences of voicing and silences. Looking
ahead to this in-depth discussion in the future, if fatigue is
related to redistribution of fluids in the vibrating portion of
the tissue �Fisher et al., 2001�, perhaps a rest period of a few
seconds will produce some recovery. If blood circulation has
been disturbed by tissue vibration, perhaps a few minutes of
rest will produce recovery �Švec and Sram, 2001�. If muscles
have been fatigued in the voice onset-offset gestures, perhaps
a fraction of an hour to several hours will produce recovery
�Skof and Strojnik, 2006; Augustsson et al., 2006; Albert et
al., 2006�. Future work will answer these questions at two
levels of investigation. First, prescribed levels of vocal duty
ratio �e.g., 30% on, 70% off� will be elicited from volunteer
vocalists over several hours. Autoperception of vocal fatigue
will be tracked �Scherer et al., 1987�. Second, using the re-
sults from the current paper, in vitro studies on engineered
vocal fold tissue in a bioreactor �Titze et al., 2004� will be
conducted to determine gene expression and corresponding
indication of tissue repair due to vibration over specified
periods of time. From this gene expression analysis, specific
proteins will be identified that may play a role in tissue re-
covery.
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An experimental setup and human vocal folds replica able to produce self-sustained oscillations are
presented. The aim of the setup is to assess the relevance and the accuracy of theoretical vocal folds
models. The applied reduced mechanical models are a variation of the classical two-mass model,
and a simplification inspired on the delayed mass model for which the coupling between the masses
is expressed as a fixed time delay. The airflow is described as a laminar flow with flow separation.
The influence of a downstream resonator is taken into account. The oscillation pressure threshold
and fundamental frequency are predicted by applying a stability analysis to the mechanical models.
The measured frequency response of the mechanical replica together with the initial �rest� area
allows us to determine the model parameters �spring stiffness, damping, geometry, masses�.
Validation of theoretical model predictions to experimental data shows the relevance of low-order
models in gaining a qualitative understanding of phonation. However, quantitative discrepancies
remain large due to an inaccurate estimation of the model parameters and the crudeness in either
flow or mechanical model description. As an illustration it is shown that significant improvements
can be made by accounting for viscous flow effects. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2384846�
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I. INTRODUCTION

Schematically, phonation can be understood as the result
of a complex interaction between respiratory airflow and soft
tissues. Under certain circumstances, the ongoing fluid/
structure interaction can result in self-oscillation of the vocal
folds. Vocal fold auto-oscillation produces the main sound
source for the vocal tract during the production of voiced
sounds.

Physical modeling of this process is obviously needed
for many practical applications, especially in the field of
voice synthesis and pathology. Although some important ad-
vances have been made in the field, full numerical models of
phonation, based on finite element models for the tissues, for
example �Hunter et al., 2004; Vampola et al., 2005�, are still
underused. This can be understood firstly because of the nu-
merical complexity of such an approach, which implies, in
particular, hours of computation time. Secondly, it must be
noted that an accurate description of many physical effects
such as the collision of the vocal folds, the way to account
for unsteady boundary conditions, or the presence of turbu-
lence in the flow, just to name a few, are far beyond the
capabilities of most common numerical software.

For these reasons, low-order models, often called dis-
tributed �or lumped� models, are still very popular because of

their simplicity. Such models are indeed often used for
speech synthesis purposes �Flanagan et al., 1975; Story and
Titze, 1995; Kob, 2002�, but low-order models have also
been used in speech pathology studies �Wong et al., 1991;
Herzel et al., 1994; Lous et al., 1998�. One major concern
about these low-order models is the crudeness of the physics
used in the models. This includes the fluid mechanics of the
airflow through and past the glottis, the biomechanics of the
vocal fold tissues, and the acoustics of the vocal tract as well
as the interactions between these physical processes.

Concerning the description of the airflow, many attempts
have been performed in order to test theories of varying com-
plexity. While some attempts to measure pressure and flow in
vivo, i.e., on human speakers, have been performed �Van den
Berg et al., 1957; Cranen, 1987� most experiments deal with
in vitro setups based on a mechanical replica of the larynx.
Flow measurements on a rigid nonoscillating replica of the
vocal folds have been performed by van den Berg et al.
�1957�, Scherer et al. �1983, 2001�, Pelorson et al. �1995�,
and Hofmans et al. �2003�. More complex, and realistic, flow
conditions were recently obtained using oscillating replicas
of the larynx �Titze et al., 1995; Barney et al., 1999; Deverge
et al., 2003; Mantha et al., 2005; Thomson et al., 2005�. In
particular, self-oscillating replicas are of great interest be-
cause they allow us to test not only the flow description, but

J. Acoust. Soc. Am. 121 �1�, January 2007 © 2007 Acoustical Society of America 4790001-4966/2007/121�1�/479/12/$23.00



also the interaction with a mechanical �eventually deform-
able� structure and with an acoustical resonator. This type of
deformable replica is also used to study lip behavior during
buzzing in musical acoustics �Gilbert et al., 1998; Cullen et
al., 2000; Vilain et al., 2003�.

Another major concern with low-order models deals
with the relevance of the model itself with respect to the
vocal fold physiology. While some parameters of the models,
like the subglottal pressure or the geometry of the glottis, can
be directly compared to observations performed on humans,
others, like springs or dampers in a two-mass model such as
Ishizaka and Flanagan �1972�, have no direct equivalent in
real life. The existence and the way to derive a relationship
between these parameters and human physiology is therefore
a crucial problem. Some important studies �Svec et al., 2000;
Berry and Titze, 1996; Berry et al., 1994; Kaneko et al.,
1983; De Vries, 1999; Childers and Wong, 1994� have been
performed using either in vivo measurements or numerical
simulations of some mechanical properties of human vocal
folds. While these data are helpful to derive the mechanical
parameters of low-order models, they do not allow for test-
ing the models themselves.

In this paper we present an experimental setup designed
to test low-order models of the vocal folds including the
mechanics, the fluid mechanics, the acoustics, and their in-
teractions. This setup relies on a self-oscillating replica con-
sisting of a pair of thin latex tubes filled with water. Al-
though it behaves in a comparable way, this replica is not
intended to be viewed as a “real” larynx but rather as a test
for the relevance of the theoretical models. Compared with
“real life” experiments, this setup has the advantage of easy
control and quantitative access to most important fluid me-
chanical and mechanical parameters. In particular, thanks to
an optical device, the mechanical response of the replica can
be measured. Using the same device, the vibration of the
replica can be quantitatively observed. Two low-order mod-
els of the vocal folds are tested. First, a modification of the
original two-mass vocal fold model of Ishizaka and Flanagan
is presented. Second, a further simplification exploiting only
one single degree of freedom to describe the tissue mechan-
ics is considered. Next, stability analysis is applied in order
to evaluate the performance of the theoretical predictions
against the experimental data.

II. MODELS UNDER TEST

Two theoretical models of the complex phonatory appa-
ratus are described. These models are severe simplifications
of the fluid structure interactions appearing during human
voiced sound production. The interaction between airflow
and mechanical models of the vocal folds is described in Sec.
II A. The two mechanical models are detailed in Sec. II B.
The acoustic interaction between the voiced sound source
and the vocal tract, using a linear acoustic approximation, is
described in Sec. II C.

A. Flow model

The geometry of the glottal channel is schematically de-
picted in Fig. 1. For the sake of simplicity, the simplest ap-

proximation for the glottal flow has been chosen. This de-
scription relies on the assumption of a quasi-steady inviscid
and incompressible flow within the glottis. Further, the sub-
glottal pressure Psub is assumed to be constant and indepen-
dent from the other characteristic values of the system.
Lastly, when the glottis forms a diverging channel, the flow
is assumed to separate at a position determined by the fol-
lowing ad hoc criterion As�t�=1.2*min�A�x , t�� with A�x , t�
being the glottal cross-sectional area and As�t� the glottal
area at the separation point. Using these assumptions one can
predict the instantaneous pressure within the glottis, P�x , t�,
as

Psub − P�x,t� =
1

2
�Ug

2� 1

A2�x,t��, if x � xs,

P�x,t� = Psupra, if x � xs, �1�

where � indicates the constant air density, Ug is the volume
flow velocity, and Psupra is the supraglottal pressure.

Neglecting the effects of wall vibrations, the volume
flow velocity, Ug, is a constant that can be predicted from the
overall pressure drop at the glottis:

Ug =�2�Psub − Psupra�
��1/As

2�
. �2�

Equation �2� can be simplified as

Ug = As�2�Psub − Psupra�
�

. �3�

Combining Eqs. �3� and �1� the pressure distribution is writ-
ten as

P�x,t� = Psub − �Psub − Psupra�� As
2

A2�x,t�
�, if x � xs,

P�x,t� = Psupra, if x � xs. �4�

B. Mechanical principles

The mechanical properties of the vocal folds are repre-
sented by the distributed model depicted in Fig. 2. It is as-
sumed that the glottis has a constant width, Lg. Applying the
second principle of dynamics to these models, the following
equations are obtained:

FIG. 1. Geometry used for the fluid mechanical description. Psub is the
subglottal pressure, Psupra is the supraglottal pressure, A�x , t� is the trans-
versal area of the glottis along the X coordinate, Ug is the volume flow, and
As�t� denoted the transversal area of the glottis at separation point.
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m

2

�2y1�t�
�t2 = − k�y1�t� − y10� − kc�y1�t� − y10 − y2�t� + y20�

− r
�y1�t�

�t
+ F1�Psub,Psupra,H1,H2� , �5�

m

2

�2y2�t�
�t

= − k�y2�t� − y20� − kc�y2�t� − y20 − y1�t� + y10�

− r
�y2�t�

�t
+ F2�Psub,Psupra,H1,H2� , �6�

where m is the effective vibrating mass of a vocal fold, k and
kc indicate the spring stiffnesses, r is the damping, d is the
length of the glottis, y1�t� and y2�t� denote the positions of
the two masses, y10 and y20 are the rest positions of the two
masses, and F1 and F2 are the pressure forces along the y
axis.

The pressure force distribution is derived from the de-
scription of Lous et al. �1998�. We assume a symmetrical
movement of the two vocal folds. Consequently, H�t�
=2y�t� and Eq. 6 become

�2H1�t�
�t2 = −

2k

m
�H1�t� − H10� −

2kc

m
�H1�t� − H10 − H2�t�

+ H20� −
2r

m

�H1�t�
�t

+
4

m
F1�Psub,Psupra,H1,H2� ,

�2H2�t�
�t

= −
2k

m
�H2�t� − H20� −

2kc

m
�H2�t� − H20 − H1�t�

+ H10� −
2r

m

�H2�t�
�t

+
4

m
F2�Psub,Psupra,H1,H2� .

�7�

This formulation can be simplified if the time delay between
the movements of the two masses is assumed to be constant
in time. This hypothesis is proposed by Avanzini et al.
�2001� and as a result Eq. �7� can be simplified since only the
movement of the first mass needs to be described while the

movement of the second mass is supposed to follow the first
one with a fixed time delay t0. In other words, the coupling
between the two masses is now described by the parameter t0

accounting for the fixed time delay instead of the coupling
spring kc. Consequently, only a single mechanical degree of
freedom remains:

�2H1�t�
�t2 = −

2k

m
�H1�t� − H10� −

2r

m

�H1�t�
�t

+
4

m
F1�Psub,Psupra,H1�t�,H1�t − t0�� ,

H2�t� = H1�t − t0� . �8�

In the following we will refer to this simple description as
the delayed mass model. This approach is comparable to the
model proposed by Titze �1988� and more recently by Drioli
�2005�. Note that if the delay t0 equals zero, the model re-
duces then to a one-mass model, such as the one described
by Flanagan and Landgraf �1968� and by Cullen et al.
�2000�.

A special case occurs when the vocal folds are colliding.
Following Ishizaka and Flanagan �1972�, this phenomenon is
simply modeled as a discrete change in the spring stiffnesses
and dampings:

k1e = 4 � k1, r1e = r1 + 2 � �k1e � m/2 if H1 � 0,

k2e = 4 � k2, r2e = r2 + 2 � �k2e � m/2 if H2 � 0, �9�

where k1e ,k2e denote the modified spring stiffness and r1e ,r2e

are the modified damping.

C. Acoustical description

Acoustical coupling with the vocal tract is only expected
to be significant when the fundamental frequency of the vo-
cal folds oscillation becomes close to a formant frequency
�typically the first formant for normal speech�, as described
by Rothenberg �1980�. Therefore, for the sake of simplicity,
the acoustics of the downstream resonator is assimilated to a
single degree of freedom system described by the following
equation,

�2��t�
�t2 +

�A

QA

���t�
�t

+ �A
2��t� =

ZA�A

QA
u , �10�

where ���t� /�t= p, with p the acoustic pressure at the en-
trance of the resonator, �A is a resonance pulsation of the
resonator, QA is the quality factor of this resonance, ZA is the
peak value of impedance at resonance �A, and u is the acous-
tic airflow velocity.

In other words, this description is equivalent to the clas-
sical linear theory of the vocal tract �Flanagan, 1972�, but
accounts only for the first acoustical resonance of the down-
stream resonator. The vocal tract is simply described by the
impedance of an unflanged pipe radiating in free space
�Pierce, 1991�, but only the first acoustical resonance of the
downstream resonator is taken into account.

FIG. 2. Two mass model of the vocal folds. y1�t� and y2�t� are the move-
ments on the Y coordinate, h1�t� and h2�t� are the apertures of the glottis,
hs�t� is the aperture of the glottis at separation point, Lg denotes the vocal
fold width, d is the length of the vocal folds, k and kc denote the spring
stiffness, and r is the damping.
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III. EXPERIMENTAL SETUP

The theoretical models described in the previous section
need to be validated. In vivo measurements have the advan-
tage of being performed on real human tissues, but the lack
of control and reproducibility is a severe drawback, which
can harm the validation robustness. For this reason, in the
literature, several in vitro experimental studies on relevant
mechanical replicas have been performed in order to validate
different aspects of the interacting theoretical models �fluid
mechanical, mechanical, or acoustical�. Steady rigid replicas
have been used to validate the theoretical description of
quasi-steady flow �e.g., Van den Berg et al., 1957; Scherer et
al., 1983; Gauffin et al., 1983; Gauffin and Liljencrants,
1988; Scherer and Guo, 1990; Scherer et al., 2001; Pelorson
et al., 1994, 1995�. More recently, the influence of wall dis-
placement and structure deformation on the airflow have
been considered by using respectively rigid mobile larynx
replicas �Kiritani et al., 1987; Barney et al., 1999; Alipour
and Scherer, 2001; Deverge et al., 2003� and deformable
larynx replicas �Titze et al., 1995; Chan et al., 1997; Thom-
son et al., 2005�. The presented setup follows the same ap-
proach. In particular, the various interactions between acous-
tics, mechanics, and fluid mechanics are investigated.

A. Description

The replica of the larynx is mounted in a suitable experi-
mental setup illustrated in Fig. 3. The lungs are represented
by a pressure reservoir of 0.75 m3 fed by a compressor. The
walls of the reservoir have been covered with absorbing
foam in order to reduce acoustical resonances of the reser-
voir. The reservoir pressure is controlled by means of a Nor-
gren pressure regulator type 11-818-987 and could be varied
from a few Pa up to 3000 Pa.

A vocal fold replica, depicted in Figs. 4 and 5, is con-
nected to the reservoir. This replica, upscaled by a factor 3
compared with real vocal folds, consists of two metal half
cylinders of 12.5-mm diameter, covered with latex tubes
�Piercan Ltd.� of 11-mm diameter �±0.1 mm� and 0.2 mm
thickness �±10% �. The two cylinders are filled with water
under pressure. The water pressure, henceforth denoted the
internal pressure Pc, is controlled by means of a water col-
umn. Changing the height of the column allows us to impose
an internal pressure Pc up to 10 000 Pa. The value of the

internal pressure Pc has an influence on the replica’s me-
chanical characteristics, but also on the initial replica open-
ing. Typically, for low values of Pc �e.g., 2500 Pa�, the ini-
tial replica aperture is of the order of 2 mm and the latex
tension is low, while for larger values of Pc �of the order of
6000 Pa�, the two latex tubes are in contact, and the tension
increases. The acoustics of the vocal tract can be simulated
using an acoustic resonator connected downstream to the
replica. For this study, two different tubes of uniform circular
section �diameter 25 mm� were used. Their lengths are re-
spectively 500 and 250 mm.

This experimental setup has been carefully designed in
order to match as much as possible the order of magnitudes
relevant for physical quantities during speech production.
The relevance of the experimental design can be assessed
using quantitative considerations based on a dimensionless
analysis. The Reynolds number Re=�Vghg /�, where � is the
air density, Vg is the mean flow velocity, hg is the replica
aperture, and � is the dynamic viscosity coefficient of air,
can be used as a measure of the importance of viscosity
relative to inertial forces in the flow. The Strouhal number
Sr= fd /Vg, where f is the oscillation fundamental frequency
and d is the longitudinal length of the replica, is a measure

FIG. 3. Experimental setup, replicat-
ing the human phonatory apparatus.
�a�, �b� Pressure transducer plug. �c�
Water tank supplying the fixed internal
pressure inside the latex tubes of the
vocal fold replica. �d� Deformable rep-
lica of the vocal folds. �e� Air supply.
�f�, Pressure tank, walls covered with
absorbing foam. �g� Transparency
window. �h�, �k� Optical lenses. �i� La-
ser diode. �j� Photodiode.

FIG. 4. Deformable replica of the vocal folds �Vilain et al., 2003�. Tension
is controlled by the water pressure. �a� Brass half-cylinder, covered by latex
tubes, and filled with water. �b�, �b� Steel support.
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for the importance of inertia in the flow compared to convec-
tion. The Mach number Ma=Vg /c0, where c0 is the speed of
sound, provides a measure for the importance of compress-
ibility effects. Other parameters, such as the geometrical as-
pect or the acoustical resonance frequency, are also to be
considered. The correspondence between the replica and in
vivo data is summarized in Table I.

The experimental setup allows two types of dynamical
measurements: pressure and geometry. Pressure measure-
ments are performed by means of two Kulite pressure sen-
sors XCS-0.93-0.35-Bar-G, supplied by a Labor-Netzgerat
power supply EA-3005S. They are calibrated against a ma-
nometer with typical accuracy of �5 Pa. The pressure sen-
sors were respectively located just upstream from the vocal
fold replica and at the end of the resonator tube. The geo-
metrical measurements are performed using an optical device
composed of a laser diode, supplied by a P. Fontaine Dc
amplifier FTN2515. The laser beam width is increased by
two convergent lenses �L1, f =50 mm; L2, f =100 mm� and
passes through the air reservoir thanks to a small Plexiglas
window and proceeds through the vocal folds replica. The
transmitted laser beam intensity is therefore modulated by
the movement of the vocal folds replica. These variations in
light intensity are measured using a photo sensor BPW34,
supplied by a Solartron Dc Power Supply. The optical system
is calibrated by rectangular apertures with known dimensions
of 0.01 mm precision.

Electrical signals are amplified and conditioned using a
preamplifier/conditioning board �National Instruments
SXCI-1121� connected to a PC through a National Instru-
ments BNC-2080 Card and a National Instruments PCI-

MIO-16XE acquisition card. The acquired data are processed
using Labview7 software �National Instruments�.

B. Determination of the model parameters

In order to compare the theoretical model predictions
with the experimental data, the relationship between empiri-
cal parameters and model parameters must be known. While
this relationship can be derived directly for some parameters,
like the geometrical dimensions of the glottis �Lg and d�,
others need to be estimated.

The mass, m, used to describe the mechanics of the the-
oretical models is estimated by the quantity of water inside
the latex tube covering the metal half-cylinder depicted in
Fig. 5. The mass is estimated as

mcv = �eL
�dl

2

8
�11�

where �e is the density of water, L is the replica width, and dl

is the diameter of the latex tube �11 mm�. Considering the
dimensions of the replica, the estimated mass of water
inside one latex tube for dl=11 mm is mc	=2.29g. This
mass is in fact the maximum mass able to oscillate.

The spring stiffness and damping are estimated thanks to
the direct measurement of the mechanical response of the
replica. The experimental procedure follows the one used by
Gilbert et al. �1998� on artificial lips. A pressure driver unit
�ERS TU-100� terminated by a cone is used as an acoustical
excitation, as shown in Fig. 6. For each acoustical excitation
frequency the replica response is obtained by measuring the
variation of the distance between the two latex tubes. The

FIG. 5. Details of a vocal fold replica.
�a� Isometric view of a half cylinder
covered by latex tube. �b� Frontal view
used to estimate the water volume fil-
ing the latex tube.

TABLE I. Comparative table: physiological characteristics of for male adult voice �typical “in vivo” data
obtained from Hollien and Moore �1960�, Hirano et al. �1983�, Saito et al. �1981�, Mc Glone and Shipp �1971�,
and Fitch and HolBrook �1970�, and Baken, �1987�� and geometrical, dynamical, and acoustical characteristics
of the replica.

Human voice Replica

Scale 1 3
Aspect ratio, Lg/hg, mean value 20 20
Aspect ratio, Lg/d, mean value 3.3 2.5
Operating pressure, range of values 300–1000 Pa 200–1000 Pa
Frequency of oscillations F0, range
of values

80–200 Hz 110–170 Hz

Reynolds number, Re, range of
values

700–1300 800–2500

Strouhal number, Sr, mean value 0.01–0.02 0.03–0.05
March number, Ma, range of values 0.06–0.12 0.05–0.12
First acoustical resonance 300–1000 Hz

�range of values�
170 Hz �500 mm�
340 Hz �25 mm�

�discrete values for each downstream resonator�

Estimated from subglottal pressure and aspect ratio.
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response of the replica is then plotted against the excitation
frequency �between 100 and 400 Hz in steps of 1 Hz�. This
procedure is repeated for each internal pressure Pc between
500 and 6500 Pa in steps of 500 Pa.

A typical example of mechanical response of the replica
is depicted in Fig. 7. Note that the retrieved response is quite
similar to the mechanical responses observed by Svec et al.
�2000� on in vivo human vocal folds.

From the measured mechanical responses, the resonance
frequencies, �, and associated quality factors, Q, can be eas-
ily extracted. The obtained parameters can be related to the
natural resonance behavior of the theoretical model of the
vocal folds and so to the spring stiffness and damping:

�0 =�2k

m
, Q0 =

m�0

2r
, �12�

where �0 is the resonance pulsation, Q0 is the quality factor
of this resonance, k is the spring stiffness, m=mc	 /2, is the

effective mass of a vocal fold, and r is the damping. The
coupling spring stiffness kc is imposed as k /2, as described
by Lous et al. �1998�.

When large values of the internal pressure Pc �
�5000 Pa� are involved, the frequency response cannot be
measured using the above procedure since the two latex
tubes are in contact �Fig. 8�. For these values of Pc, one of
the two latex tubes is removed and the mechanical response
of a single tube is measured. The measured response in this
case is obviously a very crude approximation since it does
not account for the nonlinearity introduced by the contact
between the two latex tubes.

IV. RESULTS AND DISCUSSION

In this section, we will detail the comparison between
the predictions of the theoretical models and experimental
data with respect to two quantitative phonation parameters:
the on-set and off-set pressure of oscillation and the funda-
mental frequency. The measurements are discussed in Sec.
IV A and the simulations in Sec. IV B. The comparison be-
tween experimental and theoretical results will be discussed
in Secs. IV C and IV D.

A. Measurement of the oscillation pressure threshold

The experimental setup described in Sec. III A is able to
produce self-sustained oscillations. First, an internal pressure
Pc is imposed. The initial aperture, h0, in absence of up-
stream pressure, is measured by means of the optical setup.
Next, the upstream pressure is continuously increased until
self-sustained oscillations of the replica appear. Oscillations
are quantitatively detected by a spectrum analysis as detailed
in Ruty et al. �2005�. The threshold pressure is denoted Pon-
set. The frequency of the oscillation at this threshold is de-
termined by means of a spectrum analysis performed on the
acoustic pressure signal. The subglottal pressure is then de-

FIG. 6. Experimental setup to measure the mechanical response. �a� De-
formable replica of the vocal folds. �b� Water reservoir. �c� Loud speaker,
producing the acoustical excitation. �d� Optical lens. �e� Photo diode.

FIG. 7. Mechanical response of the vocal fold replica, internal pressure
2500 Pa. �a� Amplitude of the mechanical response. �b� Phase of the me-
chanical response.

FIG. 8. Measured initial aperture of the vocal fold replica plotted as a
function of the internal pressure Pc, varying between 0 and 6500 Pa.
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creased until the oscillations cease and the associated pres-
sure threshold, Poff-set, is recorded. This operation is re-
peated for several values of the internal pressure Pc, varying
between 500 and 6500 Pa. The results obtained for both
downstream resonators are depicted in Figs. 9 and 10.

An interesting observation is that, depending on the
downstream resonator length, oscillations appear at compa-
rable thresholds but for different internal pressure Pc. Thus,
for the short resonator �250 mm�, oscillations appear for low
Pc values �Pc� �250;2500�Pa�, corresponding to a large ini-
tial aperture. For the long resonator �500 mm�, oscillations
appear for higher values of Pc �Pc� �3500;6500�Pa�. In this
case, an interesting behavior is observed. An internal pres-
sure Pc of 5000 Pa corresponds to a minimum Pon-set. At
this point, the initial aperture is close to zero, i.e., the two
latex tubes of the replica are almost in contact. This mini-
mum pressure threshold, also observed by Titze et al. �1995�,
could be related to the optimal configuration to produce
voiced sound, as described by Lucero �1998�. Finally, in both
cases, a hysteresis phenomenon, i.e., Pon-set�Poff-set, as
the one described by Lucero �1999�, is experimentally ob-
served.

B. Stability analysis of the theoretical equations

In this section, we will examine if the theoretical models
described in Sec. II are able to explain the experimental data.
Therefore a stability analysis is applied to the proposed the-
oretical models.

All the variables in the theoretical equations are linear-
ized and hence considered as the sum of an equilibrium
value and a fluctuation around this equilibrium, which is de-

noted as A= Ā+a where Ā is the equilibrium value and a is
the fluctuation. Assuming a constant subglottal pressure and
a zero downstream pressure Psupra at the equilibrium, the
following relations are obtained,

H1�t� = H̄1 + h�t�1, H2�t� = H̄2 + h2�t� , �13�

Psub = P̄sub, Psupra = p �14�

Ug = Ūg + u, with u =
�Ug

�H1
h1 +

�Ug

�H2
h2 +

�Ug

�Psupra
p �15�

Fi�Psub,Psupra,H1,H2� = Fi�P̄sub,0,H̄1,H̄2� + f i,

with fi =
�Fi

�Psupra
p +

�Fi

�H1
h1 +

�Fi

�H2
h2 i = 1,2. �16�

Considering only the fluctuating part, Eqs. �7� and �8�
are rewritten as follows:

�2h1�t�
�t2 = −

2k

m
h1�t� −

2kc

m
�h1�t� − h2�t�� −
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�2��t�
�t2 +

�A

QA

���t�
�t

+ �A
2��t� =

ZA�A

QA
� �Ug

�H1
h1 +

�Ug

�H2
h2

+
�Ug

�Psupra
p� . �18�

Using a state-space representation with

x = �h1 h2 �
�h1

�t

�h2

�t

��

�t
	 ,

we obtained �x /�t=Mx with M the state-space matrix,

FIG. 10. Measured oscillation pressure thresholds and fundamental frequen-
cies for a downstream resonator of 500 mm length. �a� Pressure thresholds,
on-set pressure �X�, off-set ���. �b� Fundamental frequencies of the oscilla-
tions �X�, first mechanical resonance of the replica �-�-�.

FIG. 9. Measured oscillation pressure thresholds and fundamental frequen-
cies for a downstream resonator of 250 mm length. �a� Pressure thresholds,
on-set pressure �X�, off-set ���. �b� Fundamental frequencies of the oscilla-
tions �X�, first mechanical resonance of the replica �-�-�.
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Assuming the simplifications made in Eq. �8�, the state space vector x reduces to

x = �h1 �
�h1

�t

��

�t
	 .

Assuming t0
2� /�0, and using the Taylor-Young formula, one obtains H2�t�=H1�t− t0�=H1�t�− t0�H1�t� /�t and the state
space matrix M becomes
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Studying the eigenvalues of M, one is able to determine
the presence or absence of oscillations. More precisely, an
unstable equilibrium results in an eigenvalue with a positive
real part, i.e., the model parameters �spring stiffness, damp-
ing, subglottal pressure, initial geometry� correspond with
oscillation. The oscillation frequency is calculated as

f = Im���/�2�� �21�

with � the considered eigenvalue.
During the experimental protocol, the imposed internal

pressure Pc in the vocal fold replica affects both the initial
geometry as well as the mechanical properties. Next, for a
given Pc, the presence of vocal fold oscillations depends on
upstream pressure variations. In a similar way, for a given set
of model parameters �spring stiffness, damping, subglottal
pressure, initial geometry�, the stability analysis is assessed
for subglottal pressure values Psub varying between 0 and
1000 Pa. An exemplary result of the stability analysis is il-
lustrated in Fig. 11. For this particular case, oscillations are
predicted to appear for a subglottal pressure of 485 Pa. The
fundamental frequency of the oscillations is 117 Hz.

This computation is repeated for the set of all model
parameters identified experimentally by means of the method
described in Sec. III B. For each of the two downstream
resonator models, respectively of lengths 250 and 500 mm,
and for each set of control parameters �associated with an
internal pressure Pc�, the onset pressure threshold, Pon-set,
is calculated. The pressure threshold and fundamental fre-

quencies obtained for the two models of vocal folds are com-
pared with the experimental results, as depicted in Figs. 12
and 13.

C. Discussion

The results predicted with the theoretical models, for the
two downstream resonators, show their capacity to reproduce
qualitatively what happens experimentally, in terms of oscil-
lation threshold pressure and fundamental frequency, but
within a large error range.

FIG. 11. Graphs resulting from the stability analysis. �a� Frequency of the
oscillations, if they exist. �b� Eigenvalue real part.
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More precisely, concerning the fundamental frequency, a
good accuracy of all theoretical models can be noted �agree-
ment within 10%�. As expected, the fundamental frequency
increases when the internal pressure Pc is increased since
increasing the internal pressure also increases the tension of
the latex replica. This effect is well predicted in the theoret-
ical models since an increase of the internal pressure in the
experimental setup is associated with an increase of the
spring stiffness in the theoretical models.

Concerning the oscillation threshold, the same order of
magnitude and the same global behaviors are obtained. Glo-
bally, the same U-shaped behavior of the pressure threshold
as a function of the internal pressure, Pc, is predicted by all
theoretical models except when the vocal folds are in contact
at rest position �h0=0�. In such a case, large departures from

the theoretical predictions can be observed. When the vocal
fold are not in contact at rest �Pc�5500 Pa�, the delayed
mass and two-mass models tend to provide comparable esti-
mations for both the oscillation threshold pressure and fun-
damental frequency.

Quantitatively, although better for the longer acoustical
resonator, the agreement between the predicted pressure
thresholds and the measured data is rather poor except near
the minimum threshold. Note that the value of the delay, t0,
does not change quantitatively the adequacy of the delayed
model. These departures can, of course, be due to the theo-
retical models themselves but, also, to some extent, to a bad
estimation of some input parameters. For example, the total
mass, m, is estimated in a geometrical way as described in
Sec. III B. This estimation assumes that the mass, m, is in-
dependent of the internal pressure, Pc, which is not true in
the case of the latex replica. Indeed, for low internal pres-
sures Pc, the latex tubes contain less water than for high
values of Pc, where the latex tubes are inflated. To account
for this effect, an alternative is to adjust the mass estimation
by taking into account the geometrical and hence mass varia-
tions due to imposing different internal pressures. Consider-
ing an approximation of the latex tube deformation, depicted
in Fig. 5�b�, the estimation of the mass is modified as fol-
lows,

m = �eL
��dl + �href − h0�/4�2

8
, �21��

where href is a reference aperture of 3 mm, and h0 is the
measured initial aperture of the replica for a given internal
pressure Pc, which can be seen in Fig. 8.

FIG. 14. Comparative study of the stability analysis result for the two-mass
model with the two different mass estimations and the experimental results,
for a 250 mm length downstream resonator. �a� Oscillation pressure thresh-
old for experimental data ���, two-mass model ���, and two-mass model
with a variable mass �X�. �b� Fundamental frequency of the oscillations for
experimental data ���, two-mass model ���, and two-mass model with a
variable mass �X�.

FIG. 12. Comparative study of the stability analysis result for the two the-
oretical models and the experimental results, for a 250 mm length down-
stream resonator. �a� Oscillation pressure threshold for experimental data
���, two-mass model ���, and one-mass model ���. �b� Fundamental fre-
quency of the oscillations for experimental data ���, two-mass model ���,
and one-mass model ���.

FIG. 13. Comparative study of the stability analysis result for the two the-
oretical models and the experimental results, for a 500 mm length down-
stream resonator. �a� Oscillation pressure threshold for experimental data
���, two-mass model ���, and one-mass model ���. �b� Fundamental fre-
quency of the oscillations for experimental data ���, two-mass model ���,
and one-mass model ���.
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After this correction, the predicted oscillation thresholds
are altered within an order of magnitude of 10% as shown on
Figs. 14 and 15. If h0�href, the oscillation threshold is de-
creased, while if h0�href, the oscillation threshold is in-
creased. The choice of this parameter does not seem to ex-
plain the departures observed between the measured data and
the theoretical predictions.

Next the influence of the flow model is considered by
taking into account viscosity in the flow model. Adding a
Poiseuille term, Eqs. �1� and �2� become

Psub − P�x,t� =
1

2
�Ug

2� 1

A2�x,t��
− 12�Lg

2Ug�
x0

x dx

A3�x,t�
, if x � x ,

P�x,t� = Psupra, if x � x , �22�

where � indicates the viscosity coefficient of the air and

Ug =

12�Lg
2�

x0

xs

�dx/A3�x,t�� +��12�Lg
2�

x0

xs

�dx/A3�x,t���2 + 2�Psub − Psupra���1/As
2�

��1/As
2�

. �23�

The resulting simulations including the suggested modifica-
tions are depicted in Figs. 16 and 17. For large initial aper-
ture no striking differences between the two flow descrip-
tions can be found. As expected, the differences are
significant in the case of small apertures corresponding to
partial or complete closure of the glottis. At these points, the
accounting for viscosity increases the accuracy in terms of
prediction the pressure thresholds, in particular when the vo-
cal folds are almost in contact, as well as in terms of funda-
mental frequency prediction. Indeed, at these points, the vis-
cous term becomes dominant because of 1 /A3�x , t�.
However, the proposed corrections seem to not be com-
pletely sufficient to explain the quantitative differences ob-
served between theoretical predictions and experimental
data, which remain of the order of magnitude of 20%.

V. CONCLUSION

An experimental setup suitable to validate theoretical
models of flow-structure-acoustic interaction with applica-
tions to voiced sound production is presented. The approach
is illustrated on reduced low-order models for which the
quantitative relationship between required model parameters,
like mass and spring constants, and the physical characteris-
tics of the replica can be fully exploited and controlled in
order to validate the models.

Comparison between the low-order model predictions
and experimental data can be summarized as follows:

�i� Despite their simplicity, the theoretical model out-
comes are found to be qualitatively correct in terms of
fundamental frequency and pressure threshold evolu-
tion as a function of the internal pressure of the rep-

FIG. 15. Comparative study of the stability analysis result for the two-mass
model with the two different mass estimations and the experimental results,
for a 500 mm length downstream resonator. �a� Oscillation pressure thresh-
old for experimental data ���, two-mass model ���, and two-mass model
with a variable mass �X�. �b� Fundamental frequency of the oscillations for
experimental data ���, two-mass model ���, and two-mass model with a
variable mass �X�.

FIG. 16. Comparative study of the stability analysis result for the two mass
model with additional viscosity and experimental data, for a 250 mm length
downstream resonator. �a� Oscillation pressure threshold for experimental
data ���, two-mass model ���, and two-mass model+viscous flow model
�X�. �b� Fundamental frequency of the oscillations for experimental data
���, two-mass model ���, and two-mass model+viscous flow model �X�.
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lica when the vocal folds are not in contact. In this
later case, taking into account viscosity seems neces-
sary.

�ii� The influence of the acoustical coupling is qualita-
tively well predicted by the theoretical models.

�iii� Viscosity of air appears to be crucial when very small
glottal apertures �up to closed glottis� are involved
and prediction of the oscillation pressure threshold is
aimed.

�iv� While the fundamental frequency of the self-sustained
oscillations is well predicted, the error ranges with
respect to quantitative prediction of the oscillation
pressure threshold is still large. Although an improved
model outcome could be yielded by adjusting the
model parameters, it is argued that the inaccuracies
are mainly due to the nature of the validated reduced
models themselves. Accounting for three-dimensional
motions of the folds or for a better flow description
during the initiation of the oscillation are examples of
obvious weaknesses of the described one- and two-
mass models.

�v� Lastly, the experimentally observed hysteresis has not
been analyzed in the theoretical models, although sev-
eral studies show that reduced order models are able
to predict the observed hysteresis between on and off-
set pressure necessary to sustain the oscillations. This
was the case for a two-mass model analyzed by Luc-
ero and Koenig �2005�, and also for a one-mass model
with a delay factor presented in two papers by Lucero
�2005, 1999�.
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A cine series of tagged magnetic resonance �MR� images of the tongue is used to measure tongue
motion and its internal deformation during speech. Tagged images are collected in three slice
orientations �sagittal, coronal, and axial� during repetitions of the utterance “disouk” �/disuk/�. A
new technique called harmonic phase MRI �HARP-MRI� is used to process the tagged MR images
to measure the internal deformation of the tongue. The measurements include displacement and
velocity of tissue points, principal strains, and strain in the line-of-action of specific muscles. These
measurements are not restricted to tag intersections, but can be calculated at every pixel in the
image. The different motion measurements complement each other in understanding the tongue
kinematics and in hypothesizing the internal muscle activity of the tongue. © 2007 Acoustical
Society of America. �DOI: 10.1121/1.2363926�

PACS number�s�: 43.70.Jt, 43.72.Ar �AL� Pages: 491–504

I. INTRODUCTION

Understanding the dynamics of tongue motion is impor-
tant because the tongue plays a crucial role in speech, swal-
lowing, and breathing. Measuring tongue motion is a chal-
lenging problem for a variety of reasons: the tongue’s
location deep within the vocal tract, high degrees of freedom
during motion, and its rapidity of motion during speech and
swallowing. A number of measurement techniques have been
used to measure tongue motion during continuous speech.
Imaging techniques measure the entire tongue surface con-
tour noninvasively �cinefluoroscopy, ultrasound, and cine-
MRI�, but lack temporal resolution �Stone �1999��. Point-
tracking techniques have better temporal resolution
�electromagnetic midsagital articulometer EMMA, electro-
magnetic articulograph EMA, x-ray microbeam�, but
sparsely represent the tongue surface.

Electromyography �EMG� is the theoretical ideal for in-
terpreting muscle activity. Bipolar fine-wire electrodes have
been used as the method of choice for measuring lingual
muscle activity during speech and breathing �Eastwood et al.
�2003�; Honda �1996�; Honda and Kusakawa �1997�;
Miyawaki et al. �1997�; Sabisky et al. �2006�; Sauerland and
Harper �1976��. EMG signals, however, are difficult to obtain
and interpret, and the relation between action and function of

the muscles becomes less clear as task complexity increases.
In breathing, genioglossus muscle �GG� is basically consid-
ered a dilator muscle. In a slightly more complex movement
such as vowel production, GG is subdivided into at least two
portions, anterior and posterior, based on its fanlike fiber
distribution. In the most complex motions, such as conso-
nants, EMG signals are almost uninterpretable. In other
words, the linkage between muscle activity and tongue be-
havior becomes increasingly ill-defined. Therefore, a method
that considers fiber direction, tongue contour, and physi-
ological data during voluntary movements is invaluable and
in urgent need.

Measurement techniques that use magnetic resonance
imaging �MRI� are proving to be important tools in the
analysis of tongue behavior because of MRI’s ability to mea-
sure not only the tongue’s surface but its interior as well. The
use of MRI in speech research began with the recording of
steady-state vowels. Initial studies imaged one static image
plane �cf. Baer et al. �1987��. The applications of static MRI
of the oral cavity have included anatomical studies �Lufkin et
al. �1987�; McKenna et al. �1990��, examination of cancers
and neurological diseases �Cha and Patten �1988�;
Takashima et al. �1989��, language studies �Hoole et al.
�2001, 2000��, and static vocal tract modeling �Engwall
�1999��. Static MRI has been compared to other tongue mea-
surement techniques such as electropalatography, ultrasound,
electromyography, and electromagnetic articulography �Eng-
wall �2003a�; Wein et al. �1990��. Most commonly, static
MRI of the oral cavity is used to measure vocal-tract bound-
aries, catalog vocal-tract shapes, and extract airway volumes
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for use in acoustic tube models �cf. Badin et al. �2002�;
Greenwood et al. �1992�; Lakshminarayanan et al. �1991�;
Moore et al. �1992�; Story et al. �1996, 1998�; Sulter et al.
�1992��.

Static MRI has limited capabilities in that it cannot be
used to observe the changes in the tongue’s position during
speech. Hence, cine-MRI—acquisition of a time series of
MR images—is used to observe the motion of the tongue.
MR data are collected over multiple repetitions of a speech
utterance, and an ensemble combination of the data produces
a cine series of images. Multiple repetitions are necessary so
that rapid tongue motions can be imaged with adequate spa-
tial and temporal resolution �cf. Masaki et al. �1999��. The
images are collected in a specified orientation, usually sagit-
tal, coronal, or axial �cf. Shadle et al. �1999��. Multiple im-
age orientations can be acquired with more repetitions �Stone
et al. �2001b��. A cine series of images can also be recon-
structed using only a single repetition, but at the cost of
reduced temporal and spatial resolution of the images. For
example, using a single repetition per slice, Demolin et al.
�2000� collected images at 4 Hz; Mady et al. �2002� studied
glossectomized speech at 8 Hz; and Engwall �2003b� exam-
ined words at 9 Hz. Recently, Narayanan et al. �2004� have
applied spiral MRI acquisition to do cine imaging collecting
short sentences at 24 Hz with a single repetition.

A basic problem in speech research is to understand the
relation between the dynamic forces of the muscles in the
tongue’s body and the kinematics of the tongue’s surface.
While cine-MRI has proven to be useful to study kinematics
of the tongue surface, it does not give rich enough informa-
tion about deformation of muscles in the tongue’s body. The
drawback of cine-MRI to provide information about the
muscle deformation has been overcome through the use of
MR tagging, which is a complementary method to EMG.
MR tagging temporarily marks or “tags” a plane of tissue
within the tongue. As the planes of tagged tissue move, the
internal deformations can be observed. During early tagging
experiments, reference tags were applied prior to a move-
ment and deformed tags were captured either during or after
the movement. Niitsu et al. �1994� separately captured verti-
cal and horizontal tags of the head, first scanning the rest
position followed by a vowel position held for 2 s. Niitsu’s
work first demonstrated the ability to visualize internal
tongue deformation. Napadow et al. �1999a, b� extracted
principal strains in the tongue’s interior during nonspeech
motions �protrusion and swallowing� by repeatedly measur-
ing the rest and deformed positions. By progressively chang-
ing the time position of the deformed frame, several time
frames were collected over multiple repetitions, and the data
were combined into a pseudosequence. The tags could be
hand-traced in the reference and deformed images, and sub-
sequently used to hypothesize active muscle activity �Niitsu
et al. �1992��.

Formation of a pseudosequence of tagged images and
the subsequent hand-tracing of the tags is a manually inten-
sive way of visualizing the progression of the internal defor-
mation of the tongue. Naturally, the combination of cine-
MRI with tagged MRI to create tagged-cine-MRI �tMRI�
was the next substantial improvement in the measurement of

the tongue’s internal deformation. In tMRI, tags are applied
prior to movement of the tissue, and cine-MRI is then col-
lected throughout the entire motion. Tagged cine-MRI is a
critical step forward in research on tongue behavior because
it enhances the use of MRI in three ways. First, the tags can
be tracked throughout the entire period of the speech utter-
ance. Therefore, subtle deformations of the tongue can be
visualized and quantified temporally. Second, while the ex-
isting tissue point tracking methods �x-ray microbeam, and
electromagnetic articulography� track only the oral surface of
the tongue, tMRI tracks the tongue surface completely from
the tip to the root. Third, since the entire body of the tongue
can be tracked, local tissue compressions can be calculated in
the interior of the tongue. These local tissue compressions
can be used to infer muscle activity, which can either be used
in representational models of tongue control �Stone et al.
�2000�� or as inputs to predictive models that map muscle
contraction patterns to tongue surface deformations �Dang
and Honda �1997�; Iny et al. �2001��. Local tissue compres-
sions can also be used to test physiologically based models
of tongue motion such as finite element models �FEM�.
Three-dimensional FEMs have been used to predict tongue
behavior from muscle activity or vice versa �Dang and
Honda �2004�; Hashimoto and Suga �1986�; Kakita et al.
�1985�; Kiritani et al. �1976�; Levine et al. �2005�;
Wilhelms-Tricarico �1995��. Local compressions from tMRI
can also provide information about muscle activity that can
serve as the bases for initial predictions for such models.

In order to quantify motion using tMRI images, tags
need to be tracked and then combined to form motion esti-
mates. A variety of image processing techniques have been
proposed to estimate motion and deformation from tMRI im-
ages �Denney and McVeigh �1997�; Guttman et al. �1994�;
Kerwin et al. �2000�; Kerwin and Prince �2002�; Ozturk and
McVeigh �2000�; Radeva et al. �1997�; Young et al. �1995��.
These techniques include several semiautomatic tools to ex-
tract the tags from the tagged images and then combine the
tag displacements into 2D or 3D motion measurements. All
these methods were first developed to measure the motion of
the heart from tagged MR images. In fact, harmonic phase
MRI �HARP-MRI� was also first introduced as a fast auto-
matic method to compute the deformation of the heart �Os-
man et al. �2000�; Osman and Prince �2000��. Even though
there are considerable differences in the motion of the heart
and the tongue, some of these methods could be adapted to
measure tongue motion. Dick et al. �2000� adapted a 4D
B-spline model to measure 3D strains and motion tracks in
the tongue.

In the same vein, this work adapts HARP-MRI to mea-
sure tongue motion. In comparison to the existing methods
of tagged image processing, HARP-MRI is faster and works
with the least human intervention. Using the unique proper-
ties of HARP-MRI, we propose a fast MR imaging scheme
that reduces the number of repetitions required by a factor of
2. We also develop algorithms to calculate motion measures
that are unique to the tongue. These motion measures are
subdivided into two categories: user-driven measures and
data-driven measures. User-driven measurements include
tracking of handpicked tissue points and calculating the
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stretch between two hypothesized muscle endpoints. Data-
driven measures, on the other hand, are calculated on all
tissue points. These include velocities and principal strains.
Data-driven measurements are objective measurements of in-
ternal tissue behavior and can be used to corroborate the
user-driven measurements. They can also be used to develop
and validate kinematic and dynamic models of the tongue.

II. THEORY

A. MR Imaging methods

MR tagging is traditionally done using the SPAMM
�spatial modulation of magnetization� imaging protocol
�Axel and Dougherty �1989a, b��. A popular category of
SPAMM tagging, which comes standard in many MR scan-
ners, is called higher-order SPAMM �for example 1–4–6–4–
1�. This type of SPAMM tagging produces thin sharp black
lines on the image. Even though these sharp tags are excel-
lent for visualization, they have been found to be unsuitable
for HARP-MRI processing �Kuijer et al. �2001��. HARP-
MRI performs better on smoothly varying tagging patterns
produced by a technique called CSPAMM �complementary
spatial modulation of magnetization� �Fischer et al. �1993��.
CSPAMM produces smoothly varying sinusoidal tags rather
than sharp tags. Each CSPAMM tagged image is a combina-
tion of two tagged images, which are obtained separately
using 1–1 SPAMM tagging. The 1–1 SPAMM tagging can be
understood as the multiplication of the magnetization of the
anatomy with a two-dimensional sinusoid. The two tagging
sinusoids in a CSPAMM pair differ by a phase shift of �
radians, which can be seen by comparing the two images in
a vertically tagged CSPAMM pair in Figs. 1�a� and 1�b�.
Figures 1�d� and 1�e� show a horizontally tagged CSPAMM
pair. Each of these images are acquired using a 1–1 SPAMM
protocol. The combination of the images in each pair results
in an improved tagged image that has twice the tag contrast
than the individual 1–1 SPAMM images �Fischer et al.
�1993�� and a tag persistence up to 1200 milliseconds.

The traditional way of combining CSPAMM images re-
quires a complex subtraction of the two images in each pair.
This subtraction is problematic since the phases of these im-
ages are corrupted by magnetic field inhomogeneity. In this
work, we have used a recent method called MICSR �magni-
tude image CSPAMM reconstruction� to combine the pair of
CSPAMM images �NessAiver and Prince �2003a��. The
MICSR method bypasses the use of complex data sets by
using magnitude images only. If A�x ,y� and B�x ,y� represent
two images in a CSPAMM pair, the MICSR reconstruction
formula is given as

IMICSR�x,y� = �A�x,y��2 − �B�x,y��2. �1�

The MICSR-reconstructed CSPAMM images are shown in
Figs. 1�c� and 1�f�. The MICSR method produces tagged
images with pure sinusoidal tags without the constant bias
that is characteristic of 1–1 SPAMM tagged images. To vi-
sualize this, notice that the magnitude images in Figs. 1�a�,
1�b�, 1�d�, and 1�e� have a black background with crests of
the rectified sinusoid seen as white. The sinusoids are recti-
fied because only the magnitude is displayed, whereas in

MICSR images the background is zero �gray�, with both
positive �white� and negative �black� excursions of the sinu-
soid. Since the output of MICSR reconstruction is pure sinu-
soidal tags, the use of MICSR is ideal for HARP-MRI pro-
cessing. Also, improved tag contrast and tag persistence of
these MICSR images improve our ability to acquire and ana-
lyze longer speech samples.

B. Theory of HARP-MRI

Harmonic phase MRI �HARP-MRI� is used to estimate
motion from sinusoidally tagged images �Osman et al.
�1999��, an example of which is shown in Fig. 2�a�. The tag
lines, which were straight when initially applied, are now
bent due to the local deformations in the tissue. The multi-
plication of the underlying magnetization of the anatomy
with the tagging sinusoid produces two harmonic spectral
peaks in the Fourier spectrum of the image �Fig. 2�b��. The
premise of HARP-MRI is that most of the spectral energy
corresponding to the motion of the tissue is localized around

FIG. 1. Images �a� and �b� form a pair of vertically tagged CSPAMM im-
ages with phase shifted tags, and �c� is the MICSR combination of images
�a� and �b�. Images �d� and �e� form a pair of horizontally tagged CSPAMM
images and �f� is the MICSR combination of images �d� and �e�. Intensity of
MICSR images �c� and �f� have been thresholded for better visualization of
the tags.
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one of the harmonic spectral peaks. A bandpass filter �see the
circle in Fig. 2�b�� is used to filter one of the harmonic peaks
and the rest of the spectrum is zero padded. A harmonic
image is constructed by calculating the inverse Fourier trans-
form of the zero-padded spectrum. The resulting complex
harmonic image can be expressed as

I�x,t� = D�x,t�ej��x,t�, �2�

where x= �x1 x2�T is the position of the tissue point within an
image and t is the time elapsed after the application of the
tags �Osman et al. �2000��.

The harmonic magnitude image D�x , t� �Fig. 2�c�� is
proportional to the transverse magnetization at position x and
time t. It represents an image of the anatomy, which is
blurred by the bandpass filter. The basic concept of HARP-
MRI is that the motion of the tissue is embedded in the
harmonic phase �HARP� of the tagging sinusoid, which is
measured as the phase ��x , t� of the complex harmonic im-
age. Figure 2�d� shows the image of the harmonic phase
corresponding to the tagged image in Fig. 2�a�. Since the
phase of a complex image is constrained to lie between −�
and �, phase wraps occur in the HARP image. Note that
these phase wraps exactly coincide with the troughs of the
tag pattern, which indicates that the HARP phase has infor-
mation about the motion of the tags. Mathematically, the
harmonic phase ��x , t� is linearly related to 2D tissue dis-
placement u�x , t� as follows:

��x,t� = − �0
Tu�x,t� + �0

Tx , �3�

where �0 is the tagging vector, which corresponds to the
orientation and frequency of the tag pattern in the image
plane. In order to completely characterize displacement in
two dimensions, we combine the harmonic phases from both
the horizontal and vertical tags.

III. MATERIALS AND METHODS

A. Speaker and speech material

We demonstrate the application of HARP-MRI on one
normal speaker. The speaker was a 27-year-old male, non-
native speaker of Tamil accented English. The speaker did
not have any dental fillings that might interfere with the MRI
magnetic field. The speech material was the utterance /disuk/,
which was selected because it involves large movements of
the tongue. The tongue makes an alveolar /d/, releases down-
ward into /is/, moves backward for the /u/, upward into the
velar stop /k/, and then returns forward for the next repeti-
tion.

B. Tagging and imaging parameters

Tagged MR images were collected on a Marconi 1.5
Tesla Eclipse scanner. The speaker laid supine in the MR
scanner with the TMJ �temporomandibular joint� phased ar-
ray coil positioned to image the area from the lower nasal

FIG. 2. �a� Horizontally tagged image
produced by MICSR combination; �b�
magnitude of its Fourier spectrum
with the HARP bandpass filter; �c�
harmonic magnitude image; and �d�
harmonic phase image.
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cavity to the upper trachea. Images in three different orien-
tations were collected: sagittal, coronal, and axial. Eight sag-
ittal slices, nine coronal slices, and nine axial slices were
collected with a 5-mm slice thickness. On each slice, two
sets of tagged images were obtained, one horizontal and the
other vertical. Tagging is done using a 1–1 SPAMM tagging
protocol with a tag spacing of 5 mm, which corresponds to a
10-mm period of the sinusoidal tag modulation. Imaging was
done using a gradient echo imaging sequence with the fol-
lowing parameters: echo time of 2.2 milliseconds �ms�, pulse
repetition time of 4.13 ms, and a rectangular field of view of
200�200 mm. The data acquisition matrix was 64�22,
zero filled to 128�128 sample points in Fourier space. Thus,
the spatial resolution of the interpolated spatial voxel is
1.56�1.56�5 mm. More details about the data acquisition
matrix can be found in Appendix A.

C. Spatial resolution

The data acquisition matrix of size 64�22 in Fourier
space corresponds to a tagged MR image with low spatial
resolution �not tag resolution�. This is unlike the other stud-
ies of the tongue that acquire MRI images with the primary
objective of obtaining good spatial resolution. Therefore, it is
natural to ask how does HARP-MRI work on such low reso-
lution data. The key is to understand that HARP-MRI uses a
bandpass filter to extract the complex harmonic image and
needs only a small part of the Fourier spectrum to recon-
struct motion. Therefore, it is sufficient to collect a small
number of samples in Fourier space. Sampath et al. �2003�
have validated this claim by showing that HARP-MRI esti-
mates motion accurately even in cases of low resolution data.
This unique property of HARP-MRI is critical in reducing
the number of repetitions of the utterance required to recon-
struct one tagged MR image.

D. Temporal resolution

The frame rate of the cine series is 18 Hz. Each cine
series was collected over multiple repetitions, each repetition
being 1 s long. The one second repetition time contained two
parts: 667-ms recording time and 333-ms setup time for the
next recording. With a frame rate of 18 Hz and 667-ms re-
cording time, we collected 12 images for each cine series. In
the rest of this paper we refer to each image in the cine tMRI
series as one time frame.

E. Number of repetitions and repeatability

In order to use HARP-MRI on one 2D slice, we need
four cine sequences of tagged images—two CSPAMM image
sequences in two tag directions. In this research, we acquire
each tagged cine series in four repetitions of the utterance.
Therefore, we need 16 repetitions to track tongue motion on
one slice. When compared to previous protocols that require
32 repetitions to acquire similar kind of data �Stone et al.
�2001a��, this protocol represents a twofold improvement in
the speed of data acquisition.

Since each tagged MR image is a combination of four
repetitions, the speaker’s ability to repeat the utterance pre-
cisely is critical to image quality. Variability across repeti-

tions causes blurring of images and crossing of tags after
combination. In order to ensure least variability across rep-
etitions, each potential speaker is pretested and trained be-
fore the MRI experiment. Subjects are selected based on this
pretest, which consists of repeating the proposed speech ma-
terial �and others� to a metronome. The metronome is a com-
bination of a repeating rhythmic tone �Shimada et al. �2002��
and an MR gradient sound that was recorded during a previ-
ous imaging session. This pretest is virtually identical acous-
tically to the experience in the scanner during tagged image
acquisition. The speech material is repeated at 1-s intervals
and the subject is asked to time his/her repetitions to this
gradient sound cycle. The acoustic data are subsequently
analyzed to measure the variability in repetition time. A vari-
ability threshold of 50 ms is set, above which the speaker is
not used. The speaker used in this paper was very precise,
with a standard deviation of 20 ms. Following the pretest,
qualified subjects are trained by further synchronizing their
utterance to the repeating rhythmic tone. The number of rep-
etitions for the subject to get into rhythm is determined and
later incorporated into the MR imaging protocol. The subject
presented in this paper needed three repetitions to get into
rhythm, and felt comfortable when the number of beats in the
rhythmic tone was equal to the number of syllables in the
utterance, which is two in this case.

F. Acquisition of cine-MRI and high-resolution static
MRI

In addition to tagged MR images, untagged cine-MRI
images were collected for the same speech task. The cine-
MRI protocol requires eight repetitions per slice to recon-
struct the cine image series. The data acquisition matrix is
66�64 �almost three times the spatial resolution of the
tagged images� over a rectangular field of view of 200
�200 mm, zero filled to 256�256 sample points in Fourier
space. Thus, the spatial resolution of the interpolated spatial
voxel is 0.75�0.75�5 mm. Figures 3�a�–3�c� show images
of one particular time frame of the coronal, sagittal, and axial
slices, respectively. The tongue surface is seen better on the
untagged images than on the tagged images because of its
better spatial resolution. The untagged images are overlaid
on the tagged images to visually correlate the changes in the
tongue surface with the tongue’s internal deformations. The
untagged images are also used to create an articulation table
�Table I� for /disuk/ by correlating the motion of the vocal-
tract structures with the respective sounds. This table is later
used to interpret the motion measurements from HARP-
MRI.

Finally, in order to delineate the directions of specific
muscles for this particular subject, a high-resolution static
MRI is also acquired. An example of the high-resolution
static MRI of a midsagittal slice is shown in Fig. 3�d�. Ana-
tomical landmarks delineated in the static MRI are used to
outline the muscle directions in the tagged and untagged im-
ages. For example, in this study, the high-resolution sagittal
image is used to find the origin and the insertions of the
genioglossus muscle in order to find the strain along its line-
of-action.
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In this study, the motion is visualized on all three slice
orientations. Of the eight sagittal slices, the results will be
shown only on the midsagittal slice. The coronal and axial
slices that are selected for visualization are marked in Fig.
3�d�. While the selected coronal slice runs through the
middle of the first upper molar, the axial slice runs parallel to
the crown of the upper molars.

IV. RESULTS: VISUALIZATION AND DATA ANALYSIS

A. Checkerboard visualization

It is often helpful to visualize the local deformation of
the tissue in addition to quantifying it. In order to better
visualize the local tongue deformations, we introduce the
checkerboard visualization �Fig. 4�a��, which is obtained by

multiplying the horizontally and vertically tagged MICSR
images and thresholding the resulting image �NessAiver and
Prince �2003a�, �2003b��. Local elongation, compression,
and shear of the tissue can be visualized as different shapes
of the deformed squares. The images are upsampled using
sine interpolation to increase tag crispness. The checkerboard
display is purely a visualization tool and does not have any
bearing either on the data analysis or on the resolution of
HARP-MRI.

The checkerboard display in Fig. 4�a� shows the position
of the tongue in the sixth time frame of the utterance /disuk/.
A considerable shearing and rotation can be seen in the body
of the tongue. On the other hand, there is clear lack of de-
formation in the lips and the velum. The surface of the
tongue is smeared due to reduced spatial resolution in the
tagged images. In order to improve the visualization of the
tongue surface, we overlay the checkerboard image onto the
untagged image as shown in Fig. 4�b�. This overlay visual-
ization helps to better correlate the tongue’s internal defor-
mations with movements of the tongue surface. Note the
marked improvement in the visualization of the tongue tip
and tongue blade in Fig. 4�b� when compared to Fig. 4�a�.

B. HARP-MRI analysis, visualization, and data
interpretation

Equation �3� shows the linear relationship between the
harmonic phase � and tissue point displacement u. From this

FIG. 3. Untagged image of one time
frame of �a� coronal slice; �b� sagittal
slice; �c� axial slice. White box shows
region of interest around the tongue.
�d� High-resolution static image of the
anatomy to identify the muscle direc-
tions. White box shows a region of in-
terest �ROI� around the tongue. The
motion measures will be shown only
for this ROI in order to avoid clutter of
measurements in the surrounding tis-
sues.

TABLE I. Articulation tabel for /disuk/ based on the shape of tongue and
lips as seen in the untagged cine-MRI images.

Frames Articulation

1–5 /d/
5–8 /d /− /s/
8–9 /s /− /u/
9–10 /u /−/k/
10–11 /k/
11–12 Preparation for next utterance

496 J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 Parthasarathy et al.: Measuring tongue motion



estimate of displacement, the following motion measures can
be calculated: �1� trajectories of tissue points; �2� velocities
of tissue points; �3� principal strains; �4� strain between two
points that are hypothesized to be the endpoints of a particu-
lar muscle. Even though two of these measures ��1� and �2��
have been reported in the context of the heart, in this re-
search, we adapt the measures to the more complex move-
ments of the tongue. In addition, our method to calculate
principal strains and strains in the line-of-action of a muscle
are unique to the analysis of the tongue.

The above quantities measured using HARP-MRI can be
split into two categories: user-driven and data-driven. User-
driven quantities require some manual intervention. The tra-
jectories of tissue points and the line-of-action strains are
user-driven quantities because they require the user to pick
specific points in the tongue. On the other hand, the principal
strains and the velocities are completely data driven and do
not require any manual intervention. In the next few sections,
we explain the calculation and interpretation of both kinds of
measurements.

1. User-driven measurements

a. Trajectories of tissue points. The trajectory of a tissue
point tracks its position at different times during a utterance.
A tagged tissue point has two HARP values, one from the
horizontal tags and another from the vertical tags. Let the
horizontal HARP value be �H and the vertical HARP value
be �V. Let the overall HARP vector be �= ��H �V�T. The
HARP vector is a material property of the tissue. Therefore,
as a tissue point moves, its HARP vector moves along with
it. Hence, by tracking the HARP value through a cine series
of images, the trajectory of a tissue point can be estimated
�Osman et al. �1999��. Consider a material point located at
xN at time tN. If xN+1 is the position of this point at time tN+1,
then since HARP is a material property, we must have

��xN+1,tN+1� = ��xN,tN� . �4�

This relationship provides the basis for tracking xN from time
tN to time tN+1. Our goal is to find x that satisfies

��x,tN+1� − ��xN,tN� = 0, �5�

and then set xN+1=x. This HARP tracking algorithm is re-

peated for consecutive time frames to track a particular point
through the entire cine series and the trajectory is visualized
as a path line.

b. Visualization. Local motion of the tongue is visual-
ized by displaying trajectories of multiple handpicked tissue
points �see Fig. 5�. The small circle represents the positions
of the tissue points in the first time frame, and the plus sym-
bols represent the positions of the points in the last time
frame. The trajectories are split into six �progressively
darker� shades of gray. Each shade of gray corresponds to
two of the 12 time frames. It is worth recalling that the
locations of these tissue points need not be tag intersections.
HARP tracking is capable of tracking arbitrary points on the
image, even between pixels.

c. Interpretation. The timing and directions of the sur-
face point trajectories corroborate the inhomogeneity of the

FIG. 4. �a� MICSR trinary display. �b�
Overlay of MICSR checkerboard and
untagged image; note the better edge
definition near the tongue tip in the
overlay image.

FIG. 5. Motion tracks for /disuk/ in a midsagittal slice. Black circles repre-
sent the position of the tissue point at time frame 1. The progression of
shades from gray to black indicates the trajectory of the tissue point. In the
electronic version, please zoom in more than 500% to see the trajectories
clearly.
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tongue surface movements �see Fig. 5�. The most interesting
differences occur in the middle of the motion. Point 1 first
moves down and forward, and then begins to move back.
Points 2 and 3 move down and back, and then begin to move
back and up. Points 4 and 5 move back continuously, and
then move slightly upward. These differences reflect at least
three distinct regions of motion on the tongue surface. The
internal points indicate further inhomogeneity. Point 6 moves
straight back. Point 7, which is close to the origin of genio-
glossus, does not move at all, implying that the anterior low-
ering of point 1, 2, and 3 is due to verticalis, and not genio-
glossus. Point 8 shows an upward motion primarily, then a
slight backward motion in the jaw muscles, despite the lack
of jaw motion seen in point 7. This implies that jaw muscle
contraction elevates the hyoid, and leads to thickening of the
floor muscles, elevating this point and in turn the tongue.

The trajectories in Fig. 5 also reflect the coordination
needed to execute the specific phonemes in the word. Note
the differences in direction, extent, and timing of the trajec-
tory motions. For points 4 and 5, the change from backward
to upward motion occurs abruptly at time frame 9, when the
tongue moves from /u/ to /k/. For point 1, the upward turn is
slower �time frames 8–10� and is preceded by a lowering
motion from the /s/ into the /i/. Points 2 and 3 turn upwards
during time frames 8–10, ending with a forward slide during
time frames 11 and 12 to get ready for the upcoming /d/ of
the next repetition. Point 6 shows minimal upward/
downward motion of the internal tongue.

d. Strain along the line-of-action of a muscle. The use of
HARP tracking can be extended to calculate the change in
length of a line segment by simply tracking the endpoints of
the line segment. By choosing two endpoints on an image
where we hypothesize a particular muscle to be, we can cal-
culate the strain along the line-of-action of that muscle. Con-
sider two points with reference positions xref

1 and xref
2 at time

tref. At time tN, we can track the positions of these points
using HARP tracking as xN

1 and xN
2 . The strain between these

two points at time tN with respect to the reference time can
be calculated as

e =
�xN

2 − xN
1 �

�xref
2 − xref

1 �
− 1. �6�

The strain is zero if the distance between the points remains
unchanged, negative if there is shortening, and positive if

there is lengthening. The reference time, tref, can be set at
any time frame. In this work, all strain along the line-of-
action are evaluated using the first time frame as the ref-
erence. Since this measure involves tracking of specified
material points, the resulting strain is a Lagrangian mea-
sure.

e. Visualization. Figure 6�a� shows three lines hypoth-
esized to be the lines of action of the genioglossus muscle.
Figure 6�b� shows the strains calculated along these deform-
ing lines. The origin and insertions of the genioglossus
muscle were selected based on the high-resolution static im-
age shown in Fig. 6�a�. The origin of the genioglossus
muscle �point G� was chosen as the midpoint of the flat inner
surface of the mandibular bone in the midsagittal slice. Three
insertion points were selected in anterior �point 1�, middle
�point 2�, and posterior �point 4� compartments of genioglo-
ssus. The numbers correspond to the points that were tracked
in the previous section. Note that the insertion of the genio-
glossus is picked a fraction below the tongue surface, even
though the true insertion points are at the tongue surface.
This is done because of the reduced spatial resolution at the
tongue surface in the tagged image, which often leads to
errors in tracking at the surface.

f. Interpretation. Since there is no movement at point 7
�as seen from Fig. 5�, the Lagrangian strains are entirely due
to the surface motion of tissue points 1, 2, and 4. As a result,
these compressions and extensions reflect the subtle differ-
ences of adjacent tongue surface regions. Such subtle differ-
ence are not captured in existing surface measuring modali-
ties, and are unique to HARP-MRI. The length of line 4
�dotted� increases from frame 1 to frame 3, and then starts to
reduce by frames 4 and 5. These first five frames correspond
to the utterance /di/. From frame 5 till frame 8, line 4 con-
tinues to compress. Frames 5 through 8 correspond to the
start of /s/. The maximum compression takes place at frame
8, after which line 4 starts to expand until the last time
frame. Line 2 �solid�, although similar to line 4, has greater
expansion and lesser compression than line 4. Moreover, the
expansion into /u/ begins one time-frame later for line 2 and
is in a more vertical direction, indicating substantial differ-
ences between the motion of these two surface regions. Line
1 �dashed� is quite different. Its length is relatively un-
changed during the utterance /d/, but there is dramatic in-
crease in length from frames 5 through 9, which corresponds

FIG. 6. �a� Genioglossus muscle di-
rections delineated on high-resolution
static MRI. �b� Lagrangian strain in
the three lines of action of genioglos-
sus.
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to /su/. This is consistent with the elevation of the entire
tongue body, including the pharyngeal region. The maximum
expansion occurs during /u/ at time frame 9, after which
there is a decrease in length.

The user-defined measurements are useful to test hy-
potheses and to investigate relationships between the local
surface and internal movements. For this data set the direc-
tion and rate of motion were consistent with three distinct
surface regions containing independent spatiotemporal pat-
terns of movement.

2. Data-driven measurements

Principal strains and tissue velocities are calculated from
the data without any explicit modeling or user intervention.
The data-driven measures help to corroborate the user-driven
measures and to generate testable hypotheses.

a. Principal strains. Local stretch and compression in
the interior of the tongue are objectively captured by the
principal strains. The two principal directions are orthogonal
and the strains along these directions capture the amount of
maximal stretch or compression of a local tissue element.
The strains are calculated on a regular grid on each pixel in
the deformed tissue configuration. The principal strains can
be derived from the Eulerian strain tensor E* �Lai et al.
�1996��, which is defined as follows:

E* =
1

2
�I − B−1� , �7�

where B=FFT is the left Cauchy-Green strain tensor, F
= ����x , t��−1�T is the deformation gradient tensor, and
����1 ��2�T� is a matrix whose columns are two linearly
independent tag direction vectors, namely horizontal and
vertical. The matrix ���x , t� can be proven to be always
invertible and hence E* always exists. The eigenvectors of E*

represent the principal directions of strain. Using the defini-
tion of E* �Lai et al. �1996��, we define strain in the principal
direction as

Si = 1 − ��i, i = �1,2� , �8�

where �i is the ith eigenvalue of B−1. Therefore, Si represents
the strains in the principal directions. More details about Eq.
�8� can be found in Appendix B.

b. Visualization. The first and second columns in Fig. 7
show the principal strains corresponding to the motion from
/u/ to /k/ and during /k/, respectively. The three rows corre-
spond to the sagittal, coronal, and axial orientations. The
principal strains are plotted in the form of a cross, with black
denoting compression and gray denoting expansion. The
length of the lines in the cross denotes the amount of strain,
and the direction of the lines point to the directions of maxi-

FIG. 7. The first two columns show
the principal strains at time frames 9
and 10, respectively; black denotes
compression and gray denotes expan-
sion. The third column shows the ve-
locity of tissue points calculated be-
tween time frames 9 and 10. While the
first row shows the measurements for
a midsagittal slice, the second and
third rows show the measurements for
an anterior coronal slice and a superior
axial slice, respectively.
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mal strain. Although the strains are calculated at all pixels,
strain is downsampled in the display to improve clarity.

c. Interpretation. In the midsagittal strains shown in the
top row, there is a distinct difference in the local strain pat-
tern in the anterior and posterior parts of the tongue. In the
anterior and central parts, vertical compression is accompa-
nied by either horizontal or oblique expansion. In contrast, in
the posterior and the velar parts of the tongue there is expan-
sion in both principal directions, though primarily horizontal
in time frame 9. An interesting observation is that, even
though the image is in the midsagittal plane, the direction of
compression lines does not correspond to the direction of the
genioglossus muscle. To better interpret the compressions an
anterior coronal slice is considered, the position of which is
shown in Fig. 3�d�. The middle row of Fig. 7 shows the
principal strain in the coronal slice. In both the coronal im-
ages, especially in time frame 10, one can see a midline
vertical compression surrounded by a bilateral expansion.
This pattern follows the anatomical distribution of the genio-
glossus muscle surrounded by the bilateral intrinsic muscles.
This is consistent with genioglossus activation. There is a
reduction in genioglossus compression between frames 9 and
10; the vertical lines are shorter and fewer in number. At the
same time, expansion is seen laterally in the direction of
verticalis. Both of these are consistent with the tongue eleva-
tion into /k/. The oblique lines below the tongue are consis-
tent with the effects of mylohyoid contraction, which would
further elevate the tongue into the /k/.

Figures 7�g� and 7�h� show the principal strains in time
frames 9 and 10 for the axial slice, which is marked in Fig.
3�d�. The lateral-to-medial compression in the axial images
can be hypothesized to be because of the contraction of the
transverse muscle, which can in turn explain the horizontal
expansion in the sagittal plane and the bilateral vertical ex-
pansion in the coronal plane. Also, compression patterns
around the pharynx resemble the activity of the styloglossus
and the palatoglossus muscles. The combined visualization
of the principal strains in the three orthogonal planes clearly
corroborates the idea that the tongue is a muscular hydrostat,
where a compression in one direction will result in an expan-
sion in the another direction.

d. Velocity fields. The velocity of a tissue point at time t
can be calculated from the HARP vector as follows:

v�x,t� = − ����x,t��−1��

�t
. �9�

The calculation of velocity involves both the spatial gradient
of phase within an image, and also the temporal gradient of
phase across two time frames. In both cases, the forward
difference operator is used.

e. Visualization. Figures 7�c�, 7�f�, and 7�i� show the
velocity vectors between time frame 9 and 10, in the sagittal
slice, coronal slice, and axial slice, respectively. These are
the same slices that were considered for the strain computa-
tions. The length and direction of the arrow heads denote the
magnitude and the direction of the velocity. Like the display
of the principal strains, the vectors are displayed only on
every other pixel for the sake of clarity.

f. Interpretation. The principal strains and velocity fields

are complementary to each other. The principal strains indi-
cate expansion and compression without indicating direction
of motion, since the stretch may occur in either or both di-
rections. On the other hand, velocity fields indicate direction
and extent of motion, but do not indicate whether the tissue
point motion was due to translation, expansion, or both.

Between time frames 9 and 10, the tongue was moving
from /u/ to /k/. Examination of the sagittal velocity field in
Fig. 7�c� shows the most salient features to be large upward
motion of the upper tongue surface. The coronal image in
Fig. 7�f� indicates that the upward motion occurs medially
and that the sides of the tongue move laterally and down-
ward. These patterns create an explicit map of the local
tongue behaviors that comprise the surface elevation. For
example, the motion from /u/ to /k/ requires tongue elevation
and contact of the anterior-dorsum with the velum. There are
a number of ways this could be executed. The tongue is a
volume-preserving muscular hydrostat with interdigitated
three-dimensional muscle architecture that allows complex
deformations. Therefore, although the tongue can move rig-
idly by using the extrinsic muscles, local motion is another
feasible option. Nonrigid local motion is an advantageous
way to accomplish the constriction requirements of the target
sound, while incorporating coarticulatory constraints on non-
critical regions. The present data set indicates that the /u/ to
/k/ movements actively incorporate features of nonrigid mo-
tion. First, the sagittal image shows that the tongue elevation
is not uniform in direction between /u/ and /k/. Each region
moves optimally to elevate the anterior-dorsum, which re-
sults in different directions of motion throughout the tongue.
The posterior tongue actually, moves inward, an excellent
volume-preserving mechanism to further facilitate anterior-
dorsal elevation.

In the coronal slice, the upward motion is revealed to be
primarily in the medial regions of the tongue, presumably
because the palate is arched in the center and lower laterally,
thus requiring less upward motion from the lateral margins
of the tongue. Further, Fig. 7�c� shows that as the tongue
contacts the palate, the tongue edges lower and spread out,
suggesting recoil, or features of the next sound.

3. Complementary analysis between tissue motion
and tissue compression

Comparison of the velocity fields with the principal
strains reveals interesting relationships between translation
and stretch of specific muscles. The two sagittal images
�Figs. 7�a� and 7�b�� indicate homogeneous regions of strain
in the anterior and posterior tongue from /u/ to /k/, with
compression occurring only in the anterior tongue. The strain
directions rotate from vertical/horizontal in direction �Fig.
7�a�� to oblique �Fig. 7�b��, and the upper surface of the
tongue expands considerably between Figs. 7�a� and 7�b�.
These two regions translate into a velocity pattern �Fig. 7�c��
with at least three regions of surface motion �from front to
back: backward, upward, and inward�, as well as two hori-
zontal divisions, the upper moving upward and the lower
moving forward.

Frames 9 and 10 in the axial slice �Figs. 7�g�–7�i�� show
patterns that are consistent with the sagittal data. Lateral-to-
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medial shortening is consistent with both active contraction
of transverse muscle and passive compression due to contact
with the palate. The vector field in the axial plane �Fig. 7�i��
shows little in-plane motion in the posterior tongue between
frames 9 and 10, consistent with motion orthogonal to the
axial plane.

The coronal images add more information. The principal
strains �Fig. 7�d� and 7�e�� show compression at the location
of genioglossus �midline� and at the location of mylohyoid
�bottom�. Active contraction of genioglossus would oppose
the upward motion seen in Fig. 7�f�. The velocity field shows
a reduction, or checking, in upward motion at the location of
the GG compression. The tongue surface moves upward me-
dially �Fig. 7�f�� and compresses left-to-right. This compres-
sion may be the passive response to the large lengthwise
expansion of superior longitudinal required for the tongue
surface to reach the palate. Compression seen in the mylo-
hyoid region beneath the tongue �Figs. 7�d� and 7�e�� could
reflect active contraction; mylohyoid has been found to con-
tract during production of /k/ �Hirose �1971��. The lateral
tongue lowering in the velocity field �Fig. 7�f�� maps to the
regions of expansion in the lateral tongue �Fig. 7�e��.

V. DISCUSSION

A. Advantages of using HARP-MRI

There are several technical advantages of analyzing
tagged images using HARP-MRI. First, the motion measure-
ments are not restricted to the points where tag lines inter-
sect. Motion can be measured at the same resolution as the
image resolution at every pixel. Second, since HARP-MRI
uses only a small part of the Fourier spectrum of the tagged
image to reconstruct motion. The ability to reconstruct mo-
tion from such small amount of Fourier spectral data is key
in reducing the number of repetitions and also to improve the
frame rate of the cine series. Third, since all these different
measures are obtained from the same modality in the same
scanning session, registration between modalities becomes
unnecessary. Finally, HARP-MRI requires minimal human
intervention and is computationally very fast. Tracking of
one tissue point can be done within a second, and the calcu-
lation of strains and velocities for one tagged image can be
measured within one minute.

Apart from the technical advantages, HARP-MRI brings
a new perspective in the understanding of workings of the
tongue. The combined analysis of the different motion mea-
surements is a powerful tool in understanding tongue dynam-
ics, and we clearly see three possible uses. First, plausible
muscle activity can be inferred for testing with models. Sec-
ond, models of motor control can be tested against the strain
and velocity patterns. Third, multiplanar corroboration of
muscle behavior can be observed.

B. Temporal resolution

The time resolution of 18 Hz, which is used in this
study, is low when compared to the rate of normal speech.
Even though we had the potential to collect data at nearly
twice the rate �30 Hz�, the speaker’s temporal imprecision
resulted in poor image quality and faded tags. At higher rates

of data collection, even the slightest speaker imprecision be-
tween repetitions tends to cause improper ensemble combi-
nation. By slowing down the frame rate, we were effectively
averaging over larger time units, thereby reducing the vari-
ability.

Reduction in frame rate is only a temporary solution to
the speaker imprecision problem. We believe that data col-
lected at higher frame rates have numerous advantages.
Therefore, in spite of its current drawback with regards to
speaker variability, we believe tMRI should be pursued.
These drawbacks could be approached from three different
directions. First, an image processing approach where a spa-
tiotemporal registration of the four tagged data sets could be
used. Second, an MR imaging approach could be used,
where either the imaging sequences are designed to collect
tagging data in one repetition �for example, grid tags with
spiral acquisition� or the data from separate repetitions could
be combined using retrospective gating methods. Third, an
MR imaging approach where prospective gating could be
done using the onset of speech.

C. Selection of speech materials

Temporal resolution is a key factor in deciding the
speech materials that can be used for this study. HARP track-
ing makes a small motion assumption, which means that
HARP tracking will be unable to track very large interframe
motion. In order for HARP-MRI to track motion of a tissue
point, the motion should be less than one half the tag sepa-
ration between two consecutive frames. Therefore the tem-
poral resolution, which defines the time interval between two
consecutive frames, should be adequate for the particular ut-
terance. Our experience has shown that tracking error is also
likely to occur at the surface of the tongue because these
points are not between two tags.

D. Future work

In this work, we have used 16 repetitions to fully track
the motion of the tongue. The number of repetitions, how-
ever, needs to be further reduced in order to extend the scope
of this study to nonexpert speakers and patients. In order to
do this, research into the theoretical limits of HARP is on-
going �Parthasarathy and Prince �2004��. Understanding of
these issues will help predict whether longer and more com-
plex speech patterns can be measured using HARP-MRI.

Measuring the motion and deformation is only the first
part in understanding tongue dynamics. In this work, tissue
compressions were used to hypothesize muscle activity. We
plan to use these compressions in representational models of
tongue control. It is important, however, to understand the
assumptions made in moving from a pure kinematic mea-
surement to a dynamic model. The observed compressions
were assumed to be contractions and the effects of muscle
contractions were also assumed to be direct. We acknowl-
edge that there are many possible strategies of motor equiva-
lence. Future work on representational and predictive models
should include multiple synergistic patterns to achieve the
compressions and surface shapes seen in the data.
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VI. CONCLUSION

In this paper, we have presented a new method to mea-
sure the motion of the tongue during speech. We have dem-
onstrated the use of HARP-MRI on tagged MRI images.
HARP-MRI is an automatic tag tracking technique that esti-
mates motion and deformation at every pixel in a tagged
image. The motion measurements include trajectories of tis-
sue points, principal strains at every pixel, strains in the line-
of-action of a particular muscle, and tissue velocities. The
different motion measurements can be visualized in a variety
of ways and are complementary to each other. These mea-
sures were calculated on a 3D data set with images in the
sagittal, axial, and coronal planes. Even though our data
were collected in 3D, the measurements are still on 2D
planes. We are actively pursuing 3D imaging and image pro-
cessing approaches to measure 3D motion using tagging. The
final goal is to be able to input these 3D motion measures
into representational models in order to better understand the
overall muscular compressional patterns in the production of
speech.
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APPENDIX A: DATA ACQUISITION MATRIX

The field of view is square with 200 mm along the tag-
ging direction and 200 mm in the perpendicular direction.
The period of each tag cycle is 10 mm. Therefore, there are
20 �200/10� tag cycles across the field of view. This implies
that in the tagging direction the harmonic peaks will be cen-
tered at ±20 in Fourier space. If it is assumed that HARP
processing needs only ±10 Fourier space samples on either
side of the harmonic peak, then all we need to sample is 60
points, from −30 to +30. We sample −32 to +31, a total of 64
points �a power of 2� to make the inverse fast Fourier trans-
form �FFT� algorithm efficient. Essentially, we divide Fou-
rier space into three parts along the tagging direction. While
the central third is centered around the center of Fourier
space, the negative and positive thirds are centered around
the negative and positive harmonic peaks respectively. Along
the direction perpendicular to the tags, 23 �−11 to 11� Fourier
points are sampled.

APPENDIX B: STRAIN IN PRINCIPAL DIRECTION

In strict continum mechanical sense, the term principal
strains are not defined for finite deformation. In this paper,
we use the term principal strain to mean strains in the direc-
tions that have no shear, i.e., principal directions. The terms
“principal strain” and “strain in the principal directions” are
used interchangeably.

Let F be the deformation gradient tensor. Using polar
decomposition, F=VR, where V is a symmetric tensor called

the right stretch and R is an orthogonal tensor that character-
izes the rotational component. The left Cauchy-Green strain
tensor B is defined as B=V2.

Let �i, i= �1,2� be the ith eigenvalue of V. Then, the
eigenvalues of B−1 are

�i =
1

�i
2 . �B1�

The Eulerian strain tensor, E* is defined as, E*= 1
2 �I

−B−1�. Therefore, the eigenvalues of E* are given as 1
2 �1

−�i�, i= �1,2�. Since B is symmetric, E* is also symmetric
and hence can be diagonalized when E* is expressed along
its eigenvectors e1 and e2 as its basis. Given the definition of
the diagonal terms in the E* �Lai et al. �1996��, we get

�dsi�2 − �dSi�2

�dsi�2 = �1 − �i� , �B2�

where dSi is an infinitesimally small piece of tissue in the ith
direction when the tags were applied and dsi is the same
tissue at a later time after deformation. From the above rela-
tion, the unit Eulerian strain along the principal direction, Si,
can be derived as

Si =
�dsi� − �dSi�

�dsi�
= 1 − ��i, i = �1,2� . �B3�
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The role of auditory feedback in speech production was investigated by examining speakers’
phonemic contrasts produced under increases in the noise to signal ratio �N/S�. Seven cochlear
implant users and seven normal-hearing controls pronounced utterances containing the vowels /i/,
/u/, /�/ and /æ/ and the sibilants /s/ and /b/ while hearing their speech mixed with noise at seven
equally spaced levels between their thresholds of detection and discomfort. Speakers’ average vowel
duration and SPL generally rose with increasing N/S. Average vowel contrast was initially flat or
rising; at higher N/S levels, it fell. A contrast increase is interpreted as reflecting speakers’ attempts
to maintain clarity under degraded acoustic transmission conditions. As N/S increased, speakers
could detect the extent of their phonemic contrasts less effectively, and the competing influence of
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economy of effort led to contrast decrements. The sibilant contrast was more vulnerable to noise; it
decreased over the entire range of increasing N/S for controls and was variable for implant users.
The results are interpreted as reflecting the combined influences of a clarity constraint, economy of
effort and the effect of masking on achieving auditory phonemic goals—with implant users less able
to increase contrasts in noise than controls. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2384848�

PACS number�s�: 43.70.Mn, 43.70.Bk, 43.70.Dn, 43.66.Ts, 43.70.Fq �BHS� Pages: 505–518

I. INTRODUCTION

There is a substantial body of research concerning the
effects of adverse speaking conditions on speech parameters.
When the speaker perceives a deterioration in signal to noise
ratio, either because of reduced signal levels or increased
noise levels, that speaker will increase speaking sound level
�Lane and Tranel, 1971; Van Summers et al., 1988; Black,
1951; Hanley and Steer, 1949; Tartter et al., 1993� and seg-
mental duration �Van Summers et al., 1988; Hanley and
Steer, 1949�. Utterances produced under such adverse condi-
tions are more intelligible than those produced under optimal
transmission conditions �Van Summers et al., 1988; Dreher
and O’Neill, 1958; Peters, 1955; Draegert, 1951�.

These changes in sound level and durations under ad-
verse conditions are consistent with those produced under
instructions to speak clearly, as Lane et al. �1997� and Van
Summers et al. �1988� noted. �There are, however, consider-
able differences among talkers: Hazan and Markham, 2004;
Ferguson, 2004; Perkell et al., 2002; Gagné and Tye-Murray,
1994.� Under clear speech instructions, vowel amplitudes
and durations increase �Picheny et al., 1986; Liu et al.,
2004�. Furthermore, like speaking under adverse conditions,
clear speech is also more intelligible than conversational
speech �Picheny et al., 1985, 1986; Chen et al., 1983; Liu et
al., 2004; Krause and Braida, 2003; Payton et al., 1994; Fer-
guson and Kewley-Port, 2002�. Inference from similarities
between clear speech and speaking under adverse conditions
suggests that speakers may respond to clear speech instruc-
tions as though they were speaking under adverse conditions.

There is, however, an important difference between the
changes in speech induced by instructions to speak clearly
and those induced by adverse speaking conditions. Under
clear speech instructions, phonemic contrasts are enhanced
�Chen, 1980; Chen et al., 1983; Moon and Lindblom, 1989;
Picheny et al., 1986�. However, under more adverse speak-
ing conditions, phonemic contrasts are characteristically de-
graded. For example, when the noise to signal ratio �N/S� is
increased by subjecting normal-hearing speakers to loud
masking noise, the speakers’ vowel contrasts are reduced �cf.
Bond et al., 1989; Van Summers et al., 1988�. Likewise, if
little or no signal can be heard, as in profound late-onset
hearing loss, vowel contrasts �cf., Waldstein, 1990; Smyth et
al., 1991; Richardson et al., 1993; Plant, 1984; Langereis et
al., 1997; Lane et al., 2005� and sibilant contrasts �Lane and
Webster, 1991; Matthies et al., 1994� are also reduced com-
pared to speakers with normal hearing �also see Kishon-
Rabin et al., 1999 on vowels�.

The preceding considerations lead us to expect that
speaking sound level will increase monotonically with N/S,

whereas phoneme contrast distance will show an initial in-
crease followed by a decline. These relations are schema-
tized for vowels in Fig. 1. We define contrast distance for
vowels as the average of Euclidean distances between all
possible vowel pairs in acoustic �mel 1�mel 2� space. In
Fig. 1�A�, for speakers with normal hearing, the monotonic
growth of SPL with N/S is shown by the solid line, while a
hypothesized inflected phoneme contrast function is shown
by a dotted-dashed line. We expect somewhat different
contrast-distance functions in persons who have become pro-
foundly deaf postlingually and then have had hearing par-
tially restored with a cochlear implant. Their experience
while deaf is likely to have led to reduced vowel contrasts
�see above references�. Moreover, the somewhat distorted
hearing they receive from their cochlear implants may make
them less able, compared to speakers with normal hearing, to
use auditory feedback to help increase contrasts. Figure 1�B�
schematizes hypothetical relations from cochlear implant us-
ers, with phoneme contrast at one-month postimplant shown
by a dashed function, and at 1 year, by a dotted function. The
differences between these two functions in overall levels of
contrast and in the noise levels at which the inflection points
occur reflect prior observations that experience with an im-
plant can lead to contrast improvements �cf. Perkell et al.,
2001; Langereis et al., 1997; Kishon-Rabin et al., 1999�.
Note that with the present state of our knowledge we have no
basis for specifying particular functional shapes for the three
contrast-distance functions in Fig. 1—beyond the claims that
the functions have �a� different overall levels, �b� a down-
turn, and �c� a certain ordering of that downturn for the three
experimental conditions �controls, implant users at 1 month,
and 1 year�.

The kind of functional relations illustrated in Fig. 1 be-
tween N/S and phonemic contrast have not been reported
previously, nor have speaking sound level and phonemic

FIG. 1. Schematic illustration of hypotheses for normal-hearing speakers
�panel A� and cochlear implant users �panel B� recorded at 1 month and
1 year post-implant.
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contrast been examined together under this type of
intervention.1 In determining these functions for the cases of
vowel and sibilant contrasts, the present experiment seeks to
answer three general questions. First, we ask whether, in ac-
cord with Fig. 1, sound level functions are monotonic
whereas contrast-distance functions are inflected, revealing a
N/S threshold at which speakers typically stop increasing
contrast and start reducing it. Second we ask what will be the
behavior of speakers with late-onset deafness who have had
some hearing restored recently by cochlear prosthesis. Sev-
eral studies were cited above indicating that implant users
produce reduced vowel contrasts. Consequently, the vowel
contrasts produced by the implant users in this experiment
may prove to be less robust in the face of increasing N/S
than those produced by speakers with normal hearing. In
other words, the function relating phoneme contrast to N/S
may inflect at lower values of N/S for implant users than
hearing controls. If so, will the function inflect at lower val-
ues in implant users when measured at 1 month than when
measured after a year’s experience with the implant �as pos-
tulated in Fig. 1�? Our third question is whether the findings
for vowels and sibilants will differ from one another, and if
so, how.

Clarity, effort, and the reduction in contrast: We specu-
late that the contrast distance functions schematized in Fig. 1
are the product of two underlying functions, one with posi-
tive slope, the other with negative slope, resulting in the
inflection of the combined function. The function with posi-
tive slope would reflect a clarity effect—greater contrast dis-
tance under increasingly adverse conditions for communica-
tion. Underlying it is presumably the speaker’s aim to
communicate successfully despite increasing N/S. Underly-
ing the negative slope—reduced phonemic contrast with in-
creasing noise—is hypothetically a principle of least effort
�Lindblom, 1990�. As N/S increases, speakers are less and
less able to hear the auditory consequences of their articula-
tions, so without feedback their contrast distances fall, hypo-
thetically due to a predominating effect of least effort. Con-
sistent with these ideas, Perkell et al. �2002� found that when
subjects were instructed to speak clearly some of them in-
creased effort, as indexed by peak speed of articulation.

Economy of effort is a principle that guides speech mo-
tor control in the DIVA model of speech motor planning
�“Directions into Velocities of Articulators;” Guenther, 1995;
Guenther et al., 1998, 2006; Perkell et al., 2000�, which we
use as a framework for elaborating the current hypotheses
and interpreting the results. In the model, phonemic goals are
regions in auditory-temporal and somatosensory-temporal
spaces. The goal regions are acquired and maintained with
the use of auditory feedback, and speech movements from
one goal to the next are programmed by feedback and feed-
forward subsystems. In the early stages of speech acquisi-
tion, feedback control predominates. As the sensory goals
and feedforward commands are refined, movements become
controlled mainly by the feedforward subsystem �although
the feedback system remains available in case it is needed�.

We noted above that when speakers encounter adverse
speaking conditions �such as a noisy environment�, they tend
to speak more slowly, louder, and if possible, with increased

contrast, in order to maintain intelligibility. Slower speech
allows time for increased engagement of the feedback sub-
system, which can help enhance or maintain contrast by pro-
viding information about the auditory consequences of the
speech movements and allowing for feedback-based error
correction if goals are not reached under feedforward con-
trol.

When hearing is lost in adulthood, the goal regions and
feedforward commands may deteriorate gradually, leading to
some diminution of phoneme contrasts. However, because
the goals and feedforward commands are relatively robust
and because somatosensory goals remain largely intact, basic
phonemic identity is preserved.

The preceding reasoning leads to the prediction that un-
der increasing N/S, vowel contrast will grow at the cost of
expending more articulatory effort for as long as contrasts
can be perceived by the speakers; then, as contrast perception
and the use of auditory feedback control become more diffi-
cult, a threshold will be reached at which the balance begins
to increasingly favor least effort and contrasts diminish �cf.
Fig. 1�.

Thus, the current study was designed to test the follow-
ing hypotheses:

Hypothesis �1�: In agreement with previous findings,
over some range of increasing N/S values, speakers will not
only speak more loudly and more slowly, they will also hy-
perarticulate, increasing contrast distance up to a point.

Hypothesis �2�: At intermediate levels of noise, when
speakers’ auditory feedback of their own speech is masked to
an extent that presumably begins to compromise their per-
ception of phoneme contrasts, those speakers will continue to
increase SPL toward a maximum level but their contrast dis-
tances will begin to fall.

Hypothesis �3�: Contrast distance functions will inflect
at higher N/S values for normal-hearing speakers than those
for cochlear implant users, indicating that the normal-hearing
speakers are less vulnerable to degradation of transmission
conditions, presumably because they have robust and intact
auditory goals and feedforward control mechanisms �cf.
Guenther et al., 1995, 2006; Perkell et al., 2000� as well as
better hearing.

Hypothesis �4�: Implant users’ contrast distance func-
tions will inflect at higher N/S values after a year’s implant
use than after a month, indicating that their speech is less
vulnerable to degradation of transmission conditions after
experience with the implant—presumably because of retun-
ing of auditory feedback and phonemic contrasts.

II. METHODS

A. Participants

The hypotheses set forth above were tested with two
groups of participants. An experimental group comprised of
five male and two female postlingually deaf, adult volun-
teers, who received cochlear implants at an average age of
52. The implant was either the Clarion �Advanced Bionics,
CIS strategy; Wilson et al., 1995� or the nucleus device �Co-
chlear Corporation; Blamey et al., 1987; McKay and McDer-
mott, 1993�. The implant users were referred to our labora-
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tory by the Massachusetts Eye and Ear Infirmary or the
University of Massachusetts Memorial Medical Center and
were paid for their participation. Table I presents pertinent
characteristics of these individuals. Rows 10 and 11 of the
table show that the implant users demonstrated substantial
gains in vowel and consonant perception between measures
made preimplant and at 1 year post implant.

A control group consisted of five female and two male
paid volunteers, mean age 42, range 24–58, with no reported
difficulties with speech or hearing. The control group ini-
tially consisted of four male and five female participants.
Those over age 40 took a screening test, in order to deter-
mine approximate thresholds at 0.5, 1, 2, and 4 kHz. After a
practice tone at 50 dB HL, sound pressure was increased in
5 dB increments from 0 to 25 dB HL. The series was pre-
sented twice at each of the four frequencies to each ear.
Subjects who failed to report hearing the tone in any of the
16 series �2 ears, 4 frequencies, 2 trials� were excluded,
which resulted in the exclusion of two males and left seven
subjects in the control group. �On a test of phoneme recog-
nition the remaining hearing participants scored at least 95%
correct in vowel recognition and 90% correct in consonant
recognition.� Consequently, the hearing controls are mainly
female, while the implant users are mainly male. As ex-
plained below, in order to average data across subjects re-
gardless of gender, and to compare patterns of averaged data
between groups, the parameters of each speaker’s vowel pro-
ductions were converted to standard scores before averaging.

B. Procedures

1. Effects of masking noise

Two kinds of phoneme contrasts were examined, vowel
and sibilant. The vowels /i/, /u/, /�/ and /æ/ were elicited in
the words peet, poot, pet, and pat, in the carrier phrase, “It’s
a _ please.” The sibilants /s/ and /b/ were elicited in the words
sot and shot, in the carrier phrase “Say _ please.” �The car-
rier phrase was changed for the sibilants to avoid subjects’
tendency to elide the “a” in “It’s a _.”�

Implant users were recorded in two sessions following
activation of the speech processors of their cochlear im-
plants, at approximately 1 month postactivation and 1 year
postactivation. For the normal-hearing controls, a single time
sample was recorded. For all subjects, ten tokens of each of
the four /pVt/ and the two /SÄt/ �“S” =sibilant� words were
elicited in random order within each of eight noise to signal
levels. One N/S level had ambient noise only, which we call
the “quiet” condition; the other seven had noise added at
levels ranging between each subject’s approximate thresh-
olds for detection of the noise and for discomfort �described
below�. The presentations were blocked according to increas-
ing levels of N/S.2

Participants were seated in a single-walled sound-
attenuating booth �Eckel Industries� in a comfortable chair. A
head-mounted electret microphone �Audio-Technica, model
AT803B� was placed at a fixed distance of 20 cm from the
participant’s lips. The microphone was connected to a
custom-built “feedback controller” �Technical Collaborative,

TABLE I. Participant characteristics.

1 Implant User ID MM MO FJ MK FI MJ MP

2 Etiology Noise
�WWII�

Blood clot Infection Unknown Auto-
immune

Hereditary Hereditary

3 Age at onset of hearing change 20 60 5 18 19 Early 30s Birth
4 Age at onset of profound loss 72 67 45 28 54 43 26
5 Age at implantation 78 72 46 28 56 49 36
6 Hearing aid used pre-CI: L, R, both Both Left None None None Left Both
7 Implant; ear Clarion; R Clarion C11

HiFocus; R
Clarion C11
HiFocus

Clarion
Auria

Nucleus-24 Clarion C11
HiFocus

Clarion C11
HiFocus; R

8 Processing strategy: 1 month CIS CIS SAS �8
chan.�
Input dyn.
range: 55 dB

HiRes-S �not
available�

CIS CIS

9 Processing strategy: 1 year CIS
�no
changes�

HiRes-P HiRes-S
Input dyn.
range: 60 dB

HiRes-S
�changed
rate, pulse
width�

SPEAK HiRes-S CIS
�no
changes�

10 Vowel perception �pre, year�
% correct

32, 77 51a 26, 55 25, 95 29, 62 35, 96 27, 74

11 Consonant perception �pre, year�
% correct

32, 50 49a 25, 57 24, 92 26, 44 21, 74 21, 74

12 Noise level: 1, 7; range, 1 mo. �dB� 61, 82; 21 45, 95; 50 38, 90; 52 39, 75; 36 51, 75; 24 61, 88; 27 40, 94; 54
13 Noise level: 1, 7; range, 1 yr. �dB� 53, 93; 40 53, 94; 41 70, 95; 25 51, 81; 30 59, 91; 32 59, 83; 24 73, 95; 22
14 Change in dynamic range �dB� 19 −9 −27 −6 8 −3 −32

15 Normal-Hearing Speaker ID FNH5 FNH3 MNH2 FNH7 FNH6 FNH4 MNH1

16 Noise level 1, 7; range �dB� 23, 95; 72 17, 95; 78 23, 95; 72 23, 95; 72 23, 95; 72 15, 95; 80 21, 95; 74

aData could not be obtained.
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Lexington MA�, which mixed the subject’s speech signal
with specific calibrated levels of noise under computer con-
trol. The noise was approximately speech-shaped, with a
spectral envelope that rolled off at 6 dB per octave.

Both subject groups received auditory feedback from the
output of the feedback controller. For the implant users, the
controller’s output was connected to a laboratory speech pro-
cessor, which was loaded with the settings currently in use
on the subject’s prosthesis. The implant users were allowed
to adjust the overall gain to a level that felt “normal” to them
before the recording commenced. For the normal-hearing
participants, the device was connected to calibrated TDH-39
headphones with ear cushions and the volume set at a com-
fortable level for the subject.

The following procedure was used to establish an ap-
proximate “dynamic range” for each subject. In each session,
for most of the subjects, the lowest noise level was deter-
mined by gradually increasing the noise level generated by
the device until it was just detectable by the subject. The
highest level was set to be just below that considered by the
subject to be uncomfortable �see lowest and highest levels in
Table I, rows 12, 13, and 16�.3 The same upper limit was
used for all normal-hearing subjects, 95 dB SPL. For them as
for the implant users, the five intermediate noise levels added
were set at equal increments of SPL between the lowest and
highest levels.

To provide a reference sound level for calculation of the
sound pressure level of the subjects’ produced vowels, a cali-
bration signal was recorded while the subject remained si-
lent. The signal was generated by an electrolarynx �Cooper-
Rand Sound Source; Luminaud, Inc.; Mentor, OH� placed in
front of the speaker’s lips while an experimenter observed
the sound pressure level on a sound level meter �C scale�
placed next to the microphone.

For the recording, the subject’s speech and the output of
the feedback controller �containing the subject’s speech
mixed with noise, called the “mixed signal”� were low-pass
filtered at 7.2 kHz. The resulting signals were digitized di-
rectly to computer disk, each at a 16 kHz sampling rate.

2. Loudness-target control experiment

The changes in the speaker’s contrast distance due to
clarity and masking effects are potentially confounded with
any changes in contrast distance due to simply speaking
louder. In order to control for the effects on contrast distance
of speaking louder �cf. Pickett, 1956�, most of the partici-
pants served in a control experiment in which they read the
same words they had read in the masking experiment, and
contrast distance was measured without masking noise. Each
speaker was asked to reproduce four of the seven speech
sound levels he or she had produced in the masking experi-
ment �called “target levels”�.4 There were 10 repetitions of
each of the utterances at each of the four target levels. To
guide the speaker in this reproduction, the recording software
generated a real-time visual display of the subject’s sound
level in the form of a moving bar graph, with a 4 dB wide
target region. The centers of the target levels displayed were
derived from the subject’s productions in the masking-noise
experiment at noise-added levels 1, 3, 5, and 7. All the sub-

jects were readily able to follow the instruction to keep the
bar approximately within the target region. Aside from these
conditions, the recording and data extraction procedures
were the same as in the masking experiment.

C. Data extraction

1. Vowels

Working with a display of the digitized speech signal of
each utterance, an experimenter placed markers at the start
and end of the vowel in each /pVt/ token. The parameters F1
and F2 were extracted algorithmically �while monitored and
corrected, if necessary, by the experimenter� from an LPC
spectrum around mid-vowel. A 40 ms analysis window for
F0 and a 25 ms window for the formants were used. The
LPC filter order was chosen to optimize formant delineation
for each subject. �For further details of procedures for for-
mant extraction, see Lane et al., 2005.� Vowel duration was
calculated from the labeled start and end times, and SPL was
calculated from the RMS over the entire vowel duration as a
log ratio with the RMS of the calibration signal. Values in
mels for each formant, M1 and M2, were calculated from the
formula

M = 2595 � L10�1 + �F/700�� .

An overall measure of vowel contrast, average vowel spac-
ing �AVS�, was calculated as the mean Euclidean distance
separating members of all possible pairs of vowels in the
M1�M2 space for each repetition, averaged across repeti-
tions �Lane et al., 2001�.

To provide a basis for calculating the N/S for each sub-
ject’s utterances, the SPL of the noise at each of the seven
noise levels presented to that subject was derived from the
RMS of a portion of the mixed signal recorded when the
subject was not speaking �i.e., containing only the noise�.
Then, the N/S of each token was calculated as the difference
�in dB� between the SPL of the noise and the SPL of that
token’s recorded speech signal.

2. Sibilants

The start and end of the sibilant frication noise were
determined by visual inspection of the waveform and the
spectrogram, and the spectral mean was extracted algorith-
mically at the mid-point of each sibilant.5 A measure of sibi-
lant contrast distance was calculated as the difference be-
tween the spectral means of /s/ and /b/ for each repetition,
averaged across repetitions �Matthies et al., 1994; Perkell et
al., 2004�.

III. RESULTS

A. Vowels

1. Normal-hearing speakers

Figure 2 shows plots of average values of the parameters
AVS �labeled A, in mels�, duration �D, ms� and SPL �S, dB�
as a function of average �N/S, dB� obtained at each of the
seven noise levels. The error bars show one standard error
about the mean. For plotting purposes, the value of N/S for
the quiet condition was arbitrarily set to be less than the
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lowest value of N/S �from noise level 1�. In each panel,
values of AVS are displayed along the left vertical axis
�mels�; the range of durations is indicated by numbers in the
upper and lower right-hand corners �ms�, and values of SPL
are displayed along the right vertical axis �dB�. The first set
of values in each panel is from the quiet condition and the
remaining values, connected by lines, are from the seven N/S
levels with added noise. Each panel shows data from a con-
trol participant with normal hearing. Note that the range of
N/S is the same in all the panels, −80 to +10 dB. In order to
show values for individual subjects and make the shapes of
the functions as observable as possible, the scales of AVS,
duration, and SPL vary across panels; they have been set so
that the functions fill out the vertical space �which results in
varying aspect ratios�.

For speakers with normal hearing, the dynamic ranges
displayed—the N/S range for each subject from his or her
noise detection to noise discomfort levels—are roughly simi-
lar to one another, occupying most of the horizontal range in
each panel. With a few exceptions and some variation among
the subjects, the plots of each of the three dependent vari-
ables show similar trends across the subjects. SPL and dura-
tion grow approximately monotonically as N/S increases.
The shapes of the AVS functions are more irregular; however
most of them show an increase followed by a decrease. The
most obvious exception to this pattern is AVS for subject
FNH7 �top row, fourth panel�, which increases substantially
at the highest N/S level. Close examination of this subject’s
vowel spectra and listening to the utterances produced at the
highest N/S level revealed that there was no discernable
value of F2 for /u/ within its expected range �based on nor-
mative data from the literature� and the vowel sounded
fronted, unlike an American English /u/. As a result, the al-
gorithmically detected values of F2 were in the normal re-

gion of F3 for /u/, which caused inflated values of AVS.
Subject FNH7 exhibited the same behavior in the loudness-
target control experiment, so her data are not included in the
plots or statistics of vowel data averaged across subjects �see
below�.

In order to examine group trends, Fig. 3 shows the data
from six of the speakers with normal hearing �excluding
FNH7� averaged across subjects. As noted above in Sec.
II A, because subjects differed in the ranges of variables
measured, values of each subject’s dependent variables and
N/S were rescaled by converting them to standard scores
before averaging. Except for the quiet condition without

FIG. 2. AVS �A-mels�, Duration �D-ms� and SPL �S-dB� vs. noise-to-signal ratio �dB� for each of the seven speakers who had normal hearing. For each panel,
values of AVS are on the left vertical axis; the range of durations is shown by numbers in the upper and lower right-hand corners; values of SPL are on the
right vertical axis. Values of N/S were obtained by multiplying extracted S/N by −1 and binning the resulting values into seven equally-spaced intervals. The
values on the x-axis are located at the centers of the class intervals. Results from the quiet conditions are shown separately at the left of each plot �N/S is
arbitrary.� Subject designations: H=hearing; M/F=male/ female. NH=normal hearing. Error bars: standard error about the mean.

FIG. 3. Data averaged across six speakers with normal hearing �values in
standard deviations�. To compensate for inter-subject differences in data
averages and ranges, each subject’s data were standardized and the standard-
ized values were averaged across subjects. See caption for Fig. 2 for remain-
ing details. Data for Subject FNH7 were not included.
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added noise, the values of N/S were binned into seven
equally spaced intervals, corresponding to the seven pre-
sented noise levels. The averaged standardized values of the
dependent variables were plotted as a function of the average
standardized value of noise level presented, expressed as the
N/S class interval in which that noise level fell.6 The centers
of the seven N/S class intervals are shown on the abscissa in
Fig. 3.

The resulting plot more clearly shows the trends ob-
served in the individual data. SPL and duration grow mono-
tonically as N/S increases. AVS increases then drops with
increasing N/S. The local minimum at N/S=0.50 is due to
downward fluctuations at the fifth point in the individual
curves for FNH6, FNH3, and FNH4 �Fig. 2�.

To test for the significance of observations made from
this and subsequent plots of values averaged across subjects,
two-way repeated-measures ANOVAs �with subjects as a
category variable� and selected post hoc comparisons were
computed on the original �unstandardized� data, separately
for the normal-hearing speakers and for the implant users at
1 month and at 1 year. The ANOVAs were calculated on the
unstandardized data to avoid possible violations of the as-
sumptions underlying analysis of variance. The ANOVA re-

sults are presented in Table II and are indexed in the follow-
ing text by the corresponding row numbers. The column
labeled “�2�100” gives the percentage of variance ac-
counted for by the effect. For the normal-hearing speakers
and each of the three dependent variables, the effects of sub-
ject, noise level and their interaction were significant at p
�0.001 �AVS: Table II, rows 1–3, SPL: rows 6–8; Duration:
rows 9–11�. Values of �2�100 show that most of the effects
accounted for large amounts of the variance, except for the
effect of noise level and the interaction of subject with noise
level on AVS �rows 2 and 3�, possibly due to the irregular
shapes of the individual AVS functions seen in Fig. 2.

Post hoc comparisons showed that the highest value of
AVS �at the third noise level� was reliably greater than at the
first noise level �Table II, row 4�; AVS at the seventh noise
level was reliably less than at the first noise level �row 5�.

2. Cochlear implant users

Figure 4 shows individual plots for the seven implant
participants. This figure is like Fig. 2, except in this case,
there are two panels for each subject. The upper one is from
data collected at 1 month postimplant; the lower, from data

TABLE II. Summary of ANOVA results. �2�100=percentage of variance accounted for by the effect. �2

�eta-squared� is calculated from �F= ��2 /1−�2�� �df error/df means�� �Young, 1993�. NL: Noise level.

Row Sample Variable Source F DF p �2�100

1 NH AVSML Subj 473 5, 33 �0.001 98
2 Noise level 19.5 6, 198 �0.001 37
3 NL�Subj 6.0 30, 198 �0.001 48
4 NL3�NL1 9.9 6, 33 �0.001 64
5 NL7�NL1 22.8 6, 33 �0.001 81
6 SPL Subj 1130 5, 33 �0.001 99
7 NL 476 6, 198 �0.001 94
8 NL�Subj 92 30, 198 �0.001 93
9 DUR Subj 128 5, 33 �0.001 95
10 NL 221 6, 198 �0.001 87
11 NL�Subj 23 30, 198 �0.001 78

12 CI—month AVSML Subj 156 6, 47 �0.001 95
13 Noise level 3.6 6, 282 �0.001 7
14 NL�Subj 1.6 36, 282 �0.01 17
15 NL7�NL1 3.6 7, 47 �0.001 34
16 SPL Subj 251 6, 47 �0.001 96
17 NL 27.7 6, 282 �0.001 37
18 NL�Subj 4.9 36, 282 �0.001 38
19 DUR Subj 328 6, 47 �0.001 97
20 NL 19 6, 282 �0.001 28
21 NL�Subj 13 36, 282 �0.001 62

22 CI—1 year AVSML Subj 410 6, 51 �0.001 98
23 Noise level 10 6, 306 �0.001 17
24 NL�Subj 3.5 36, 306 �0.001 30
25 NL4�NL1 3.8 7, 51 �0.05 34
26 NL7�NL1 16 7, 51 �0.001 69
27 SPL Subj 1719 6, 51 �0.001 99
28 NL 176 6, 306 �0.001 78
29 NL�Subj 19 36, 306 �0.001 69
30 DUR Subj 2146 6, 51 �0.001 99
31 NL 7.5 6, 306 �0.001 13
32 NL�Subj 8.0 36, 306 �0.001 48
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collected at 1 year postimplant. The N/S range is the same in
all the panels, −50 to 10 dB. The ranges of the dependent
values are adjusted for each subject, but they are the same in
each subject’s 1 month and 1 year plots, to show changes
between the two recording sessions.

The overall range of N/S displayed in the plots is 60 dB,
30 dB less than that for the speakers with normal hearing.
This observation is consistent with the reduced dynamic
range that implant users are known to have in general �cf.
Hong et al., 2003�. For two of the implant users, FJ and MP,
the dynamic range was considerably smaller at 1 year than
1 month �Table I, row 14� and the compression is in the
direction of higher values. The opposite is true of subject
MM, whose range is considerably greater at 1 year than
1 month �Table I, row 14�. As can be seen from rows 8 and
9 in Table I, these changes cannot be accounted for by avail-
able information on implant processing strategies since MM
and MP’s strategies did not change between the two time

samples.7 Although there may be some overall regularity
among the shapes of the functions for the dependent vari-
ables, the regularities are difficult to discern because of con-
siderable difference among the subjects in the function shape
�e.g., location of the inflection point� and sometimes large
values of standard error about the mean.

Figure 5 shows data averaged across the seven implant
users, at 1 month �panel A� and at 1 year �panel B� postim-
plant. As explained above, to combine individual speaker’s
data despite differences in the ranges of their variables, and
to compare overall differences in levels of the dependent
variables between 1 month and 1 year, before averaging
over repetitions and speakers, all measures for each subject,
including N/S, were converted to standard scores pooling
across the two time samples. The functions in Fig. 5 show
some similarities to those of the speakers with normal hear-
ing in Fig. 3—more so at 1 year than at 1 month; however,
there are also several differences.

FIG. 4. AVS �A-mels�, Duration �D-ms� and SPL �S-dB� vs. noise-to-signal ratio �N/S-dB� for each of the 7 implant users. There are two plots for each
implant user, an upper one of data from one month and a lower one from one year post-implant. Subject designations: M/F=male/ female. For further detail,
see caption of Fig. 2.
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a. AVS An ANOVA was computed on the unstandard-
ized data for each time sample separately, with subject as a
category variable and noise level as the treatment variable.
The ANOVA results show main effects of subject and noise
level on AVS at 1 month �Table II, rows 12 and 13� and at
1 year �rows 22 and 23� and a significant interaction between
noise level and subject at both time samples �rows 18 and
24�. In the 1 month data �Fig. 5�A��, AVS stays essentially
flat with increased masking until it begins to drop at the sixth
noise level. Effect sizes in Table II show that noise level
accounts for 7% of the variance in AVS for the implant users
at 1 month postimplant �row 13�. At 1 year postimplant it
accounts for more than twice as much of the variance �17%,
row 23� but still less than for the controls �37%, row 2�. AVS
clearly begins at a higher mean standard score in the 1 year
data �Fig. 5�B�� than in the 1 month data �Fig. 5�A��. Post
hoc comparisons showed that the highest AVS value in the
1 year data, at noise level 4, is slightly but reliably greater
than its value at noise level 1 �row 25�. AVS begins to fall at
noise level 5 in the 1 year data �Fig. 5�B�� and reaches its
lowest value at noise level 7, similar to the lowest value
reached in the 1 month data �also at noise level 7�. In both
time samples, AVS is significantly lower at noise level 7 than
at noise level 1 �rows 15 and 26�.

b. SPL and duration As seen in Fig. 5, standardized
durations are clearly shorter at 1 year than at 1 month
postimplant, consistent with earlier observations on unstand-
ardized measures �cf. Perkell et al. 1992�. SPL grows with
increasing N/S to a greater extent in the 1 year data than in
the 1 month data. One-way repeated measures ANOVAs on
the 1 month and 1 year data showed main effects of noise
level on SPL and duration �one-month: rows 17, 20; one-
year: rows 28, 31�.

Turning to the subject variable and its interaction
with noise level, there were significant effects of these two
variables on SPL in both time samples �1 month: rows 16,
18; 1 year: rows 27, 29�. SPL increased with noise level in
both time samples, but the shape of the function resembles
that of the normal-hearing speakers �Fig. 3� more in the
1 year data than in the 1 month data. There were also sig-
nificant effects of subject and its interaction with noise level
on duration in both time samples �1 month: rows 19, 21;
1 year: rows 30, 32�.

B. Sibilants

Figure 6 shows plots of sibilant contrast distance �C�,
spectral mean for /s/ �S� and spectral mean for /b/ �H� as a
function of N/S �standardized� values. The N/S values are
taken from the vowel data described above. The data are
averaged across the seven control subjects �Fig. 6�A�� and
the seven implant users at 1 month �6�B�� and 1 year �6�C��.
For the controls, contrast distance shows an initial non-
significant rise from the quiet condition and then drops
steadily as N/S increases. Observation of spectral means re-
veals that the decline in contrast distance is due mainly to an
increase in the spectral mean for /b/, beginning at the fourth
noise level. The spectral mean for /s/ remains relatively flat
across all N/S levels.

The data averaged across the implant users �Figs. 6�B�
and 6�C�� are much more variable and show only one dis-
cernable trend: at 1 month postimplant �Fig. 6�B��, there is
an initial increase in contrast distance followed by a decline
over the first four N/S levels which appears to be due to a
corresponding increase in spectral mean for /b/. This contrast-
distance decline in the 1 month data begins at a higher value
than that found at any of the N/S levels in the 1 year data; at
the end of the decline, it is in the same range as the values
shown at 1 year across all N/S levels.

C. Control experiment

For each of the speakers who participated in the control
experiment, whatever their hearing status, the sound levels
they produced had no reliable effect on their vowel contrast
or sibilant contrast. Between groups, implant users did not
differ reliably from hearing speakers in vowel contrast
�F�1,88�=0.7, p�0.05� nor in sibilant contrast �F�1,83�
=0.57, p�0.05�. There was no significant interaction be-
tween hearing status and the effects of produced sound level
on vowel contrast �F�3,264�=2.2, p�0.05�.

FIG. 5. Data averaged across the seven implant users, at one-month �panel
A� and one-year �panel B� post-implant. See caption of Fig. 3 for remaining
details.
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IV. DISCUSSION

A. Summary and interpretation of results

1. Vowels

Within each of the three experimental conditions �con-
trol, and implant users at 1 month, and 1 year post implant�

there was considerable variation from one speaker to the next
in the relations between the dependent variables and N/S.
Among the implant users, possible sources of variance in-
clude processor strategy, insertion depth, and demographic
factors identified in Table I, such as age at profound hearing
loss. Furthermore, speakers with normal hearing differ in
their understanding of how extensively they should adapt
their speech when they are subjected to increased noise
�Lane and Tranel, 1971�. In spite of this between-speaker
variation, when the results were averaged across subjects,
they demonstrated support for the hypotheses. This support
is most evident in the functions for AVS, SPL, and duration
in the normal-hearing speakers �Fig. 3�. Over the entire range
of increasing N/S, vowel SPL and durations increase and at
the lower N/S levels AVS begins to increase �Hypothesis 1�.
At intermediate noise levels, AVS begins to fall, while the
other two parameters continue increasing �Hypothesis 2�. At
higher N/S levels, AVS drops to a level below the condition
with no added noise. Thus we infer that as long as speakers
can perceive the degree of vowel contrast in the presence of
masking noise, they will attempt to increase it. The more
masking interferes with the perception of vowel contrast, the
more contrast drops. The results of the loudness-target con-
trol experiment—no systematic relation between AVS and
produced sound level—indicate that the observed relations
between vowel contrast and N/S are not simply due to speak-
ing louder.

Hypothesis 3 predicted that the function would inflect at
a higher N/S level for the speakers with normal hearing than
for the implant users and Hypothesis 4 predicted that the
inflection point would be at a higher N/S level for the im-
plant users at one year than at one month. However, obser-
vation of Figs. 3 and 5 reveals a tendency toward the reverse
ordering. The inflection point on the function labeled “A” is
at the third or fourth noise level for the normal-hearing
speakers, at the fourth level for the implant users at 1 year
and at the fifth for the implant users at 1 month. A possible
explanation for this preliminary observation, and for the ob-
served differences in overall level of AVS among the three
data sets, may be developed from further consideration of
principles incorporated into the DIVA model as described in
the introduction, along with the schematic diagram shown in
Fig. 7.

FIG. 6. Sibilant contrast distance �C�, spectral mean for /s/ �S� and spectral
mean for /b/ �H� vs N/S �standardized values, as for Figs. 3 and 5�. Results
for speakers with normal hearing are shown in panel A, for implant users at
one-month in panel B and for one-year post-implant in panel C. �For further
details, see captions of Figs. 3 and 5.�

FIG. 7. Schematic diagram illustrating a possible explanation of the results.
Average vowel spacing vs. normalized N/S. The solid function �NH� shows
the result for the speakers with normal hearing; the dashed function �Cl-Yr�,
for the implant users at one year post-implant, and the dotted line �CI-Mo�,
for the implant users at one month.
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The figure shows three hypothetical AVS functions: for
normal-hearing speakers, �NH, solid line�, for implant users
at 1 year postimplant �CI-Yr, dashed line�, and for implant
users at 1 month postimplant �CI-Mo, dotted line�. As sche-
matized in the figure and observed above, the NH function
rises and then drops. The CI 1 year function begins at a
lower level of AVS than the NH function, and it only rises
slightly before beginning to turn downward. The CI 1 month
function begins at the lowest level and stays flat until it also
turns downward. The observed tendency in ordering of the
inflection points �third or fourth noise level for the normal-
hearing speakers, fourth level for the implant users at 1 year,
and fifth for the implant users at 1 month� is also approxi-
mated in the schematized functions in Fig. 7.

The introduction suggested that an inflected AVS func-
tion as exemplified by the solid �NH� curve in Fig. 7 could
be the product of two underlying functions: �1� the speaker’s
increasing contrast distance as noise level increases and �2� a
predominating influence of economy of effort as masking
increasingly prevents the speaker from using auditory feed-
back to help achieve auditory goals. The contrasts produced
by implant users at 1 month postimplant are presumably in-
fluenced by a long-term and gradual degradation of their
feedforward commands and auditory goals while they were
deaf. After implantation, a poorly tuned auditory feedback
subsystem �which was still adjusting to the novel stimulus
from the implant� could have made it impossible to increase
vowel contrasts above current working levels. This would
result in low levels of contrast despite increasing N/S as
shown by the dotted �CI-Mo� function. After a year’s expe-
rience with the implant, when the auditory feedback sub-
system presumably had been tuned up and auditory goals and
feedforward commands had been updated, the speakers op-
erated at a higher level of contrast and were able to increase
it somewhat under moderately adverse listening conditions,
reflected in the dashed function �CI-Yr�. In effect, a year’s
experience of refining auditory goals and retuning feedfor-
ward and feedback control subsystems could have raised the
implant users’ contrast “ceiling” to some extent, but not to
the level of speakers with normal hearing.

Thus, all three data samples �normal-hearing speakers,
implant users at 1 month and at 1 year� hypothetically may
be characterized by a single function that incorporates the
effects of clarity, economy of effort and masking, along with
a superimposed clarity ceiling that presumably depends on
the state of the speakers’ feedback and feedforward control
subsystems. These four factors taken together, then, would
have established the observed ordering of inflection points,
viz., at the third or fourth noise level for the normal-hearing
speakers, at the fourth level for the implant users at one year,
and at the fifth N/S level for the implant users at 1 month.

2. Sibilants

The speakers with normal hearing operated at a higher
overall level of sibilant contrast �1134 Hz� than the implant
users �669 Hz; �F �1,198�=82, p�0.001�. The functions in
Fig. 6 show that sibilant contrast was more vulnerable to
masking noise than the vowel contrast. Unlike AVS, sibilant
contrast for the normal-hearing subjects showed no signifi-

cant increase at lower values of N/S; it dropped continuously
with increased levels of masking. Sibilant contrasts for the
implant users were even more vulnerable to masking—
showing large amounts of intersubject and within-subject
variability and only a partially systematic relation to level of
masking; a decline over the first four noise levels at 1 month
postimplant. Considering that this decline is observed at
1 month, the lack of any systematic relation to masking at
1 year is somewhat puzzling. The sibilants’ greater vulner-
ability to noise compared to vowels is not surprising. The
sibilants are differentiated from one another by characteris-
tics of their noise spectra, which are much more likely to be
masked by speech-shaped noise than the higher amplitude
spectral peaks of vowels that are being excited by a voicing
source.

For the most part, the unstandardized contrast values in
the quiet condition for the individual implant users �not
shown� displayed generally good sibilant contrasts, although
this relation in the average plots of standardized values re-
lating sibilant contrast to N/S is inverted at 1 month �Fig.
6�B�� and is not significant at 1 month or at 1 year �Fig.
6�C��.

The finding that the decrease in sibilant contrast distance
is due mainly to an increase in the spectral mean for /b/ while
that for /s/ remains flat �Figs. 6�A� and 6�B�� is compatible
with earlier results. Matthies et al. �1996� describe a gradual
increase in spectral median for /b/ in an implant user during a
period of about 17 min while his implant was turned off. The
increase in spectral median was accompanied by a gradual
movement of the tongue blade forward, which would dimin-
ish the size and raise the resonant frequency of the cavity
anterior to the constriction. When the implant was turned on
again, making it possible again for the subject to hear the
consequences of his articulations, on the next utterance the
subject had brought his tongue blade back to its normal place
of articulation, returning the spectral median to its normal
value.

Perkell et al. �2004� investigated the sibilant contrast
further with measures of 19 normal-hearing speakers’ pro-
duced spectral contrast distance, their use of contact of the
tongue tip with the lower alveolar ridge �hypothetically a
somatosensory goal�, and their auditory acuity. The results
showed that speakers who had higher auditory acuity for the
sibilant contrast, and who used tongue contact for /s/ but not
/b/, produced the greatest contrast distances; those who evi-
denced moderate acuity or s-contact produced intermediate
contrast distances; and those who showed neither high acuity
nor s-contact produced the smallest contrast distances. These
findings were interpreted as support for the hypothesis that
articulatory goals are auditory and somatosensory: in this
case, the goals would be a higher spectral center of gravity
and tongue contact with the lower alveolar ridge for /s/ but
not /b/. The use of contact to stabilize the production of /s/ is
one of a number of examples of saturation effects that stabi-
lize the production of virtually any consonant �Perkell et al.,
2000, 2004�. Thus the spectral mean for /s/ is relatively un-
affected by increased masking, because speakers are able to
rely on the saturation effect for that sound in order to main-
tain the articulation in a way that is not affected by the loss
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of auditory feedback. On the contrary, masking affects /b/
presumably because speakers have to rely more on its audi-
tory goal.

If speakers use an articulatory saturation effect for /s/ as
described, the sibilant contrast would not be influenced by a
tradeoff between clarity and economy of effort as much as
the vowel contrasts would be. Were a speaker to change the
amount of pressure between the tongue tip and lower alveo-
lar ridge, that change in “effort” would presumably not be
reflected in any change in the sibilant acoustics. Vowels, with
their predominantly auditory/acoustic targets, generally are
characterized by more continuous relations between changes
in articulation and acoustics �except for place of articulation
for /i/, /Ä/ and /u/, Stevens, 1989, 1998; and degree of con-
striction for /i/, Perkell et al., 2000; Perkell and Nelson,
1985�.

B. Relations to other findings and conclusions

These findings are compatible with another experiment
�Lane et al., in press� conducted in our laboratory that em-
ployed the same implant users �plus an additional subject�
and a group of normal-hearing subjects that included some of
the same speakers as in this study. In the experiment reported
by Lane et al., AVS of eight vowels �as opposed to the cur-
rent four� and sibilant contrast distance were examined pre-
implant and postimplant at two time samples—1 month and
1 year—with the implant processor �i.e., auditory feedback�
turned off and on. The normal-hearing subjects, for feedback
off, were presented with 95 dB of masking noise and for
feedback on, no masking. In each of the recorded speech
samples under feedback-on and feedback-off conditions,
measures of both kinds of contrast, vowel and sibilant, were
lower with feedback off than with it on. Parallel results were
found in the current study: contrasts produced at the highest
noise level �feedback maximally masked� were lower than
the contrasts produced with no added noise. Also, contrasts
for the larger vowel set were lower for the implant users at
each time sample than were the contrasts of the normal-
hearing speakers, as in the results of the present study.

In the only prior study that examined several vowel pa-
rameters produced under different levels of masking noise,
Van Summers et al. �1988� measured RMS amplitudes, du-
rations, F0, spectral slope and F1 and F2 from pronuncia-
tions of the digits “zero” through “nine” �plus some “con-
trol” words� by two male subjects with normal hearing. Five
repetitions were pronounced at each of four levels of noise:
quiet �no masking noise�, 80, 90, and 100 dB. The two sub-
jects differed somewhat from one another, but in general,
amplitudes and durations followed the same trends as in the
current study—increasing at higher noise levels. There was
also a tendency for F0 values and spectral slope to increase
with increasing levels of noise. F1 and F2 were analyzed
separately and showed different trends for the two speakers;
however, when we calculated AVS from the mean values in
Figs. 6 and 7 of Van Summers et al. �1988, p. 922�, both
subjects showed lower values of AVS with 100 dB of mask-
ing noise than in the quiet.

Many investigators have found �e.g., Lane, 1963; Hawk-
ins and Stevens, 1950; Hirsh et al., 1954� that the intelligi-
bility of speech mixed with noise decreases with increasing
N/S. Assuming that speakers have implicit knowledge of
noise-induced decrements in intelligibility, such knowledge
provides motivation to enhance sound contrasts as much as
possible in the face of environmental noise. The current re-
sults support the idea that speakers will increase clarity as
much as they can, until the level of environmental noise
begins to interfere with the use of auditory feedback mecha-
nisms. With increasing noise, speakers are less and less able
to perceive their own sound contrasts, and a presumed influ-
ence of economy of effort becomes a more predominant fac-
tor, causing contrast decrements. Speakers with compro-
mised hearing �implant users in this case� habitually operate
at lower levels of contrast than those with normal hearing,
and when confronted with environmental noise, are less able
to maintain and enhance contrasts.
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1The study by Van Summers et al. �1988� is the closest in design to the
current study. However, it was of only two male speakers with normal
hearing; it did not employ as many noise levels and did not use levels near
a detection threshold; and although F1 and F2 values were reported, con-
trast distances were not. Their results are compared further with the current
study in the Discussion.

2In the earliest recordings, at 1 month postimplant for implant users MM,
FJ, and MJ, the noise levels were randomized. The paradigm was changed
to make the task more straightforward for the subjects.

3For all subjects, the noise was presented initially at 70 dB SPL, so that they
would know what to listen for. To establish the lower threshold for all the
implant users and all but three of the normal-hearing subjects, the noise was
then presented at 11 dB SPL and the level was increased in 2 dB incre-
ments until the subject first reported hearing the noise. �For the first three
normal-hearing controls, FNH3, FNH4, and MNH1, the lower threshold
was set arbitrarily at 23 dB SPL.� When the lower threshold had been
established for the implant users, the noise was presented again at 70 dB
SPL and the level was increased in 2 dB increments until the subject indi-
cated that the noise was as loud as he or she would tolerate. These proce-
dures were carried out once on each subject. The upper limit was set at
95 dB SPL for all the normal-hearing controls. Although this method es-
tablished only an approximation of each subject’s dynamic range, it was
considered adequate for the purposes of the experiment.

4The control experiment took place at a later date. Two of the seven NH
subjects �FNH5, FNH6� and one of the seven implant users �MM� were not
available to participate.

5Spectral mean has been shown to provide a robust, meaningful acoustic
measure of the contrast �Forrest et al., 1988; Jongman, Wayland, and Wong,
2000; Matthies et al., 1994, 1996�. Matthies et al. �1994� showed that
late-deafened adults with reduced sibilant contrasts had improved contrasts
after 6 months of implant use; spectral median and spectral skew gave
similar results.
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6The subject’s produced vowel sound level varied somewhat from token to
token within each of the presented noise levels. For those tokens produced
with more extreme sound level values at any given noise level, the calcu-
lated value of N/S fell into the bin for the next higher or lower presented
noise level; therefore, the number of tokens underlying the averaged values
shown in Figs. 3, 5, and 6 vary somewhat from the standardized N/S value
�bin� to the next.

7Differences in an implant subject’s range between the thresholds for detec-
tion and discomfort at 1 month and 1 year may be due to the subjects’
having used different sensitivity settings �for what felt “comfortable” at the
time�, which were beyond the experimental control.

Black, J. �1951�. “The effect of noise-induced temporary deafness upon
vocal intensity,” Speech Monographs 18, 74–77.

Blamey, P. J., Dowell, R. C., Brown, A. M., Clark, G. M., and Seligman,
P. M. �1987�. “Vowel and consonant recognition of cochlear implant pa-
tients using formant-estimating speech processors,” J. Acoust. Soc. Am.
82, 48–57.

Bond, Z. S., Moore, T. J., and Gable, B. �1989�. “Acoustic-phonetic char-
acteristics of speech produced in noise and while wearing an oxygen
mask,” J. Acoust. Soc. Am. 85, 907–912.

Chen, F. R. �1980�. “Acoustic characteristics and intelligibility of clear and
conversational speech at the segmental level,” Masters thesis, Massachu-
setts Institute of Technology �unpublished�.

Chen, F. R., Zue, V. W., Picheny, M. A., Durlach, N. I., and Braida, L. D.
�1983�. “Speaking clearly: Acoustic characteristics and intelligibility of
stop consonants,” Working Papers, Research Laboratory of Electronics,
Massachusetts Institute of Technology, 2, 1–8.

Draegert, G. L. �1951�. “Relationships between voice variables and speech
intelligibility in high level noise,” Speech Monographs 18, 272–278.

Dreher, J. J., and O’Neill, J. J. �1958�. “Effects of ambient noise on speaker
intelligibility of words and phrases,” Laryngoscope 68, 539–548.

Ferguson, S. H. �2004�. “Talker differences in clear and conversational
speech: Vowel intelligibility for normal-hearing listeners,” J. Acoust. Soc.
Am. 116, 2365–2373.

Ferguson, S. H., and Kewley-Port, D. �2002�. “Vowel intelligibility in clear
and conversational speech for normal-hearing and hearing-impaired listen-
ers,” J. Acoust. Soc. Am. 112, 259–271.

Forrest, K., Weismer, G., Milenkovic, P., and Dougall, R. N. �1988�. “Sta-
tistical analysis of word-initial voiceless obstruents: Preliminary data,” J.
Acoust. Soc. Am. 84, 115–123.

Gagné, J. P., and Tye-Murray, N. �1994�. Research in Audiological Reha-
bilitation: Current Trends and Future Directions Monograph Supplement
to Journal of the Academy of Rehabilitative Audiology �American Acad-
emy of Rehabilitative Audiology, Cedar Falls�, Vol. 27.

Guenther, F. H. �1995�. “Speech sound acquisition, coarticulation, and rate
effects in a neural network model of speech production,” Psychol. Rev.
102, 594–621.

Guenther, F. H., Ghosh, S. S., and Tourville, J. A. �2006�. “Neural modeling
and imaging of the cortical interactions underlying syllable production,”
Brain Lang 96, 280–301.

Guenther, F. H., Hampson, M., and Johnson, D. �1998�. “A theoretical
investigation of reference frames for the planning of speech movements,”
Psychol. Rev. 105, 611–633.

Hanley, T. D., and Steer, M. D. �1949�. “Effect of level of distracting noise
upon speaking rate, duration and intensity,” J. Speech Hear Disord. 14,
363–368.

Hazan, V., and Markham, D. �2004�. “Acoustic-phonetic correlates of talker
intelligibility for adults and children,” J. Acoust. Soc. Am. 116, 3108–
3118.

Hawkins, J. E., Jr., and Stevens, S. S. �1950�. “The masking of pure tones
and speech by white noise,” J. Acoust. Soc. Am. 22, 6–13.

Hirsh, I. J., Reynolds, E. G., and Joseph, M. �1954�. “Intelligibility of dif-
ferent speech materials,” J. Acoust. Soc. Am. 26, 530–538.

Hong, R. S., Rubinstein, J. T., Wehner, D., and Horn, D. �2003�. “Dynamic
range enhancement for cochlear implants,” Otol. Neurotol. 4, 590–595.

Jongman, A., Wayland, R., and Wong, S. �2000�. “Acoustic characteristics
of English fricatives,” J. Acoust. Soc. Am. 108, 1252–1263.

Kishon-Rabin, L., Taitelbaum, R., Tobin, Y., and Hildesheimer, M. �1999�.
“The effect of partially restored hearing on speech production of postlin-
gually deafened adults with multichannel cochlear implants,” J. Acoust.
Soc. Am. 106, 2843–2857.

Krause, J. C., and Braida, L. �2003�. “Effects of listening environment on
intelligibility of clear speech at normal speaking rates,” Iranian Journal of

Audiology 2, 39–47.
Lane, H. �1963�. “Foreign accent and speech distortion,” J. Acoust. Soc.

Am. 35, 451–453.
Lane, H., Denny, M., Guenther, F. H., Matthies, M. L., Menard, L., Perkell,

J. S., Stockmann, E., Tiede, M., Vick, J., and Zandipour, M. �2005�. “Ef-
fects of bite blocks and hearing status on vowel production,” J. Acoust.
Soc. Am. 118, 1636–1646.

Lane, H., Matthies, M. L., Denny, M., Guenther, F. H., Perkell, J. S., Burton,
E., Tiede, M., Vick, J., and Zandipour, M. �submitted�.

Lane, H., Matthies, M. L., Perkell, J. S., Vick, J., and Zandipour, M. �2001�.
“The effects of changes in hearing status in cochlear implant users on the
acoustic vowel space and coarticulation,” J. Speech Lang. Hear. Res. 44,
552–563.

Lane, H., and Webster, J. �1991�. “Speech deterioration in postlingually
deafened adults,” J. Acoust. Soc. Am. 89, 859–866.

Lane, H., Wozniak, J., Matthies, M., Svirsky, M., Perkell, J., O’Connell, M.,
and Manzella, J. �1997�. “Changes in sound pressure and fundamental
frequency contours following changes in hearing status,” J. Acoust. Soc.
Am. 101, 2244–2252.

Lane, H., and Tranel, B. �1971�. “The Lombard sign and the role of hearing
in speech,” J. Speech Hear. Res. 14, 677–709.

Langereis, M. C., Bosman, A. J., van Olphen, A. F., and Smoorenburg, G. F.
�1997�. “Changes in vowel quality in post-lingually deafened cochlear
implant users,” Audiology 36, 279–297.

Lindblom, B. �1990�. “Explaining phonetic variation: A sketch of the H & H
theory,” in Speech Production and Speech Modeling, edited by W. J. Hard-
castle and A. Marchal �Kluwer, Dordrecht�, pp. 403–439.

Liu, S., Del, R. E., Bradlow, A. R., and Zeng, F. G. �2004�. “Clear speech
perception in acoustic and electric hearing,” J. Acoust. Soc. Am. 116,
2374–2383.

Matthies, M. L., Svirsky, M. A., Lane, H. L., and Perkell, J. S. �1994�. “A
preliminary study of the effects of cochlear implants on the production of
sibilants,” J. Acoust. Soc. Am. 96, 1367–1373.

Matthies, M. L., Svirsky, M. A., Perkell, J. S., and Lane, H. �1996�. “Acous-
tic and articulatory measures of sibilant production with and without au-
ditory feedback from a cochlear implant,” J. Speech Hear. Res. 39,
pp. 936–946.

McKay, C. M., and McDermott, H. J. �1993�. “Perceptual performance of
subjects with cochlear implants using the Spectral Maxima Sound Proces-
sor �SMSP� and the Mini Speech Processor �MSP�,” Ear Hear. 14, 350–
367.

Moon, S. J., and Lindblom, B. �1989�. “Formant undershoot in clear and
citation-form speech: A second progress report,” Speech Transmission
Laboratory, QPSR, 1/1989, 121–123.

Payton, K. L., Uchanski, R. M., and Braida, L. D. �1994�. “Intelligibility of
conversational and clear speech in noise and reverberation for listeners
with normal and impaired hearing,” J. Acoust. Soc. Am. 95, 1581–1592.

Perkell, J. S., Matthies, M. L., Tiede, M., Lane, H., Zandipour, M., Marrone,
N., Stockmann, E., and Guenther, F. H. �2004�. “The distinctness of speak-
ers’ /s/-/b/ contrast is related to their auditory discrimination and use of an
articulatory saturation effect,” J. Speech Lang. Hear. Res. 47, 1259–1269.

Perkell, J. S., and Nelson, W. L. �1985�. “Variability in production of the
vowels /i/ and /a/,” J. Acoust. Soc. Am. 77, 1889–1895.

Perkell, J., Numa, W., Vick, J., Lane, H., Balkany, T., and Gould, J. �2001�.
“Language-specific, hearing-related changes in vowel spaces: A prelimi-
nary study of English- and Spanish-speaking cochlear implant users,” Ear
Hear. 22, 461–470.

Perkell, J. S., Guenther, F. H., Lane, H., Matthies, M. L., Perrier, P., Vick, J.,
Wilhelms-Tricarico, R., and Zandipour, M. �2000�. “A theory of speech
motor control and supporting data from speakers with normal hearing and
with profound hearing loss,” Phonetica 28, 233–272.

Perkell, J. S., Lane, H., Svirsky, M., and Webster, J. �1992�. “Speech of
cochlear implant patients: A longitudinal study of vowel production,” J.
Acoust. Soc. Am. 91, 2961–2979.

Perkell, J. S., Zandipour, M., Matthies, M. L., and Lane, H. �2002�.
“Economy of effort in different speaking conditions. I. A preliminary
study of inter-subject differences and modeling issues,” J. Acoust. Soc.
Am. 112, 1627–1651.

Peters, R. W. �1955�. “The effect of filtering of sidetone on speaker intelli-
gibility,” J. Speech Hear Disord. 20, 371–375.

Picheny, M. A., Durlach, N. I., and Braida, L. D. �1985�. “Speaking clearly
for the hard of hearing I: Intelligibility differences between clear and
conversational speech,” J. Speech Hear. Res. 28, 96–103.

Picheny, M. A., Durlach, N. I., and Braida, L. D. �1986�. “Speaking clearly

J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 Perkell et al.: Masking noise and phoneme contrasts 517



for the hard-of-hearing II: Acoustic characteristics of clear and conversa-
tional speech,” J. Speech Hear. Res. 29, 434–446.

Pickett, J. �1956�. “Effects of vocal force on the intelligibility of speech
sounds,” J. Acoust. Soc. Am. 28, 902–905.

Plant, G. �1984�. “The effects of an acquired profound hearing loss on
speech production,” Br. J. Audiol. 18, 39–48.

Smyth, V., Murdoch, B., McCormack, P., and Marshall, I. �1991�. “Objec-
tive and subjective evaluation of subjects fitted with the cochlear multi-
channel prostheses: 3 studies,” Australian Journal of Human Communica-
tion Disorders 19, 31–52.

Stevens, K. N. �1989�. “On the quantal nature of speech,” J. Phonetics 17,
3–46.

Stevens, K. N. �1998�. Acoustic Phonetics �MIT Press, Cambridge, MA�.
Tartter, V. C., Gomes, H., and Litwin, E. �1993�. “Some acoustic effects of

listening to noise on speech production,” J. Acoust. Soc. Am. 94, 2437–
2440.

Van Summers, W., Pisoni, D. B., Bernacki, R. H., Pedlow, R. I., and Stokes,
M. A. �1988�. “Effect of noise on speech production: Acoustic and per-
ceptual analyses,” J. Acoust. Soc. Am. 84, 917–928.

Waldstein, R. �1990�. “Effects of postlingual deafness on speech production:
Implications for the role of auditory feedback,” J. Acoust. Soc. Am. 88�5�,
2099–2114.

Wilson, B., Lawson, D., Zerbi, M., Finley, C., and Wolford, R. �1995�.
“New processing strategies in cochlear implantation,” Am. J. Otol. 16,
669–681.

Young, M. A. �1993�. “Supplementing tests of statistical significance: Varia-
tion accounted for,” J. Speech Hear. Res. 36, 644–656.

518 J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 Perkell et al.: Masking noise and phoneme contrasts



Sentence recognition in native- and foreign-language
multi-talker background noisea)

Kristin J. Van Engenb� and Ann R. Bradlow
Department of Linguistics, Northwestern University, 2016 Sheridan Road, Evanston, Illinois 60208

�Received 18 April 2006; revised 25 October 2006; accepted 25 October 2006�

Studies of speech perception in various types of background noise have shown that noise with
linguistic content affects listeners differently than nonlinguistic noise �e.g., Simpson, S. A., and
Cooke, M. �2005�. “Consonant identification in N-talker babble is a nonmonotonic function of N,”
J. Acoust. Soc. Am. 118, 2775–2778; Sperry, J. L., Wiley, T. L., and Chial, M. R. �1997�. “Word
recognition performance in various background competitors,” J. Am. Acad. Audiol. 8, 71–80� but
few studies of multi-talker babble have employed background babble in languages other than the
target speech language. To determine whether the adverse effect of background speech is due to the
linguistic content or to the acoustic characteristics of the speech masker, this study assessed
speech-in-noise recognition when the language of the background noise was either the same or
different from the language of the target speech. Replicating previous findings, results showed
poorer English sentence recognition by native English listeners in six-talker babble than in
two-talker babble, regardless of the language of the babble. In addition, our results showed that in
two-talker babble, native English listeners were more adversely affected by English babble than by
Mandarin Chinese babble. These findings demonstrate informational masking on sentence-in-noise
recognition in the form of “linguistic interference.” Whether this interference is at the lexical,
sublexical, and/or prosodic levels of linguistic structure and whether it is modulated by the phonetic
similarity between the target and noise languages remains to be determined. © 2007 Acoustical
Society of America. �DOI: 10.1121/1.2400666�

PACS number�s�: 43.71.Es, 43.71.Hw, 43.72.Dv �PEI� Pages: 519–526

I. INTRODUCTION

The substantial literature on speech-in-noise perception
has been successful in revealing the relative resistance of
various speech signal features to degradation from noise, as
well as in assessing the relative abilities of various listener
populations to recover from the detrimental effects of back-
ground noise. A particularly noteworthy finding of several
recent linguistic and audiological studies is that the presence
of background noise can force a “re-ranking” of acoustic
cues to linguistic categories such that “secondary” cues in
quiet become the only available, and hence “primary,” cues
in noise �Parikh and Loizou, 2005; Jiang et al., 2006�. Mat-
tys et al. �2005� also provide evidence that listeners assign
different weights to various cues for word segmentation
when the speech signal is fully available versus degraded by
noise. Similarly, the presence of noise can “re-rank” listener
groups such that groups that perform equivalently in quiet
may perform differently in noise �Nábělek and Donohue,
1984; Takata and Nábělek, 1990; Mayo et al., 1997; Van
Wijngaarden et al., 2002; but see Cutler et al., 2004 for
comparable effects of noise on native and non-native listener
phoneme identification�. Furthermore, noteworthy discrepan-
cies between quiet and noisy test conditions have been ob-

served for intelligibility of native- versus foreign-accented
speech �Rogers et al., 2004�. These findings suggest that lis-
teners process speech signals differently when they are em-
bedded in noise as opposed to in quiet, and that a compre-
hensive understanding of speech perception requires studies
of speech perception under various noise conditions.

Accordingly, the present study investigated English sen-
tence perception in the presence of multi-talker babble with
varying numbers of talkers in the babble, varying signal-to-
noise ratios �SNRs�, and varying languages in the back-
ground noise. Since speech perception in noise is likely to be
affected by a combination of lower-level �peripheral, ener-
getic� masking and higher-level �central cognitive, linguistic,
informational� masking, particularly in the case of back-
ground speech babble noise, there is likely to be a range of
noise characteristics �some SNRs, types of noise� where the
linguistic content of the noise has a direct influence on the
recognition of target speech. If we can identify this range of
noise characteristics, then we can begin to isolate the various
linguistic features �fine-grained acoustic phonetic segment-
level to lexical and higher-level prosodic� that are involved
in speech-in-speech perception. Our overall interest is in de-
veloping a deeper understanding of the linguistic factors in-
volved in speech-in-noise recognition.

A key strategy for investigating the effects of noise on
speech processing and for ultimately developing a principled
account of these effects is to compare different types of
noise, which vary with respect to the kind and degree of
interference they impose on speech signals. To this end, lin-
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tical Society of America, Minneapolis, MN, October 2005 and at the Mid-
Continental Workshop on Phonology 11, University of Michigan, Novem-
ber 2005.
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J. Acoust. Soc. Am. 121 �1�, January 2007 © 2007 Acoustical Society of America 5190001-4966/2007/121�1�/519/8/$23.00



guistic and audiological studies have employed a wide vari-
ety of noise types, including single-talker maskers, multi-
talker babble with various numbers of talkers, speech-shaped
noise, and white noise. In general, these studies have shown
that, regardless of the type of noise, performance on speech
recognition tasks decreases as the level of the noise increases
relative to the level of the target speech. With respect to
speech noise in particular, they have shown that greater simi-
larity between masker and target voices in terms of charac-
teristics such as vocal tract size and fundamental frequency
decreases intelligibility �Brungart et al., 2001�. Target intel-
ligibility also generally decreases as additional voices are
added to multi-talker babble �Bronkhorst and Plomp, 1992;
Bronkhorst, 2000; Brungart et al., 2001; Rhebergen and
Versfeld, 2005; Simpson and Cooke, 2005�.1 As for compari-
sons across speech and nonspeech noise, Simpson and Cooke
�2005� found lower speech intelligibility scores in natural
babble than in babble-modulated noise when there were
more than two talkers in the noise �see Sperry et al., 1997 for
a similar result�. This difference in the effects of natural
babble and babble-modulated noise suggests that linguistic
interference plays a role in the effects of natural multi-talker
babble on target speech perception.

Although studies such as Simpson and Cooke �2005�
have provided evidence for particularly linguistic effects of
multi-talker noise, there has been little investigation of the
factors involved in such effects. In multi-talker babble stud-
ies, for example, the language spoken in the babble has typi-
cally matched the language spoken in the target. As a conse-
quence, we have limited information about the precise
linguistic features—phonemes, words, prosodic
characteristics—that are most responsible for the greater
masking effects of speech noise than nonspeech noise.

Two recent studies, however, have used multiple noise
languages in order to examine other aspects of noise and
perception �Rhebergen et al., 2005; Garcia Lecumberri and
Cooke, 2006�. Rhebergen et al. �2005� used two noise lan-
guages to examine the effects of time-reversing interfering
speech. In general, target speech intelligibility is known to be
better in time-reversed interfering speech than in forward
interfering speech—an effect attributed to the removal of any
interfering informational content in the noise. However, re-
versing speech also results in increased forward masking,
which increases the energetic masking imposed by the noise
on the target speech. Rhebergen et al. �2005� assessed the
relative effects of these two opposing factors �reduced infor-
mational masking but increased energetic masking in time-
reversed speech� by comparing the effects of forward and
reversed Dutch babble with forward and reversed Swedish
babble on the recognition of Dutch speech for Dutch listen-
ers. A comparison of the Dutch-in-Dutch noise versus Dutch-
in-Swedish noise �without time reversal� showed better
speech reception thresholds in the Swedish noise condition.

Garcia Lecumberri and Cooke �2006� used two noise
languages in a study of native and non-native listeners’ per-
ception of English consonants in noise. Their primary con-
clusion, based on a comparison of a variety of noise types,
was that non-native listeners were more adversely affected
than native listeners by both energetic and informational

masking. A secondary finding, of direct relevance to the
present study, was that the native English speakers per-
formed slightly better in Spanish noise than in English noise.
The present study expands on this finding with a more direct
and systematic study of the effects of two noise languages on
native listeners. Furthermore, by examining sentence intelli-
gibility rather than consonant identification, this study in-
volves more levels of linguistic knowledge and more closely
represents real-world listening situations in which listeners
must extract meaningful messages from noisy environments.

II. METHOD

This study compares the intelligibility of native-
accented English sentences for native English listeners in the
presence of English two- and six-talker babble versus Man-
darin two- and six-talker babble at SNRs of +5, 0 and
−5 dB.2 Mandarin is particularly well suited to this investi-
gation because it differs significantly from English with re-
spect to several levels of linguistic structure—phoneme in-
ventory, syllable structure, rhythmic properties, and prosodic
properties. By comparing languages that differ dramatically,
such as these, the chance of observing differential speech
noise effects is maximized.

Table I lists aspects of two- and six-talker babble in the
target speech language and in a different language that can
be expected to affect target speech intelligibility for native
speakers of the target language: �a� the amount/duration of
temporal gaps in the noise and �b� the amount of linguistic
differentiation between the target and the noise with respect
to phonetic, phonological, lexical, and prosodic characteris-
tics. Based on previous multi-talker babble findings, we ex-
pect that six-talker babble will be a more effective masker
than two-talker babble.3 With respect to linguistic character-
istics, it is hypothesized that the degree to which linguistic
information in the noise—individual phonemes, phonotac-
tics, prosody, lexical items—matches the linguistic informa-
tion in the target will correlate with the amount of interfer-
ence caused by that noise type on the signal. For this reason,
same-language noise should be more detrimental to target
speech intelligibility than different-language noise.4

Listeners were presented with target sentences in En-
glish mixed with multi-talker babble in either English or
Mandarin and were asked to write down what they heard.

TABLE I. Aspects of native language versus foreign language two- and
six-talker babble and their predicted effects on target speech intelligibility.
“No” represents a feature of the noise that is expected to hinder target
speech intelligibility. “Linguistic differentiation” refers broadly to differ-
ences in phonetic, phonological, lexical, and prosodic characteristics of the
languages. It should be noted that the babble in this study was constructed
from semantically anomalous sentences, so word transition probabilities
and/or sentential semantics are not taken into account.

Same language
two-talkers

Different
language

two-talkers
Same language

six-talkers

Different
language

six-talkers

Temporal gaps Yes Yes No No
Linguistic

differentiation
No Yes No�?� Yes
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Four independent groups of listeners participated in four dif-
ferent experimental conditions, each one containing four
blocks of trials, as shown in Table II. These conditions al-
lowed for direct comparison of the effect of two versus six-
talker babble �between subjects�, the effect of English versus
Mandarin babble �within subjects�, and the effect of different
signal-to-noise ratios �within subjects�.

A. Participants

1. Speakers

Six monolingual native speakers of general American
English �three males and three females between the ages of
28 and 48 years� and six native speakers of Mandarin Chi-
nese �three males and three females between the ages of 24
and 37� provided recordings in their native languages to be
used for the English and Mandarin noise tracks �described
below�. The English speakers were graduate students and
postdoctoral researchers in the Northwestern University Lin-
guistics Department, recorded for a previous experiment
�Smiljanic and Bradlow, 2005�. The Mandarin speakers were
graduate students and family members of graduate students
at Northwestern University. A different adult female speaker
of general American English produced the target sentences.

2. Listeners

Seventy-three undergraduate participants were recruited
from the Northwestern University Linguistics Department
subject pool and received course credit for their participation
in the study. Seven participants were omitted from the final
analysis—two reported a hearing loss, two were non-native
speakers of English, two were English-Mandarin bilinguals,
and one was omitted due to computer error during data col-
lection. The remaining 66 participants were native English
speakers between the ages of 18 and 23, 18 of which were
bilingual speakers of English and a language other than Man-
darin. All reported having normal speech and hearing. The
distribution of subjects across conditions was as follows:
condition 1: n=16; condition 2: n=17; condition 3: n=17;
condition 4: n=16.

B. Stimuli

1. Generating multi-talker babble

For the “noise” sentences, each speaker produced a set
of 20 semantically anomalous sentences in either English
�e.g., Your tedious beacon lifted our cab; My puppy may
stress their fundamental gallon� or Mandarin. These English

sentences were developed for unrelated research �Smiljanic
and Bradlow, 2005�, and were used in this study to eliminate
the possibility that participants might extract an entire mean-
ingful sentence from a speaker other than the target. The
Mandarin sentences were direct translations of the English
sentences �translated by one native Mandarin speaker and
checked by another�.

Participants were instructed to speak in a natural, con-
versational style, and to repeat any sentences in which they
produced disfluencies. Recordings took place in a sound-
attenuated booth in the phonetics laboratory of the Depart-
ment of Linguistics at Northwestern University. Participants
read the sentences from index cards and spoke into a micro-
phone, recording directly to disk using an Apogee PSX-11
analog/digital and digital/analog converter. Recordings were
digitized at a sampling rate of 16 kHz with 24 bit accuracy.
Sentences were then separated into individual files and
equated for rms amplitude so that they would all contribute
equally to the babble.

English and Mandarin six-talker babble was created
from these recordings as follows: for each talker, two sen-
tences �a different pair of sentences for each talker� were
concatenated to ensure the duration of the noise tracks would
exceed the durations of all target sentences. A multiple of
100 ms of silence was added to each talker’s file �0–500 ms�
in order to stagger the talkers once they were mixed together.
All six talkers were then mixed, and the initial 500 ms of the
mixed file was removed to eliminate noise that did not con-
tain all six talkers. The first 100 ms of the completed noise
file was faded in, and the final noise file was leveled in rms
amplitude to produce SNRs of +5, 0, and −5 dB when mixed
with the stimulus sentences. The stimulus sentences were
each leveled to the same rms amplitude �60 dB�, and the
relevant SNRs were produced by leveling each noise file
relative to the level at which the sentence files had been
leveled �55, 60, 65 dB�.

For two-talker babble, two female voices were used for
both English and Mandarin. This was done primarily to
match the gender of the target speaker and thus eliminate the
variable of gender differences in speech-in-speech intelligi-
bility �see Brungart et al., 2001�. Furthermore, it was hoped
that using the same gender for the two talkers would lead to
better perceptual fusion of the pair so that it would be treated
by listeners as two-talker babble. Four different two-talker
noise tracks were generated for each language. Again, two
sentences by each speaker were concatenated to ensure ad-
equate duration of the noise file �four sentence pairs total per
speaker�. For one of the two speakers, 500 ms of silence was
added to the beginning of the files. The two talkers were
mixed as above and the first 500 ms were removed. Finally,
the first 100 ms were faded in and the completed noise tracks
were each leveled to the three rms amplitudes necessary to
produce SNRs of −5, 5, and 0 dB when mixed with the lev-
eled target sentences.

2. Target sentences

Target sentences for the present study were taken from a
set of recordings originally made for an unrelated study
�Bent and Bradlow, 2003�. The sentences were taken from

TABLE II. Experimental design: conditions, block types, and block order-
ing.

No. of
Talkers

in Noise
Block 1

Mandarin
Block 2
English

Block 3
Mandarin

Block 4
English

Condition 1 6 SNR: +5 SNR: +5 SNR: 0 SNR: 0
Condition 2 6 SNR: 0 SNR: 0 SNR: −5 SNR: −5
Condition 3 2 SNR: +5 SNR: +5 SNR: 0 SNR: 0
Condition 4 2 SNR: 0 SNR: 0 SNR: −5 SNR: −5
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the Revised Bamford-Kowal-Bench Standard Sentence Test,
lists 7–10. Each list contains 16 simple, meaningful sen-
tences �e.g., The children dropped the bag; five men are
working� and 50 keywords �three or four per sentence� for a
total of 64 sentences and 200 keywords. Lists 7, 8, 9, and 10
were selected based on their equivalent intelligibility scores
for normal children as reported in Bamford and Wilson
�1979�. For additional details, see Bent and Bradlow �2003�.

These recordings were mixed with the noise files, a
400 ms silent leader was inserted, followed by 500 ms of the
noise alone, then the target signal mixed with the noise, and
finally 500 ms of noise at the end of each trial. Each target
sentence was mixed with each type of noise file, yielding 12
sets of target stimuli: two noise languages �English, Manda-
rin� X 2 talker numbers �two talker, six talker� X 3 SNRs
�+5, 0, −5 dB�. For six-talker noise, the same noise file was
mixed with every target sentence at each SNR. For the two-
talker noise, each of the four different tracks was used for
25% of the target sentences in each language and at each
SNR.

C. Procedure

Listeners were seated in a sound-attenuated booth facing
a computer monitor. Stimuli were presented diotically over
headphones �Sennheiser HD 580� at a comfortable level. Par-
ticipants were presented with a total of 68 trials—four prac-
tice sentences followed by four experimental blocks of 16
sentences each. They were instructed that they would be lis-
tening to sentences mixed with noise, and were asked to
write down what they heard. They were asked to guess if
they were unsure, and also to report individual words if that
was all they could identify. The task was self-paced; partici-
pants pressed the space bar on the keyboard to advance from
trial to trial. Participants could listen to each sentence no
more than once. After the practice block, the experimenter
verified that the equipment was functioning properly and
checked the readability of the participant’s handwriting.

Practice items �two sentences in English noise and two
in Mandarin noise� were presented at the same SNR as block
1 �+5 dB for conditions 1 and 3, 0 dB for conditions 2 and
4�. The sentences in block 1 were mixed with Mandarin
noise; in block 2 the sentences were presented at the same
SNR as block 1 but with English noise; in block 3 the sen-
tences were presented at the more difficult SNR with Man-
darin noise; and in the final block the sentences were pre-
sented at the more difficult SNR but with English noise �as
shown in Table II�.

English noise at the difficult SNR was predicted to be
the most difficult block in all conditions due to the higher
noise level and the greater linguistic overlap between the
noise and the target. Therefore, this block was presented last,
giving participants maximal opportunity to adjust to the task
and to the target talker, thereby “stacking the cards” against
our predicted result of better English sentence recognition
with Mandarin noise than with English noise. Because of the
possibility that some of the target sentences may be more or
less easy to perceive than others, the four target sentence lists
were counterbalanced across the four possible orderings. The

ordering of blocks with respect to the type and level of noise
was consistent for all participants �as described above�.

D. Data analysis

Perception scores were determined by a strict keyword-
correct count. Each set of 16 sentences contained 50 key-
words, and listeners received credit for each keyword tran-
scribed perfectly. Words with added or deleted morphemes
were considered incorrect, but obvious spelling errors or ho-
mophones were counted as correct. Raw scores were con-
verted to percent correct and then to rationalized arcsine
units �RAU�. This transformation “stretches” out the upper
and lower ends of the scale, thereby allowing for valid com-
parisons of differences across the entire range of the scale
�Studebaker, 1985�. Scores on this scale range from −23
RAU �corresponding to 0% correct� to +123 RAU �corre-
sponding to 100% correct�.

III. RESULTS

As expected, higher SNRs yielded better target sentence
perception in all conditions. Comparison across conditions
also shows that sentence perception was better in two-talker
noise than in six-talker noise as predicted by previous re-
search �Brungart et al., 2001; Rhebergen and Versfeld,
2005�. With respect to the language of the noise, perception
was significantly better in Mandarin than in English noise in
two-talker babble at SNRs of 0 and −5 dB where those SNRs
comprised the second half of the condition. The results for
all experimental blocks and conditions are presented in
Fig. 1.

Three-way repeated measures analysis of variance
�ANOVAs� were performed separately for each condition,
with language background �monolingual versus bilingual� as
a between-subjects factor, and noise level �easy versus hard
SNR� and noise language �English versus Mandarin� as
within-subjects factors. There was no main effect of lan-
guage background, nor any two- or three-way interactions
with language background in any of the conditions; therefore
language background was removed from all future analyses.
This finding established that the mono- and bilingual partici-
pants performed equivalently in this study.

Two-way ANOVAs with noise level �easy versus hard�
and noise language �English versus Mandarin� as within-
subjects factors showed a significant main effect of level in
all conditions �condition 1 �F�1,15�=156.81, p�0.0001�;
condition 2 �F�1,16�=976.09, p�0.0001�; condition 3
�F�1,16�=80.27, p�0.0001�; condition 4 �F�1,15�=103.02,
p�0.0001��. Condition 4 also showed a significant main ef-
fect of noise language �F�1,15�=7.74, p=0.0140�. Finally,
both conditions 3 and 4 �the conditions that used two-talker
babble� showed two-way interactions between noise level
and noise language �condition 3 �F�1,15�=6.151, p
=0.0246�; condition 4 �F�1,15�=24.532, p=0.0002��.

Post hoc pairwise comparisons �paired t tests� of the
two-talker babble conditions showed a significant difference
between English and Mandarin noise at the “hard” levels for
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both condition 3 �t�16�=2.438, p=0.0268� and condition 4
�t�15�=4.053, p=0.0010�, but no significant difference be-
tween the languages at the “easy” level in either condition.

Finally, three-way ANOVAs with noise level �easy vs
hard� and noise language �English vs Mandarin� as within-
subjects factors and number of noise talkers �two vs six� as a
between-subjects factor were performed across conditions 1
and 3 �+5/0 SNRs� and conditions 2 and 4 �0/−5 SNRs�.
This analysis was included in order to compare the effects of
two- vs six-talker noise. Both ANOVAs showed that intelli-
gibility was significantly better in two-talker versus six-
talker noise and at higher versus lower SNRs—findings

which replicate patterns observed in previous studies
�Bronkhorst and Plomp, 1992; Bronkhorst, 2000; Brungart et
al., 2001; Rhebergen and Versfeld, 2005�.

For conditions 1 and 3, there was a main effect of num-
ber of talkers �F�1,31�=24.65, p�0.0001� and noise level
�F�1,31�=236.43, p�0.0001�. As expected from the analy-
ses on individual conditions, which showed the language ef-
fect only for “hard” noise levels and only in two-talker noise,
all two-way interactions were significant: noise level and
number of talkers �F�1,31�=12.64, p=0.0012�, noise lan-
guage and number of talkers �F�1,31�=5.04, p=0.0320� and
noise level and noise language �F�1,31�=6.05, p=0.0197�.

FIG. 1. Boxplots showing the interquartile ranges of intelligibility scores �in RAU� for conditions 1–4. Whiskers extend to the most extreme data point that
is no more than 1.5 times the interquartile range of the box. Stars indicate significant differences between the two noise languages within a given noise
condition. The mean is given at the bottom of each plot.
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For conditions 2 and 4, main effects also emerged for
number of talkers �F�1,31�=61.43, p�0.0001� and for noise
level �F�1,31�=579.40, p�0.0001�. In addition, the effect
of language approached significance �F�1,31�=4.075, p
=0.0522�. All two-way interactions were also significant:
noise level and number of talkers �F�1,31�=34.37, p
�0.0001�, noise language and number of talkers �F�1,31�
=10.23, p=0.0032�, and noise level and noise language
�F�1,31�=14.39, p=0.0006�. Finally, there was a three-way
interaction between noise level, noise language, and number
of talkers �F�1,31�=9.32, p=0.0046�. Again, these interac-
tions are predicted by the results of the analyses of individual
conditions, which showed the effect of language to be sig-
nificant only in two-talker noise at difficult SNRs. In sum-
mary, statistical analysis across two- and six-talker noise
conditions indicates that sentence intelligibility is better with
fewer talkers in the noise and with lower noise levels.

It should be noted that experience with the task and/or
the target talker had an effect on participants’ intelligibility
scores. This is best illustrated by observing the results from
the 0 SNR blocks. Where the first pair of blocks presented to
participants was at an SNR of 0 �the “easy” SNR for the
condition�, they performed worse than when the same SNR
was presented in the second half of the experiment �as the
“hard” SNR�. This difference due to ordering is observed for
six-talker noise �compare conditions 1 and 2�, as well as for
two-talker noise �compare conditions 3 and 4�. It is also true
for both English and Mandarin noise, and in fact, the lan-
guage effect only emerged as significant where 0 SNR was in
the second half of the two-talker experiment. It is assumed
that adjustment to the task and/or increased familiarity with
the target voice accounts for such differences. Furthermore,
these practice effects outweigh any effects of fatigue, which
would cause decline in participant performance over the
course of the experimental blocks.

IV. DISCUSSION

This study has shown that the language of interfering
noise can affect the intelligibility of the target speech �for a
similar result, see Rhebergen et al., 2005; Garcia Lecumberri
and Cooke, 2006�. Specifically, where the noise contains two
talkers and is presented at levels equal to or greater than the
target speech, English noise is more detrimental than Man-
darin noise to native English speakers who are listening to a
native English target. This effect of noise language provides
evidence that, under certain conditions, linguistic interfer-
ence plays a role in the perception of speech in noise. The
results of this study also replicate previous findings that the
perceptibility of speech in multi-talker babble decreases as
the number of talkers in the noise increases, as well as by an
increase in the level of the noise with respect to the target
�Bronkhorst and Plomp, 1992; Bronkhorst, 2000; Brungart et
al., 2001; Rhebergen and Versfeld, 2005; Simpson and
Cooke, 2005�. The overall results are summarized in Table
III in the terms laid out in the introduction in Table I.

Before discussing the potential sources of the language
effect in the two-talker condition, the lack of this effect in
six-talker babble must be addressed. First, it should be noted

that in post-experiment interviews, most participants in the
six-talker babble conditions did not report noticing a shift in
background noise language, and those that were aware of the
presence of two noise languages did not report greater dis-
traction from either one. In addition, whereas some subjects
transcribed words from the babble in two-talker English con-
ditions, this did not occur in six-talker conditions. The higher
intelligibility scores in two- versus six-talker babble overall
shows that the greater spectral and temporal density of six-
talker noise, which yields greater energetic masking of the
signal, made target intelligibility worse. At the same time,
these characteristics of six-talker noise eliminated any infor-
mational masking differences between the two noise lan-
guages. Whatever “benefit” linguistic differentiation between
the target and the noise may have provided in two-talker
noise conditions was eliminated in six-talker noise. In sum,
differential linguistic effects emerged only where the linguis-
tic content of the noise was relatively available to the lis-
tener.

There are several possible sources of the greater mask-
ing by English noise than Mandarin noise for English target
speech in two-talker babble: first, it is possible that differ-
ences in the long-term average spectra of the two languages
contributed to the different effects, such that language-
specific spectral similarities between the English noise and
the English target increased the amount of energetic masking
due to greater spectral overlap.

Running t-test analysis of the long-term average spectra
of the English and Mandarin two-talker noise �averaged
across the four tracks in each language� reveals statistically
significant differences at several, but not all, frequencies.
While these differences may contribute to the intelligibility
asymmetry, the differences between the spectra are small and
not consistent over the entire spectrum. The overall similar-
ity in the long-term average spectra of the noise in the two
languages suggests that spectral differences are not the sole
source of the language effect. Furthermore, findings by By-
rne et al. �1994� showed that, when averaged across talkers,
languages do not differ significantly with respect to long-
term average spectrum. A more likely explanation for the
language effect observed here is that it is indeed an effect of
different amounts of informational masking, i.e., a linguistic
effect.

The precise aspect�s� of linguistic content that contribute
to the language effect remain to be determined. The effect

TABLE III. Aspects of native versus foreign-language two- and six-talker
babble and their predicted effects on target speech intelligibility, presented
with intelligibility scores averaged across participants and �matched� condi-
tions.

Same language
two-talkers

Different
language

two-talkers
Same language

six-talkers

Different
language

six-talkers

Temporal gaps Yes Yes No No
Linguistic

differentiation
No Yes No �?� Yes

Average words
correct �RAU�

79 90 65 62
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may be primarily a whole-word lexical effect such that hear-
ing and activating English words in the babble is what makes
English noise more difficult to tune out than Mandarin noise.
Participants frequently transcribed entire words from the En-
glish noise in their responses, indicating that interference oc-
curred at this level. However, there may also be different
amounts of interference from noise in different languages at
sublexical and/or prosodic processing levels. Differences in
the phoneme inventories and syllable structures of the lan-
guages, for example, may contribute to differential interfer-
ence effects, with English phonemes and phonotactic pat-
terns creating greater interference for the English listeners.
Differences in rhythmic properties which correlate with syl-
lable structure �Ramus et al., 1999; Grabe and Low, 2002�
and prosodic patterns may also contribute to the effect. It is
likely that a combination of some or all of these whole-word,
sublexical, and prosodic factors contribute to the different
amounts of linguistic masking at play when the language of
the noise matches or mismatches the language of the target
speech. Future research must address their precise contribu-
tions to the noise language effect.

One method for conducting a fine-grained analysis of
the locus of the linguistic masking reported in this study is to
compare English noise to English nonword noise �composed
of words that are phonologically legal in English but are not
real words�. This comparison should allow us to determine
whether whole words from the background noise intrude on
the target speech or whether sublexical properties can cause
as much intrusion as lexical items. Preliminary findings from
a study using nonword noise constructed by altering onsets,
codas, or vowels in the content words of the original noise
sentences showed no significant difference in intelligibility
scores. This finding provides evidence against a strict lexical
explanation for the language effect. However, it is likely that
the high degree of similarity between the nonwords and real
English words still causes listeners to activate items in the
lexicon. The observation that participants in this preliminary
experiment frequently transcribed real words that sounded
like the nonwords present in the babble supports this inter-
pretation. In future research, additional manipulations of
noise content will be required to provide further insight into
the question of the source of the language effect. These may
include other types of nonwords, various accents of the target
language, babble constructed from nonsentential materials
�e.g., syllable strings, word lists�, and noise from other lan-
guages.

V. SUMMARY/CONCLUSION

This study has shown that higher noise levels and
greater numbers of talkers in multi-talker babble decrease
target speech intelligibility, no matter what language is being
spoken in the noise. However, in certain conditions �few
talkers, difficult SNRs�, linguistic effects appear to come into
play, as shown by the differences observed between the ef-
fects of English and Mandarin two-talker babble: native En-
glish listeners performed better on a sentence intelligibility
task in the presence of Mandarin two-talker babble than in
English two-talker babble. We conclude that greater similar-

ity between target and masker in the linguistic domain cre-
ates greater interference in target intelligibility, and must be
taken into consideration in a principled account of speech
perception in noise.

ACKNOWLEDGMENTS

This research was supported by Grant No. NIH-R01-
DC005794 from NIH-NIDCD. The authors gratefully ac-
knowledge the help of Ethan Cox.

1Simpson and Cooke �2005� showed that this relationship is nonmonotonic.
This study varied the number of talkers �N� in both natural talker babble
and babble-modulated noise �speech-shaped noise modulated by the enve-
lope of N-talker babble� for a consonant identification task. In natural
babble, intelligibility scores decreased with increasing numbers of talkers
from N=1 to N=6, but were constant for N=6 to N=128. In babble-
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creasing N values.
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signal when there are fewer talkers in the noise �Bronkhorst, 2000; Brun-
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temporal and spectral overlap of the various speakers in the babble. This
babble-internal masking may decrease the linguistic interference that the
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target. However, it is possible that some isolated words and/or other lin-
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and therefore we mark this cell with “no?” in the table.
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A technique to synthesize laughter based on time-domain behavior of real instances of human
laughter is presented. In the speech synthesis community, interest in improving the expressive
quality of synthetic speech has grown considerably. While the focus has been on the linguistic
aspects, such as precise control of speech intonation to achieve desired expressiveness, inclusion of
nonlinguistic cues could further enhance the expressive quality of synthetic speech. Laughter is one
such cue used for communicating, say, a happy or amusing context. It can be generated in many
varieties and qualities: from a short exhalation to a long full-blown episode. Laughter is modeled at
two levels, the overall episode level and at the local call level. The first attempts to capture the
overall temporal behavior in a parametric model based on the equations that govern the simple
harmonic motion of a mass-spring system is presented. By changing a set of easily available
parameters, the authors are able to synthesize a variety of laughter. At the call level, the authors
relied on a standard linear prediction based analysis-synthesis model. Results of subjective tests to
assess the acceptability and naturalness of the synthetic laughter relative to real human laughter
samples are presented. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2390679�
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I. INTRODUCTION

Expressiveness is a unique quality of natural human
speech. The ability to adequately convey and control this key
aspect of human speech is a crucial challenge faced in ren-
dering machine-generated speech more generalizable and ac-
ceptable. While the primary focus of past efforts in speech
synthesis has been on improving intelligibility, and to some
extent naturalness, recent trends are increasingly targeting on
improving the expressive quality of synthetic speech �Hamza
et al., 2004; Junichi Yamagishi and Kobayashi, 2003, 2004;
Narayanan and Alwan, 2004�. For instance, natural expres-
sive speech quality is essential for synthesizing long ex-
changes of human-machine dialogs and for information re-
laying monologs. There are many ingredients that play a role
in imparting expressive quality to speech. These include
variations in speech intonation and timing �Dutoit, 1997�,
modifications of spectral properties, appropriate choice of
words, use of other nonlexical �expressions such as throat
clearing, tongue clicks, lip smacks, laughter, etc.� and non-
verbal �physical gestures, facial expression, etc.� cues. Emo-
tion is an important underlying expressive quality of natural
speech that is communicated by a combination of the afore-
mentioned variations. Inclusion of nonlexical and/or nonver-
bal cues in emotional speech can also regulate the type and
degree of emotion being expressed and also improve the
clarity of emotions in speech. For example, in Robson and
MackenzieBeck, 1999 �and references therein� it has been

determined that speech with labial spreading �a nonverbal
cue� is aurally interpreted as “smiled” or happy sounding
speech. Another avenue being explored involves addition of
nonlexical cues in machine synthesized speech �Sundaram
and Narayanan, 2003� that can better express the desired
emotion or the state of a human-machine dialog. Nonlexical
cues for expressing happy sounding speech is important in
this respect. Prior work has shown �Bulut et al., 2002; Trou-
vain and Schröder, 2004� that synthesizing happy sounding
speech is one of the most challenging problems and that one
has to look beyond just intonation variation, especially, if
speech accommodates laughter. This is because the implicit
nature of laughter causes variations in the supporting speech
and vice versa �Nwokah et al., 1999�. Laughter may have
different functions in interpersonal speech communication,
expressing an amusing or happy context is key among them.
Hence it is an important attribute in this context of expres-
sive, synthesized speech. The focus of the present work is
restricted to automatic acoustic synthesis of laughter by ma-
chines. It can be used to enhance the expressive quality of
the accommodating synthesized speech and/or aid in com-
municating a happy or amusing context.

Speech, in humans, is a more controlled and a better
understood process that is governed by the rules of a lan-
guage’s grammar. Therefore, for machine synthesis of
speech, for example, the phrase “How are you?,” the re-
quired sequence of sounds �as phonemes� and the expected
intonational variation are fairly well prescribed, even for dif-
ferent situations and context. Text analysis on the given
phrase, and existing intonation models are used in the gen-
eration of the final waveform. Also, natural speech audio
examples are abundantly available for aiding analysis and
modeling. Thus the inputs required to generate any word in
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paper for the 148th ASA Meeting, San Diego, California.
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synthesized speech are relatively well defined. Likewise, to
synthesize laughter, we require appropriate signal models to
generate a particular type of laughter. Unlike spoken lan-
guage, while there is no guiding grammar for synthesizing
laughter, there is a characteristic texture to it. Using the
simple model proposed in this paper, it is possible to gener-
ate laughter using a set of input control parameters, and dif-
ferent types of laughter can be generated by varying these
parameters. In this work, we attempt to answer the basic
question of how to synthesize laughter at the acoustic level;
the cognitive/semantic aspects of laughter generation or is-
sues related to including synthesized laughter in conjunction
with synthesized speech are beyond the scope of this paper.
In the following sections we introduce some common termi-
nologies used to describe laughter and discuss some issues of
interest in the synthesis of laughter.

A. Background

We present a brief description of the terms used in this
paper to describe the various segments of laughter that have
been adopted from acoustic primatology �Bachorowski et al.,
2001�. In Fig. 1, the waveform of an actual laughter episode
is shown. A single instance/episode of laughter, beginning
with an inhalation to its end, is known as a laughter bout.
Each bout comprises alternating voiced �audible� and un-
voiced �relatively inaudible� sections. This alternating phe-
nomenon is also termed as a laugh cycle with intermittent
laugh pulses with aspiration sounds in between them �Ruch
and Ekman, 2001�. The voiced section, illustrated by sec-
tions of large amplitude in the figure, is known as a laughter
call or laugh pulse �also referred to as voiced call in this
paper�. The time interval between two laughter calls is the
inter-call interval. A laughter call can be a vowel-like sound,
for example, in calls such as “ha,” or have a grunt-like or
snort-like quality �Bachorowski et al., 2001�. Such qualities

are more evident in a spectrogram of the complete laughter
bout. Related details about segmentation of laughter based
on its acoustic analysis can be found in Bachorowski et al.,
2001; Provine, 2000; and Ruch and Ekman, 2001. Other seg-
mentation schemes are also possible. In Trouvain, 2003 the
author discusses syllable and phrase level segments for
laughter and its relationship to the terms introduced previ-
ously. While it can be useful for studying or categorizing
laughter types, these concepts are not directly relevant for the
laughter generation model presented here.

B. Variation in laughter and its synthesis

The production of laughter is a highly variable physi-
ological process. Provine �Provine, 2000�, describes it to be a
very strange expression whose peculiarity is masked by its
familiarity. Laughter is an expression with a very distinct
pattern. The texture of laughter has variations across gender,
and across individuals �Bachorowski et al., 2001; Provine,
2000�. Every situation has its own appropriate and inappro-
priate types of laughter, and even for the same context, an
individual can choose to laugh differently at different times.
It is used as a vocalized punctuation in a question �Provine,
2000�, and it also occurs along with speech �termed as
“speech laughs”� �Nwokah et al., 1999; Trouvain, 2001�.
Overall, it can be interpreted as a vocalized expression that
bridges the gap between an emotional state of excitement
and a neutral emotional state. Laughter differs from smiling
because the later is essentially a nonverbal facial expression
which, under certain circumstances, may lead to a distinct,
audible laughter episode. However, laughter and smiling may
share the same facial expression.

While the qualities of the vocalization and issues of du-
ration take their own course during an episode, a limited
control by the individual determines the overall duration and
number of laugh pulses in a bout or laugh cycle. Thus large

FIG. 1. The alternating phenomenon
of a laughter: A laugh cycle with inter-
mittent laugh pulses.
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variations in the number of calls per bout and duration of
each call is observed in real laughter �Bachorowski et al.,
2001�. It is known axiomatically that no two instances of
laughter are exactly the same, yet they have implicit charac-
teristics that bring out individual traits. Some specific at-
tributes that cause these variations include pitch changes dur-
ing a bout, pitch changes within a call, duration of the
complete bout, duration of a voiced call, the loudness of the
calls, and the type of call �vowel-like or grunt-like, etc�.
Thus, specifications of these components are required to gen-
erate an episode of laughter. While the vowel-like sound
within a call is a matter of choice, the duration of a bout,
duration of each call, and periodicity of the laughter calls are
a part of the pattern of the laughter bout. The specifications
for the latter are the input control parameters obtained from
an appropriately defined generative model for laughter pro-
duction. From an engineering perspective, a generative
model for laughter is challenging because it should meet the
following constraints:

• The model should be able to handle a wide range of the
variability seen in the physiological process of laughter.

• It should have the provision to generate different types of
laughter, e.g., short bursts or a long train of laughter de-
pending on the immediate context. A parametric control
over the generated laughter is preferred from an automatic
synthesis point of view.

• The model should be convenient to use. It should be able
to generate laughter based on simple, easily available
information.

The model described in this paper has two major com-
ponents. The first component focuses on modeling the be-
havior of the overall episode �or bout�, and is based on a
simple second-order mass-spring dynamical systems model,
akin to one that describes the simple harmonic motion of an
oscillating pendulum �refer to Fig. 2�. The second component
uses a linear prediction �LP� based analysis-synthesis model,
which is widely used in speech processing. Note that for this
second component, any other speech synthesis/modification
technique such as the time domain pitch synchronous over-
lap add �TD-PSOLA� �Moulines and Charpentier, 1990� may
be used. In this work, we restrict our study to the varieties of
laughter that the spontaneous, i.e., those that are produced
without any restraint. The laughter is assumed to always con-
tain vowel-like voiced calls. The rest of this paper provides
details of the model of a mass-spring system and how its
equations are used to synthesize a bout of laughter. We also
present results of subjective tests performed to assess the
perceived naturalness of synthesized laughter against real hu-
man laughter. It should be noted, however, that assessment of
synthetic speech and laughter is a highly challenging task. It
is well known that the rich diversity and variability that
make up natural speech also make evaluation of machine-
generated speech difficult. The study of perception of every-
day natural speech spans a very large domain of problems in
speech synthesis and other related sciences. The techniques
that are available for speech analysis/synthesis tackle only a
subset of the rich possibilities in problems of speech genera-
tion �Dutoit, 1994; McAulay and Quatieri, 1986; Moulines

and Charpentier, 1990�. Many of the challenges to achieve
even near natural speech for synthesis are yet to be solved
for a fair evaluation of natural versus synthesized speech. For
example, in Syrdal et al., 1998 the authors subjectively com-
pared two diphone based speech synthesis techniques with
natural speech in terms of intelligibility, naturalness, and
pleasantness. It was found that natural speech was consis-
tently perceived to be better than synthetic speech. Still,
comparison of real, natural oral gestures to machine synthe-
sized ones provides an assessment of the variables that are
useful or lacking in mimicking the gesture under study. We
follow a similar approach in evaluating the synthetic laughter
samples created in this work.

II. ACOUSTIC MODEL FOR LAUGHTER

An engineering solution to describe an unknown system
is to propose a mathematical model based on a set of obser-
vations of the system behavior. Figure 1 exemplifies two
striking features of a typical laughter bout: alternating seg-
ments of audible, voiced section and inaudible unvoiced
parts with the envelope of the peaks of the voiced calls fall-
ing across the duration of the laughter bout. A laughter starts
with a contextual or semantic impulse, that puts the speaker
in a laughing state. While laughing, there are bursts of air
exhalation �along with audible voicing� and aspiration �un-
voiced segment� that each last for a short period. This inter-
mittent voicing pattern can be seen as an oscillatory behavior
that can be observed in most laughter bouts. This pattern has
been noted by other researchers as well �Bachorowski et al.,
2001; Provine, 2000; Ruch and Ekman, 2001�.

We model this oscillatory behavior of alternate voiced
and unvoiced segments with equations that describe the
simple harmonic motion of a mass attached to the end of a

FIG. 2. A mass-spring model.
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spring �illustrated in Fig. 2�. In this simple mass-spring sys-
tem, the stiffness of the spring and the weight of the mass
determine the frequency of oscillation of the mass. The ini-
tial displacement and the damping factor determine how long
the mass would continue to oscillate, and the rate of enve-
lope decay. We next briefly explain the steps in building a
mathematical model for an oscillating mass attached to a
spring, and also motivate the idea that this model can be used
to explain the oscillatory behavior of laughter for its auto-
matic synthesis.

A. Oscillatory behavior of laughter

Let a mass m be displaced from its initial rest position
by x �refer to Fig. 2�. This will cause the spring to compress
in length by an amount x. When the mass is released at some
time t, the compressed spring will act on the mass and ac-
celerate the mass in a direction opposite to the initial dis-
placement. This force that the spring exerts on the mass �de-
noted by Fspring� is directly proportional to the compression
x, i.e.,

Fspring � x .

By Newton’s First Law, the mass m, its acceleration a
=d2x /dt2 and the force Fspring are related by the equation

m
d2x

dt2 = − kx , �1�

where k is the constant of proportionality, also known as the
spring constant. The negative sign on the right hand side of
Eq. �1� arises because the direction of force generated by the
compressed spring is opposite to the direction of the dis-
placement causing the compression.

A solution to this second-order system is given by the
expression

x = e−j��k/m�t. �2�

This is a sinusoid with �1/2���k /m as its frequency of
oscillation. If this system experiences a damping force
proportional to its velocity, then Eq. �1� becomes

m
d2x

dt2 = − kx − b
dx

dt
, �3�

where b is the damping constant �this case arises with a
simplified damping due to a fluid external to the mass m� and
the corresponding general solution for damped simple har-
monic motion becomes

x�t� = Ae−Bte−j��k/m�t, �4�

where B=b /2m. The result obtained in Eq. �4� is that of a
damped sinusoid, that parametrically describes the motion of
a damped simple harmonic motion system.

Figure 3 illustrates the plot of time t versus amplitude x
�solid line� of such a damped sinusoid with Ae−Bt �dotted
line�. By studying the figure it becomes evident that the
peak-amplitude envelope decay of the voiced calls in a
laughter bout is similar to a damped sinusoid, but where the
parameters A, k, m, B are actually A�t�, k�t�, m�t�, B�t�, i.e.,
they are allowed to vary over time. This is illustrated in Fig.
4 where the plot of a damped sinusoid model is superim-
posed on a real human laughter sample. Here, the parameters
A�t�, k�t�, m�t�, B�t� are allowed to vary as a piecewise linear
function of time. On visual inspection, even the duration of
the positive cycle of the oscillator �which is directly related
to the frequency of oscillation� matches with the duration of
the intermittent laugh pulses of the laugh cycle. This is also
true for the unvoiced segments of the bouts that match with
the duration of the negative cycle of the oscillation. This

FIG. 3. Damped simple harmonic mo-
tion. Amplitude variation over time.
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aspect is further substantiated by the finding that the call
duration and the inter-call intervals are comparable in laugh-
ter bouts �Bachorowski et al., 2001�.

Other possible variations of the damped oscillator de-
scribed earlier include forced and damped oscillation where
the system is either forced periodically or at random in-
stances during the oscillation of the body. Variations in the
nature of the damping force can also cause different oscilla-
tory behavior. One such example is when the damping force
is a constant frictional force �Marchewka et al., 2004�. In
essence, any arbitrarily complex oscillatory behavior can be
generated using this basic model, and virtually any pattern of
oscillation can be generated by controlling the basic param-
eters such as A�t�, k�t�, m�t�, B�t�.

The other model component relates to the voiced-call
units. Since these are vowel-like vocalizations, analysis-
synthesis techniques used in conventional speech processing
can be directly adopted. Different vowel-like laughter calls
can be synthesized by changing the user-defined linear pre-
diction �LP� coefficients or the speech data associated with
the synthesizer. The procedure is explained briefly. LP based
analysis-synthesis assumes a source-filter model of speech
production. The LP coefficients can be extracted �the analy-
sis part� from a sample waveform of speech using standard,
well known procedures such as the Levinson-Durbin algo-
rithm �many existing speech analysis software tools have
inbuilt LP analysis functions�. The estimated LP coefficients
define an all-pole filter; and when excited with an appropri-
ate input �such as a pulse train�, it can generate �the synthe-
sis� a speech sound at the output �for example, a vowel�.
Since the set of LP coefficients is primarily dependent on the
sample waveform at the time of analysis, different vowel-
like sounds for laughter calls can be synthesized by changing
the speech data during analysis �essentially using a different

set of LP coefficients�. Further details about the LP analysis-
synthesis techniques can be found in Rabiner and Schafer,
1978.

Thus, one could synthesize segments of voiced calls by
using the above duration, time-position and peak-amplitude
information, and thereby synthesize a complete laughter
bout. By changing the input parameters, laughter bouts with
different patterns can be generated. For example, if the
damping factor of the previously described system is re-
duced, then the oscillation will last for a longer duration and
thus a longer laughter bout can be synthesized. Similarly, if
the values of mass or spring constant are changed, then the
frequency of the laughter calls in a bout can be changed.
Also, by using different waveform synthesis schemes, other
snorting or grunt-like qualities can be imparted to the laugh-
ter calls.

The main advantages of this model are summarized be-
low:

• For a given set of parameters, the same model directly
presents the duration, timing, and peak-amplitude decay of
the laughter calls in an episode of laughter simultaneously.

• By an appropriate choice of parameters such as pitch varia-
tion, and choice of A�t�, k�t�, m�t�, B�t� functions, any real
human laughter can be accurately represented.

• There is a clear, direct, and predictable relation between
the control parameters and the generated pattern of laugh-
ter.

• There is no restriction on the speech synthesis technique
used for synthesizing the calls in the laughter. Linear pre-
diction �LP� analysis-synthesis method has been used in
this work due to its ease of implementation. Other speech
modification techniques such as the TD-PSOLA can also
be used.

FIG. 4. A mass-spring model trajec-
tory superimposed on a real laughter
bout.
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Thus we have a simple generative model with user-
defined input control parameters such as A�t�, k�t�, B�t�, m�t�
which would give us the ability to model and vary the dura-
tion of the laughter calls, time position of the calls, and the
peak amplitude variation of the calls over the course of a
laughter bout. Depending on the synthesizer used, there is
also no restriction on the type of laughter call that would be
used to generate the complete laughter bout. Figure 5 illus-
trates the complete laughter synthesis methodology adopted
in this paper.

B. Laughter synthesis procedure

Referring to Fig. 5, the procedure followed to synthesize
laughter is summarized below:

1. For a set of given �user-defined� time varying functions
A�t�, k�t�, b�t�, m�t� calculate the duration and peak am-
plitude and onset time of each positive cycle in the result-
ing harmonic motion x�t�. Let this harmonic motion com-
prise Npos positive cycles. Thus we will have Npos laughter
calls in the synthesized laughter bout.

2. Let Pmean�i�, pvar�t , i�∀ i� �1,2 , . . . ,Npos� and t
� �0,Td�i�� be the mean pitch and pitch variation within
each call, respectively, where Td�i� is the duration of the
ith laughter call. The values for Pmean�i� and pvar�t , i� are
defined by the user. Alternatively, these parameters can
also be obtained from acoustic analysis of real laughter
clips. Note that Pmean�i� is a discrete positive value of a
laughter call pitch and the set pvar�t , i� is a set of functions
continuous in time that have positive real values ∀i. To
have meaningful outputs, the order of Pmean�i� and
pvar�t , i� is equal to that of measured F0 values of normal
speech. Usually, the exact target values are obtained by
analysis of clips of real human laughter.

3. Using the peak-amplitude and duration information ob-
tained in Step 1, in addition to the Pmean�i� and pvar�t , i�,
synthesize each laughter call ∀i� �1,2 , . . . ,Npos�.

4. Similar to Step 1, the duration and peak-amplitude infor-
mation can also be extracted for the negative cycles of the
harmonic motion. This can be used to include audible
aspiration noise.

5. Finally, arrange the Npos laughter calls in series in time
according to the onset time instances obtained in Step 1
and thus construct the overall laughter bout.

The complete laughter synthesis system described in
Fig. 5 was implemented in MATLAB �http://
www.mathworks.com�. The user-defined inputs included the
overall variation of pitch in a laughter bout, the pitch varia-
tion within each laughter, amplitude envelope within each
call, and parameters for the call level synthesis. These were
provided to the system by the authors using a graphical user
interface �GUI� at runtime. The A�t�, k�t�, b�t�, m�t� values
were also provided at runtime. The GUI inputs for the am-
plitude envelope within each call was low-pass filtered with
a third-order finite impulse response low-pass filter to
smooth the envelope.

It is important to point out that extracting timing and
peak-amplitude information for voiced and unvoiced ele-
ments of laughter from the positive and negative cycles, re-
spectively, is a matter of practical convenience. It does not
bear any direct relevance to the actual physiology of laugh-
ter. However, the work we present here alludes to the fact
that real human laughter can be interpreted as a form of
oscillation. The voiced calls of a real laughter episode are not
truly vowel-like sounds. In a real laughter episode, the vocal
tract configuration can change rapidly and/or other noise
�such as aspiration noise� is always present. Therefore, to get
satisfactory synthesis quality, the data for the LP parameters
for the call level waveform synthesis were extracted from
voiced segments of normal speech. Samples of synthetic
laughter can be found at http://sail.usc.edu/emotion.

The next section describes the subjective experiment to
assess the perceived naturalness of the synthesized laughter.

III. EXPERIMENT

Subjective evaluation tests were performed on 28 naive
volunteers at the Speech Analysis and Interpretation Labora-
tory �SAIL� at USC. The volunteers were presented with 25
laughter-only clips of which 17 clips were synthesized of-
fline using the technique presented here. The number of calls
in the synthesized laughter, its duration, the F0 changes in

FIG. 5. Steps involved in the synthesis
of laughter described in this paper. The
shaded boxes depict the inputs re-
quired from a user and the unshaded
boxes combine to form the laughter
synthesizer.
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each sample are given in Table I. The remaining eight were
clips of real human laughter. The laughter type in these eight
clips matched the 17 clips of synthesized laughter. The 25
clips were randomly played and not grouped in any particu-
lar order. The tests were performed in a typical quiet office
environment on a computer terminal. Each volunteer had to
listen and score each sample for naturalness and acceptabil-
ity according to their preference on a scale of 1–5: 1-Very
Poor, 2-Poor, 3-Average, 4-Good, 5-Excellent. The samples
were presented on an interactive webpage-like GUI. The
subject could click on a sample, listen to it and click on the
appropriate naturalness and acceptance score. The samples
were played at 22,050 Hz sample rate over a pair of com-
mercially available Sony MDR-XD100 headphones that
could be adjusted to snugly fit the listener. The complete
evaluation took about 11 min for each subject.

The eight clips of real isolated laughter were collected
from two sources: four were extracted from a compact disk
and downsampled to 22,050 Hz �Junkins, 2005�. These were
from tracks of recorded laughter intended for laughter
therapy and the remaining four were obtained from a data-
base of laughter episodes that we recorded independently.
This database was created by recording volunteer subjects
who were simply asked to laugh impromptu for a laughter
synthesis project. For each of the subjects the first few laugh-
ter instances seemed to be forced and were rejected and the
later episodes that seemed more natural to us were kept in
the database. The eight clips were selected based on how
well they aurally matched the synthesized laughter used in
listening tests. Many candidate clips were rejected because

of speaker’s movement while laughing, unidentified noises
picked up by the microphone, and change of laughter call
type during the bout. To make all the tracks similar, and
reduce any extraneous bias in listener assessment, noise ex-
tracted from the silent parts of the compact disc tracks were
extracted, downsampled to 22,050 Hz sample rate, and
added to the other synthesized and recorded clips.

IV. RESULTS

At the time of analysis of the results the evaluations of
the volunteers were grouped into Group I and Group II ac-
cording to their language background. Group I comprised
four female and five male subjects whose first language was
American English and Group II comprised seven female and
twelve male subjects whose second or third language was
English. For the analysis of the evaluations, we make the
assumption that each laughter clip is an independent encoun-
ter by an individual subject. Thus, for N=28 subjects and 17
synthesized samples, we have a total of 28�17=476
samples and for the eight real laughter clips, we have 28
�8=224 samples.

The mean and variance of the evaluation scores are
listed in Table II. The evaluation results are summarized be-
low:

Mean evaluation scores: A t Test �with unequal vari-
ance, and degrees of freedom �df�=440� was performed to
compare the evaluation scores of real and synthesized laugh-
ter clips. For the given experiment it was found that at �
=10−4, there is a significant difference in the mean natural-

TABLE I. A summary of the properties of the 17 synthesized and eight real samples of laughter used in the
listening experiments. The eight real laughter samples are marked with an � *�.

Sample mean F0 �Hz� min F0 �Hz� max F0 �Hz� Std F0 �Hz� No. calls Duration �s� Gender

01 203.30 178.0 235.0 17.00 12 2.30 M
02 246.75 175.0 305.0 45.15 9 1.60 M
03 224.60 202.0 259.0 21.05 5 0.84 M
04 276.50 223.0 372.0 53.64 10 1.60 F
05 244.50 165.0 299.0 32.55 18 2.90 F
06 274.00 211.0 350.0 55.94 7 1.00 F
07 190.00 142.0 231.0 26.81 15 2.50 M
08 354.00 286.0 417.0 39.00 8 1.32 M
09 218.66 202.0 235.0 16.50 3 0.43 M
10 365.00 293.0 425.0 15.00 6 0.97 M
11 198.00 171.0 221.0 17.75 8 1.18 M
12 333.40 302.0 362.0 20.48 12 2.45 F
13 267.20 211.0 317.0 46.85 5 0.82 F
14 250.00 192.0 312.0 41.87 6 0.93 M
15 279.35 223.0 419.0 49.92 18 3.02 F
16 225.00 139.0 319.0 51.70 16 2.39 F
17 340.50 304.0 393.0 29.75 11 1.90 F
01* 204.17 85.5 331.5 74.15 11 2.06 M
02* 199.60 111.7 315.5 52.64 17 3.15 M
03* 309.72 234.2 364.5 26.70 10 2.20 F
04* 174.14 81.1 250.4 46.93 10 2.00 F
05* 243.85 142.3 314.4 39.21 17 2.81 F
06* 257.50 161.6 332.7 56.57 18 3.67 F
07* 180.81 111.4 294.2 30.08 12 2.02 M
08* 255.90 192.6 358.9 44.36 14 3.02 M
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ness scores between the real and synthesized laughter clips.
It was also found that at �=10−4, there is a significant dif-
ference in the mean acceptability scores of real and synthe-
sized laughter clips.

Sample-wise test: A parametric single-factor analysis of
variance �ANOVA� was performed to determine differences
in the evaluation among the synthesized clips. For a total of
N=28 evaluations for each clip, it was found that at ��
=0.05; df =16/459� there was a significant difference in the
mean naturalness scores among the synthesized laughter
clips. However, at �=10−4, there was no significant differ-
ence in the mean naturalness score. A single-factor ANOVA
performed on the acceptability scores among the synthesized
clips indicated that for ��=10−4; df =16/459� there was no
significant difference in the mean scores among the synthe-
sized laughter clips. A single-factor ANOVA of the mean
naturalness score ��=10−4df =7/216� for the real laughter
clips showed no significant differences among the evalua-
tions of the real laughter clips. The single-factor ANOVA of
the mean acceptability scores ��=10−4, df =7/216� also in-
dicated no significant differences among the evaluations of
the real-laughter clips.

Group-wise test: A parametric single-factor ANOVA test
of the naturalness scores of real laughter clips between
Group I and II indicated a significant difference in the scores
at ��=0.05; df =1/223�. However, at ��=10−4; df =1/223�,
the test indicated no significant differences in the mean
evaluation scores between the groups. This same trend was
observed when the mean evaluation acceptability scores for
synthesized clips were compared for Group I and II. The
same ANOVA test ��=10−4; df =1/223� performed on the
mean acceptability scores indicated no significant difference
in the mean scores between the two groups for the synthe-
sized clips. However, for synthesized laughter clips it indi-
cated significant difference between Group I and II at ��
=0.05; df =1/223� and at ��=10−4; df =1/223�.

V. DISCUSSION, CONCLUSION AND FUTURE WORK

In this paper we have presented a two-level parametric
model for human laughter. The first level of the model cap-
tures the overall temporal behavior of a laughter episode. At
the next level, we model the audible calls with conventional
LP coefficients based analysis-synthesis and/or TD-PSOLA
speech modification technique that are widely used in speech
processing. The model presented is based on the idea that
laughter in human beings can be interpreted as an oscillation,
where exhalation alternates with inaudible segments. We also

presented properties of laughter episodes that can be cap-
tured by the model parameters. Motivated by the need for
computer synthesis of laughter for emotional speech synthe-
sis, we applied this idea to synthesize different varieties of
laughter and evaluate them in terms of two subjective mea-
sures: naturalness and acceptability. We also compared this
evaluation with evaluation of real laughter clips.

The results obtained are similar to the results obtained
by Syrdal et al., 1998 where different speech synthesis tech-
niques were evaluated against natural speech. Subjective as-
sessment of real, human, natural expressions is consistently
better than synthesized ones. Two main factors that can be
attributed to this dichotomous result are the limitations in the
variety of features that are included in synthesized laughter
and the inherent artifacts present during the final waveform
synthesis. For example, unlike natural laughter bouts, we
synthesize bouts with relatively simple vowel-like voiced
calls. Also, the perceivable artifacts during waveform synthe-
sis are caused due to issues with precise generation of natural
sounding pitch contours, and obtaining smooth frame to
frame spectral variations. These artifacts give negative cues
to the listener that result in unnatural perception of synthe-
sized clips. Another issue deals with the underlying quality
that is being evaluated: perceived naturalness. While natural-
ness is a loose term, a very stringent set of standards is
followed to label perceived speech as natural. What is truly
regarded as natural and/or acceptable is already encoded in
the listener. This is because everyday human speech commu-
nication is perceived as highly natural speech and it is abun-
dant with a wide range of qualities that are not imparted in
synthesized speech. For the particular case of laughter, due to
its high degree of variability, the evaluation in terms of per-
ceived naturalness becomes a bigger issue. It is also difficult
to define a quantitative measure or a quantitative set of pa-
rameters to define an acceptable form of laughter. This is
because, such a measure covers a gamut of social, acoustical,
and perceptual metrics. Even in the case of real human
laughter, for example, if the bout is spontaneous and placed
appropriately in a dialog, it is more natural and acceptable
than when its forced and/or inappropriate. Thus it is difficult
to make raw comparisons. The results of the experiments
also indicate that synthesized laughter is interpreted differ-
ently by different individuals. The evaluation experiments
presented here are very limited in scope: they evaluate re-
sults of isolated laughter episodes without context or accom-
panying speech. In attempting to answer the question “What
makes laughter laughter?” the research presented in this pa-

TABLE II. Mean evaluation scores for natural and synthesized clips

Group
Synthesized clips
mean, variance

Real clips
mean, variance

Groups I evaluations naturalness: 1.49, 0.044 naturalness: 4.36, 0.014
acceptability: 1.66, 0.053 acceptability: 4.34, 0.079

Groups II evaluations naturalness: 1.81, 0.084 naturalness: 4.38, 0.034
acceptability: 2.21, 0.077 acceptability: 4.36, 0.014

Groups I & II evaluations naturalness: 1.71, 0.600 naturalness: 4.28, 0.59
�overall� acceptability: 2.03, 1.020 acceptability: 4.35, 0.73
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per sheds a different light on this question by generating
laughter than the ones addressed by other researchers
through acoustic analysis. The experiments have been de-
signed to evaluate only the synthesis aspects of laughter and
its perception.

Computer synthesis of laughter is primarily for expres-
sive speech synthesis, a challenge currently being addressed
in the speech synthesis our simple approach appears promis-
ing, much remains to be done in integrating laughter within
an overall synthesis system. We would like to extend this
work to include laughter in synthesized happy speech. To
merge laughter and speech requires appropriate prosodic and
intonational modifications to the accompanying speech and
appropriate choice of words and context tracking. This is a
harder problem and part of our future goals. The proposed
model can also be incorporated with audio-visual synthesis
such as with computer generated avatars and other virtual
agent technologies. Such an effort would entail combining
the acoustic aspects of synthesis with visual gestures such as
movement of the lips, face and head. These efforts are topics
of our ongoing and future work.
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This article proposes a characterization of the double reed in quasistatic regimes. The nonlinear
relation between the pressure drop, �p, in the double reed and the volume flow crossing it, q, is
measured for slow variations of these variables. The volume flow is determined from the pressure
drop in a diaphragm replacing the instrument’s bore. Measurements are compared to other
experimental results on reed instrument exciters and to physical models, revealing that clarinet,
oboe, and bassoon quasistatic behavior relies on similar working principles. Differences in the
experimental results are interpreted in terms of pressure recovery due to the conical diffuser role of
the downstream part of double-reed mouthpieces �the staple�. © 2007 Acoustical Society of
America. �DOI: 10.1121/1.2390668�
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I. INTRODUCTION

A. Context

The usual method for studying and simulating the be-
havior of self-sustained instruments is to separate them into
two functional parts that interact through a set of linked vari-
ables: the resonator, typically described by linear acoustics,
and the exciter, a nonlinear element. Although this separation
may be artificial because of the difficulty in establishing a
precise boundary between the two systems, it is usually a
simplified view that allows one to describe the basic func-
tioning principles of the instrument. In reed instruments, for
instance, the resonator is assimilated to an air column inside
the bore, and the exciter to the reed, which acts as a valve.

In the resonator of reed instruments, the relation be-
tween the acoustic variables, pressure �p� and volume flow
�q�, can be described by a linear approximation to the acous-
tic propagation which has no perceptive consequences in
sound simulations �Gilbert et al. �2005��. On the other hand,
the exciter is necessarily a nonlinear component, so that the
continuous source of energy supplied by the pressure inside
the musician’s mouth can be transformed into an oscillating
one �Helmholtz �1954�; Fletcher and Rossing �1998��. The
characterization of the exciter thus requires the knowledge of
the relation between variables p and q at the reed output �the
coupling region�. In principle this relation is noninstanta-
neous, because of inertial effects in the reed oscillation and
the fluid dynamics. Nevertheless, a first insight �and com-
parison to theoretical models� can be achieved by restricting
the measurement of the characteristics to a case where de-

layed dependencies �or, equivalently, time derivatives in the
mathematical description of the exciter� can be neglected.

This paper aims at measuring the relation between the
pressure drop across the reed and volume flow at the double-
reed output in a quasistatic case, that is, when the time varia-
tions of p and q are sufficiently small so that all time deriva-
tives can be neglected in the nonlinear characteristic relation,
and proposing a model to explain the measured relation.

B. Elementary reed model

In quasistatic conditions, a simple model can be used to
describe the reed behavior �Wilson and Beavers �1974�;
Backus �1963��. The reed opening area �S� is controlled by
the difference between the pressure inside the reed �pr� and
the pressure inside the mouth �pm�. In the simplest model, the
relation between pressure and reed opening area is consid-
ered to be linear and related through a stiffness constant �ks�,

��p�r = pm − pr = kS�S0 − S� . �1�

In this formula, S0 is the reed opening area at rest, when the
pressure is the same on both sides of the reed. In most in-
struments �such as clarinets, oboes, or bassoons� the reed is
said to be blown-closed �or inward-striking� �Helmholtz
�1954��, because when the mouth pressure �pm� is increased,
the reed opening area decreases.

The role of the reed is to control and modulate the vol-
ume flow �q� entering the instrument. The Bernoulli theorem
applied between the mouth and the reed duct determines the
velocity of the flow inside the reed �ur� independently of the
reed opening area,
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pm +
1

2
�um

2 = pr +
1

2
�ur

2. �2�

In this equation, � is the air density. Usually, the flow veloc-
ity um is neglected inside the mouth, because of volume flow
conservation: inside the mouth the flow is distributed along a
much wider cross section than inside the reed duct.

The volume flow �q� is the integrated flow velocity �ur�
over a cross section of the reed duct. For the sake of sim-
plicity, the flow velocity is considered to be constant over the
whole opening area, so that q=Sur. Using Eq. �2�, the flow is
given by

q = S�2�pm − pr�
�

. �3�

Combining Eq. �3� and Eq. �1�, it is possible to find the
relation between the variables that establish the coupling
with the resonator �pr and q�,

q =
pM − ��p�r

ks
��2��p�r

�
. �4�

The relation defined by Eq. �4� is plotted in Fig. 1, con-
stituting what will be called in this article the elementary
model for the reed.

The static reed beating pressure �Dalmont et al. �2005��
pM =ksS0 �minimum pressure for which the reed channel is
closed� is an alternative parameter to S0, and can be used as
a magnitude for proposing a dimensionless pressure,

p̃ = ��p�r/pM . �5�

Similarly a magnitude can be found for q, leading to the
definition of the dimensionless volume flow,

q̃ =
ks

pM
3/2��

2
q . �6�

Equation �4� can then be rewritten in terms of these dimen-
sionless quantities,

q̃ = �1 − p̃�p̃1/2. �7�

This formula shows that the shape of the nonlinear char-
acteristic curve of the elementary model is independent of
the reed and blowing parameters, although the curve is

scaled along the pressure p and volume flow q axis both by
the stiffness ks and the beating pressure pM =ksS0.

C. Generalization to double reeds

For reed instruments, the quasistatic nonlinear character-
istic curve has been measured in a clarinet mouthpiece
�Backus �1963�; Dalmont et al. �2003��, and the elementary
mathematical model described above can explain the ob-
tained curve remarkably well almost until the reed beating
pressure �pM�.

For double-reed instruments it was not verified that the
same model can be applied. In fact, there are some geometri-
cal differences in the flow path that can considerably change
the theoretical relation of Eq. �7�. Local minima of the reed
duct cross section may cause the separation of the flow from
the walls and an additional loss of head of the flow
�Wijnands and Hirschberg �1995��, and in that case the char-
acteristics curve could change from single-valued to multi-
valued in a limited pressure range. This kind of change could
have significant consequences on the reed oscillations.

However, the nonlinear characteristic relation was never
measured before for double reeds, justifying the work that is
presented below.

II. PRINCIPLES OF MEASUREMENT AND PRACTICAL
ISSUES

The characteristic curve requires the synchronized mea-
surement of two quantities: the pressure drop across the reed
��p�r and the induced volume flow q.

A. Volume flow measurements

One of the main difficulties in the measurement of the
reed characteristics lies in the measurement of the volume
flow. There are instruments which can accurately measure
the flow velocity in an isolated point �LDA, hot-wire probes�
or in a region of a plane �PIV�, but it can be difficult to
calculate the corresponding flow by integrating the velocity
field. In fact, it is difficult to do a sampling of a complete
cross section of the reed because a large number of points
would have to be registered. Supposing that the flow is axi-
symmetric at the reed output �which is confirmed by experi-
mental results in Almeida �2006��, the measurement along a
diameter of the reed would be sufficient, but regions close to
the wall are inaccessible.

On the other hand, commercial flow meters usually have
the disadvantage of requiring a direct reading, which would
have been impractical for a complete characteristic measure-
ment �large number of readings in a short time interval�.

An indirect way of measuring the flow was then pre-
ferred to the above-mentioned methods. It consists of intro-
ducing a flow resistance in series with the reed, for which the
pressure can be accurately related to the flow running
through it �see Fig. 2�.

The diaphragm method, used successfully by Ollivier
�2002� to measure the nonlinear characteristic of single
reeds, is based on this principle. The resistance is simply a
perforated metal disk which covers the reed output.

FIG. 1. A theoretical nonlinear characteristic curve for a reed of dimensions
similar to an oboe reed, given by Eq. �4� using pM =20 kPa and ks=5
�109 kg m−3 s−2.
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For such a resistance, and assuming laminar, inviscid
flow, the pressure drop ��p�d= pr− patm across the diaphragm
can be approximated by the Bernoulli law, because the flow
velocity at the reed output is neglected when compared to the
velocity inside the diaphragm �Sd�Soutput�,

��p�d = pr − patm =
1

2
�� q

Sd
�2

, �8�

where q is the flow crossing the diaphragm, Sd the cross
section of the hole, and � the density of air. In our experi-
ment, pressure patm is the pressure downstream of the dia-
phragm �usually the atmospheric pressure, because the
flow opens directly into free air�. The volume flow q is
then determined using a single pressure measurement pr.

B. Practical issues and solutions

1. Issues

The realization of the characteristic measurement ex-
periments encountered two main problems.

a. Diaphragm reduces the range of ��p�r for which the
measurement is possible. The addition of a resistance to the
air flow circuit of the reed changes the overall nonlinear
characteristic of the reed plus diaphragm system �corre-
sponding to ��p�s in Fig. 2 and to the dashed line in Fig. 3�.
The solid line plots the flow against ��p�r, the pressure drop

needed to plot the nonlinear characteristics. When the resis-
tance is increased, the maximum value of the system’s char-
acteristic is displaced towards higher pressures �Wijnands
and Hirschberg �1995��, whereas the static beating pressure
�pM� value does not change �because when the reed closes
there is no flow and the pressure drop in the diaphragm
���p�d� is zero�.

Therefore, if the diaphragm is too small �i.e., the resis-
tance is too high�, part of the decreasing region �B’C� of the
system’s characteristics becomes vertical, or even multival-
ued, so that there is a quick transition between two distant
flow values, preventing the measurement of this part of the
characteristic curve �Dalmont et al. �2003�� as illustrated in
Fig. 3. A critical diaphragm size �Sd,crit=0.58S0� can be found
below which the characteristic curve becomes multivalued
�see the Appendix�.

b. Reed auto-oscillations. Auto-oscillations have to be
prevented here to stay consistent with the quasistatic mea-
surement �slow variations of pressure and flow�. This proved
to be difficult to achieve in practice. In fact, auto-oscillations
become possible when the reed ceases to act as a passive
resistance �a positive �q /�p, which absorbs energy from the
standing wave inside the reed channel� to become an active
supply of energy ��q /�p�0�. All real acoustic resonators are
slightly resistive �the input admittance Y in has a positive real
part�. This can compensate in part the negative resistance of
the reed in its active region, but only below a threshold pres-
sure, where the slope of the characteristic curve is smaller
than the real part of Y in for the resonator as shown by Debut
and Kergomard �2004�.

One way to avoid auto-oscillations is thus to increase the
real part of Y in, which is the acoustic resistance of the reso-
nator. It is known that an orifice in an acoustical duct with a
steady flow works as an acoustic resistance �Durrieu et al.
�2001��, so that if the diaphragm used to measure the flow
�see Sec. II A� is correctly dimensioned, the acoustic admit-
tance seen by the reed Y in can become sufficiently resistive to
avoid oscillations.

2. Solutions proposed to address these issues

a. Size of the diaphragm. The volume flow is determined
from the pressure drop across the diaphragm placed down-
stream of the reed. In practice, there is a trade-off that deter-
mines the ideal size of the diaphragm. If it is too wide, the
pressure drop is too small to be measured accurately, and
reed oscillations are likely to occur. If the diaphragm is too
small, the system-wide characteristic can become too steep,
making part of the ���p�r� range inaccessible.

The ideal diaphragm cross section is then found empiri-
cally, by trying out several resistance values until one com-
plete measurement can be done without oscillations or sud-
den closings of the reed. The optimal diaphragm diameter is
sought using a medical flow regulator with continuously ad-
justable cross section as a replacement for the diaphragm.

b. Finer control of the mouth pressure pm. During the
attempts to find an optimal diaphragm, it was found that
sudden closures were correlated to sudden increases in the
mouth pressure. A part of the problem is that the mouth
pressure depends both on the reducer setting and on the

FIG. 2. �Color online� Use of a diaphragm to measure flow and pressure
difference in the reed. Labeled rectangles correspond to the pressure probes
used in the measurement.

FIG. 3. Comparison of the theoretical reed characteristics �solid line� with
the model of the overall characteristics of the reed associated with a dia-
phragm �dashed�—mathematical models, based on the Bernoulli theorem:
Based on Wijnands and Hirschberg �1995�.
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downstream resistance. By introducing a leak upstream of
the experimental apparatus �thus not altering the experi-
ment�, it is possible to improve measurements in the decreas-
ing region of the characteristic �BC�, at least when the
system-wide characteristic is not multivalued �see Sec.
II B 1 a�.

c. Increase the reed mass. One other way to reduce the
oscillations is thus to prevent the appearance of instabilities,
or to reduce their effects. An increase in the reed damping
would certainly be a good method to avoid oscillations, be-
cause it cancels out the active role of the reed �which can be
seen as a negative damping�, Debut �2004�.

It is difficult to increase the damping of the reed without
altering its opening or stiffness properties. The simplest way
found to prevent reed oscillations was thus an increase in the
reed mass.

This mass increase was implemented by attaching small
masses of Blu-Tack �a plastic sticking material usually used
to stick paper to a wall� to one or both blades of the reed
�Fig. 4�. During measurements on previously soaked reeds it
was difficult to keep the masses attached to the reed, so that
an additional portion of Blu-Tack is used to connect the two
masses together, wrapping around the reed. This wrapping is
not expected to have a great effect on the measured elastic
properties, because it does not pull the masses together; its
objective is to avoid the main masses from falling due to the
effect of gravity. A comparison of the results using different
masses showed that their effect on the quasistatic character-
istics can be neglected �effects are weaker than variations for
experiments in the same reed� �Almeida �2006��.

C. Experimental setup and calibrations

The experimental device is shown in Fig. 5. An artificial
mouth �Almeida et al. �2004�� was used as a blowing mecha-
nism and support for the reed. The window in front of the
reed allows the capture of frontal pictures of the reed open-
ing. Artificial lips, allowing adjustment of the initial opening
area of the reed, were not used here, to avoid modifications
in some of the elastic properties of the reed, possibly in a
different way from what happens with real lips.

As stated before, the plot of the characteristic curve re-
quires two coordinated measurements: the pressure differ-
ence ��p�r across the reed and the induced volume flow q,
determined from the presure drop ��p�d across a calibrated
diaphragm �Sec. II A�.

In practice thus, the experiment requires two pressure
measurements pm and pr, as shown in Fig. 5.

1. Pressure measurements

The pressure is measured in the mouth and in the reed
using Honeywell SCX series, silicon-membrane differential
pressure sensors whose range is from −50 to 50 kPa.

These sensors are not mounted directly on the measure-
ment points, but one of the terminals in each sensor is con-
nected to the measurement point using a short flexible tube
�about 20 cm in length�. Therefore, one tube opens in the
inside wall of the artificial mouth, 4 cm upstream from the
reed, and the other tube crosses the rubber socket attaching
the diaphragm to the reed output. The use of these tubes does
not influence the measured pressures as long as their varia-
tions are slow.

The signal from these sensors is amplified before enter-
ing the digital acquisition card. The gain is adjusted for each
type of reed. The system consisting of the sensor connected
to the amplifier is calibrated as a whole in order to find the
voltage at the amplifier output corresponding to each pres-
sure difference in the probe terminals: the stable pressure
drop applied to the probe is also measured using a digital
manometer connected to the same volumes, and compared to
the probe tension read using a digital voltmeter. Voltage is
found to vary linearly with the applied pressure within the
measuring range of the sensor.

FIG. 4. �Color online� Front view of the reed �sketch� with attached masses,
at left in dry conditions, at right in soaked conditions �to prevent the masses
from slipping�.

FIG. 5. �Color online� Device used for
characteristics measurements.
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2. Diaphragm calibration

The curve relating volume flow q to the pressure differ-
ence through diaphragms ��p�d can be approximated by the
Bernoulli theorem. In fact, diaphragms are constructed so as
to minimize friction effects �by reducing the length of the
diaphragm channel� and jet contraction—the upstream edges
are smoothed by chamfering at 45° �Fig. 6�. The chamfer
height �c� is approximately 0.5 mm. The diaphragm channel
is 3 mm long �L�.

Nevertheless, this ideal characteristics was checked in
stationary conditions for each diaphragm �see Fig. 7� using a
gas volume meter, which would not be usable for variable
volume flows. It was found that the effective cross section is
slightly smaller than the actual cross section �about 10%�,
which is probably due to some Vena Contracta effect in the
entrance of the diaphragm. Moreover, above a given pressure
drop the volume flow increase is lower than what is pre-
dicted by Bernoulli’s theorem �corresponding to a lower ex-
ponent than 1/2 predicted by Bernoulli�. This difference is
probably due to turbulence generated for high Reynolds
numbers. In Fig. 7 the dashed line corresponding to the criti-
cal value of the Reynolds number �Rec=ud /�=2000� is
shown. It is calculated using the following formulas for u
�the average flow velocity in the diaphragm� and d �the dia-
phragm diameter�:

d = � 2

�

q

u
�1/2

�9�

u = �2��p�d

�
�1/2

, �10�

so that the constant Reynolds relation is given by

Q1/2�p1/4 = Rec���

2
�1/2��

2
�1/4

, �11�

where the right-hand side should be a constant based on the
diaphragm geometry.

Since a suitable model was not found for the data dis-
played in Fig. 7, we chose to interpolate the experimental
calibrations in order to find the flow corresponding to each
pressure drop in the diaphragm. Linear interpolation was
used in the �p ,q2� space.

3. Typical run

In a typical run, the mouth pressure pm is balanced with
the atmospheric pressure in the room at the beginning of the
experiment. Both pm and pr are recorded in the computer
through a digital acquisition device at a sampling rate of
4000 Hz. Pressure pm is increased until slightly above the
pressure at which the reed closes, left for some seconds
above this value, and then decreased back to the atmospheric
pressure. The whole procedure lasts for about 3 min, and is
depicted in Fig. 8.

D. Double reeds used in this study and operating
conditions

Among the great variety of double reeds that are used in
musical instruments, we chose as a first target for these mea-
surements a natural cane oboe reed fabricated using standard
procedures �by Glotin�, and sold to the oboist �usually a
beginner oboist� as a final product �i.e., ready to be played�.

The choice of a ready-to-use cane reed was mainly re-
tained because it can be considered as an average reed. This
avoids considering a particular scraping technique among
many used by musicians and reed makers. Of course, this

FIG. 6. Detail of the diaphragm dimensions.

FIG. 7. Calibration of diaphragms used in characteristic measurements �dots
are experimental data and lines are Bernoulli predictions using the measured
diaphragm diameters�. The dashed black line represents the pressure/flow
relation corresponding to the expected transition between laminar and tur-
bulent flows �Rec=2000�, parametrized by the diaphragm diameter d.

FIG. 8. Time variation of the mouth pressure �pm� and the pressure inside
the reed �pr� during a successful characteristics measurement.
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does not greatly facilitate the task of the reed measurement,
because natural reeds are very sensitive to environment con-
ditions, age, or time of usage.

Other reeds were also tested, as a term of comparison
with the natural reeds used in most of the experiments. How-
ever, none of these reeds was produced by a professional
oboist or reed maker, although it would be an interesting
project to investigate the variations in reeds produced by
different professionals.

To conclude, the results presented in the next section
may depend to a certain extent on the reed chosen for the
experiments, and a larger sample of reeds embracing the big
diversity of scraping techniques needs to be tested before
claiming for the generality of the results that will be pre-
sented.

Another remark has to be made on the conditions during
the experiments. The kind of reeds used in most experiments
are always blown with highly moisturized air. In fact, in real
life, reeds are often soaked before they are used, and con-
stantly maintained wet by saliva and water vapor condensa-
tion. These conditions were sought throughout most of the
experiments, although the sensitivity of the reed to environ-
mental conditions was also investigated. For instance, the
added masses were found to have no practical influence on
the nonlinear characteristics, whereas the humidity increases
the hysteresis in the complete measurement cycle �increasing
followed by decreasing pressures�, while reducing the reed
opening at rest �Almeida �2006��.

In our measurements, humidification is achieved by let-
ting the air flow through a plastic bottle half-filled with hot
water at 40° �see Fig. 5�, recovering it from the top. Air
arriving in the artificial mouth has a lower temperature, be-
cause its temperature is approximately 10° when entering the
bottle. This causes the temperature and humidity to decrease
gradually along the experiments. Future measurements
should include a thermostat for the water temperature in or-
der to ensure stable humidification.

III. RESULTS AND DISCUSSION

A. Typical pressure vs flow characteristics

Using the formula of Eq. �8�, and the calibrations carried
out for the diaphragm used in the measurement, the volume
flow �q� is determined from the pressure inside the reed �pr�.
The pressure drop in the reed corresponds to the difference
between the mouth and reed pressures ���p�r= pm− pr�. Vol-
ume flow is then plotted against the pressure difference
���p�r�, yielding a curve shown in Fig. 9.

In this figure, the flow is seen to increase until a certain
maximum value ���p�r�6 kPa�. When the pressure is in-
creased further, flow decreases due to the closing of the reed.
Instead of completely vanishing for ��p�r= pM, as predicted
by the elementary model shown in Sec. I B, the volume flow
first stabilizes at a certain minimum value and then slightly
increases when the pressure is increased further, indicating
that it is very hard to completely close the reed.

The flow remaining after the two blades are in contact
suggests that, despite the closed appearance of the double
reed, some narrow channels remaining between the two

blades are impossible to close, behaving like rigid capillary
ducts, which is corroborated by the slight increase in the
residual flow for high pressures. Since the logarthmic plot of
the nonlinear characteristics �Fig. 10� shows a 1/2 power
dependence on the residual volume flow, this suggests that
the residual flow is controlled by inertia rather than viscosity.

When reducing the pressure back to zero, the reed fol-
lows a different path in the p /q space than the path for in-
creasing pressures. This hysteresis is due to memory effects
of the reed material which have been investigated experi-
mentally for single-reed �Dalmont et al. �2003�� and double-
reed instruments �Almeida et al. �2006��.

B. Comparison with other instruments

1. Bassoon

Since oboes are not the only double-reed instruments, it
is interesting to compare the nonlinear characteristic curves
from different instruments. The bassoon is also played using
a double reed, but its dimensions are different: its opening

FIG. 9. A typical result for the measurement of the volume flow vs pressure
characteristic of a natural cane oboe reed.

FIG. 10. Double-logarithmic plot of the characteristic curve of Fig. 9 to
show the 1/2 power dependence when the reed is almost shut. Inset shows
the whole range of data, from which the part corresponding to the closed
reed is magnified in the main graph.
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area at rest is typically 7 mm2 �against around 2 mm2 for the
oboe� and the cross-section profile varies slightly from oboe
reeds.

Figure 11 compares two characteristic curves for natural
cane oboe and bassoon reeds. Both were measured under
similar experimental conditions, as far as possible. The reed
was introduced dry in the artificial mouth, but the supplied
air is moisturized at nearly 100% humidity, and masses were
added to both reeds to prevent auto-oscillations. The dia-
phragms used in each measurement are different, however,
and this is because the opening area of the reed at rest is
much larger in the case of the bassoon, so that a smaller
resistance �a larger diaphragm� is needed to avoid the reed
closing suddenly in the decreasing side of the characteristic
curve �see Sec. II C and Eq. �A10��. This should not have
any consequences in the measured characteristic curve.

In the q axis, the bassoon reed reaches higher values,
and this is probably a consequence of its larger opening area
at rest, although the surface stiffness is likely to change as
well from the oboe to the bassoon reed. In the p axis, the
bassoon reed extends over a smaller range of pressures so
that the reed beating pressure is about 17 kPa in the case of
the bassoon reed, whereas it is near 33 kPa for the oboe reed.

Apart from these scaling considerations, the shapes of
the curves are similar and this can be better observed if flow
and pressure are normalized using the maximum flow point
of each curve �Fig. 12�.

2. Clarinet

The excitation mechanism of clarinets and saxophones
share the same principle of functioning with double reeds.
However, there are several geometric and mechanical differ-
ences between single reeds and double reeds. For instance,
flow in a clarinet mouthpiece encounters an abrupt expansion
after the first 2 or 3 mm of the channel between the reed and
the rigid mouthpiece, and the single reed is subject to fewer
mechanical constraints than any double reed. These differ-
ences suggest that the characteristic curve of single-reed in-
struments might present some qualitative differences with
respect to the double reed �Vergez et al. �2003�.�

The nonlinear characteristic curve of clarinet mouth-
pieces displayed in Figs. 11 and 12 was measured by Dal-
mont et al. �2003� using similar methods as the ones we used
for the double reed. A comparison between the curves for
both kinds of exciters �in Fig. 11� shows that the overall
behavior of the excitation mechanism is similar in both
cases. Similarly to when comparing oboe to bassoon reeds,
the scalings of the characteristic curves of single reeds are
different from those of oboe reeds, although closer to those
of the bassoon. This is probably a question of the dimensions
of the opening area.

A different issue is the relation between reference pres-
sure values in the curve �shown in the adimensionalized rep-
resentation of Fig. 12�. As predicted by the elementary model
described in Sec. I B, in the single reed the pressure at maxi-
mum flow is about 1 /3 of the beating pressure of the reed,
whereas in double-reed measurements, the relation seems to
be closer to 1/4. This deviation from the model is shown in
Sec. IV to be linked with the diffuser effect of the conical
staple in double reeds.

Figure 12 also shows that in the clarinet mouthpiece
used by Dalmont et al. �2003� the hysteresis is relatively less
important than in both kinds of double reeds. In fact,
whereas the measurements for double reeds were performed
in wet conditions, the PlastiCover® reed used for the clarinet
was especially chosen because of its smaller sensitivity to
environment conditions.

IV. ANALYSIS

A. Comparison with the elementary model

The measured nonlinear characteristic curve of Fig. 9
can be compared to the model described in Sec. I B. In this
model, two parameters �ks and S0� control the scaling of the
curve along the p and q axis. They are used to adjust two key
points in the theoretical curve to the experimental one: the
reed beating pressure pM and the maximum volume flow
qmax.

Once qmax is determined through a direct reading, the
stiffness ks is calculated using the following relation:

FIG. 11. Comparison of the characteristic curves of different reed exciters
for different instruments. Clarinet data were obtained by Dalmont et al.
�2003� for a PlastiCover® reed. Oboe and bassoon reeds are blown using
moisturized air.

FIG. 12. Data from Fig. 11, normalized along q by the maximum flow for
increasing pressures, and along p by the corresponding pressure.
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ks = qmax
−1 �2

3
pM�3/2

�−1/2. �12�

This allows adjustment of a theoretical characteristic curve
�corresponding to the elementary model of Eq. �4�� to each
of the branches of the measured characteristic curve, for in-
creasing and decreasing pressures �Fig. 13�.

When compared to the elementary model of Sec. I B, the
characteristic curve associated with double reeds shows a
deviation of the pressure at which the flow reaches its maxi-
mum value. In fact, it can be easily shown that for the el-
ementary model this value is 1 /3 of the reed beating pressure
pM, which is also verified in the clarinet �Sec. III B 2�. In the
measured curves however, this value is usually situated be-
tween 1/4pM and 1/5pM. Nevertheless, the shapes of the
curves are qualitatively similar to the theoretical ones.

B. Conical diffuser

The former observations about the displacement of the
maximum value can be analyzed in terms of the pressure
recoveries due to flow decelerations inside the reed duct.
Variations in the flow velocity are induced by the increasing
cross section of the reed towards the reed output �Fig. 14�.
This can be understood simply by considering energy and
mass conservation between two different sections of the
reed,

pin +
1

2
�� q

Sin
�2

= pout +
1

2
�� q

Sout
�2

, �13�

where q is the total volume flow that can be calculated either
at the input or the output of the conical diffuser by integrat-
ing the flow velocity over the cross section Sin or Sout, re-
spectively.

In practice, however, energy is not expected to be com-
pletely conserved along the flow because of its turbulent na-
ture. In fact, for instance at the reed output �diameter d�, the
Reynolds number of the flow �Re=ud /�=4�q /�d��� can be
estimated using data from Fig. 9 to reach a maximum value
of 5000. Given that this number is inversely proportional to

the diameter of the duct d, the Reynolds number increases
upstream, inside the reed duct, so that the flow is expected to
be turbulent also for lower volume flows.

For turbulent flows, no theoretical model can be applied
to calculate the pressure recovery due to the tapering of the
reed duct. However, phenomenological models are available
in engineering literature, where similar duct geometries are
known as “conical diffusers.” Unlike in clarinet mouth-
pieces, where the sudden expansion of the profile is likely to
cause a turbulent mixing without pressure recovery �Hirsch-
berg �1995��, this effect must be considered in conical dif-
fusers. The pressure recovery is usually quantified in terms
of a recovery coefficient Cp stating the relation between the
pressure difference between both ends of the diffuser and the
ideal pressure recovery which would be achieved if the flow
was stopped without losses,

CP =
pout − pin

1
2�uin

2 . �14�

CP values range from 0 �no recovery� to 1 �complete recov-
ery, never achieved in practice�.

According to Eq. �14�, pressure recovery is proportional
to the square of the flow velocity at the entrance of the coni-
cal diffuser, and consequently to the squared volume flow
inside the reed. The overall pressure difference across the
reed �pm− pout� is deduced from the corresponding pressure
difference without pressure recovery �pm− pin� according to
the formula

�pm − pout� = �pm − pin� − �q2, �15�

where �= 1
2��Cp /Sin

2 � is a constant. This explains why the
curve q= f�pm− pout� in Fig. 13 is more shifted to the left
compared to the curve q= f�pm− pin� at the top, where q is
higher.

FIG. 13. Comparison of the experimental nonlinear characteristics curve
with the elementary model shown in Fig. 1. Two models are fitted, for
increasing �pM =35 kPa, ks=1.04�1010 kg m−3 s−2� and decreasing �pM

=27 kPa, ks=8.86�109 kg m−3 s−2� mouth pressures.

FIG. 14. �Color online� Cross-section profiles �axis and area� of an oboe
reed, measured on a mold of the reed channel, and indexes used in Sec.
IV B: mouth, constriction, and reed output.
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1. Reed model with pressure recovery

In order to take into account the pressure recovery be-
fore the reed output, the flow is divided into two sections, the
upstream, until the constriction at 28 mm �index c in Fig. 14�
and the conical diffuser part from the constriction until the
reed output. In the upstream section, no pressure recovery is
considered, so that the flow velocity can be calculated using
the pressure difference between the mouth and this point
using a Bernoulli model, as in Eq. �3�, but replacing pr with
pc,

q = S�2�pm − pc�
�

. �16�

Similarly, the reed opening is calculated using the same
pressure difference,

��p�c = pm − pc = kS�S0 − S� . �17�

The total pressure difference used to plot the character-
istic curve, however, is different, because the recovered pres-
sure has to be added to ��p�c,

pm − pr = ��p�c − Cp
1

2
�� q

Sc
�2

, �18�

where Sc is the reed duct cross section at the diffuser input,
i.e., at the constriction, which is found from Fig. 14, Sc=4
�10−6 m2.

Using these equations, the modified model can be fitted
to the experimental data. In Fig. 15, the same parameters ks

and S0 were used as in Fig. 13, leaving only Cp as a free
parameter for the fitting. Figure 15 was obtained for a value
of Cp=0.8. This value can be compared to typical values of
pressure recovery coefficients found in industrial machines
�Azad �1996��.

In engineering literature, CP is found to depend mostly
on the ratio between output and input cross sections �AR
=Sout /Sin� and the diffuser length to initial diameter ratio
�L /din� �White �2001��. The tapering angle � influences the
growth of the boundary layers, so that above a critical angle

��=8° � the flow is known to detach from the diffuser walls,
considerably lowering the recovered pressure. An in-depth
study of turbulent flow in conical diffusers can be found in
the literature �Azad �1996��, usually for diffusers with much
larger dimensions than the ones found in the double reed.

The geometry of the conical diffuser studied in Azad
�1996� can be compared to the one studied in our work: the
cross section is circular and the tapering angle �=3.94° is
not very far from the tapering angle of the reed staple �
=5.2° �in particular, both are situated in regions of similar
flow regimes, Kilne and Abbott �1962�, as a function of the
already mentioned AR and L /din�. Reynolds numbers of his
flows �Re=6.9�104� are also close to the maximum ones
found at the staple input �Re�104�. The length to input di-
ameter ratio of the reed staple L /d=20 is bigger than that
found in Azad �1996�; however, the pressure recovery coef-
ficient can be extrapolated from his data to find the value
CP�0.8 �Fig. 2 in Azad �1996��, or a slightly smaller value
of CP�0.7 based on Fig. 6.28b in White �2001�.

V. CONCLUSION

The quasistatic nonlinear characteristics were measured
for double reeds using a similar device as the one used for
single-reed mouthpieces by Dalmont et al. �2003�. The ob-
tained curves are close to the ones found for single reeds, and
in particular no evidence of multivalued flows for a same
pressure was found, as was suggested by theoretical consid-
erations made by Wijnands and Hirschberg �1995� or Vergez
et al. �2003�.

However, double-reed characteristic curves present sub-
stantial quantitative differences for high volume flows when
compared to elementary models for the reed. These differ-
ences can be explained using a model of pressure recovery in
the conical staple, proportional to the square of the input
flow velocity.

In Vergez et al. �2003� a similar model had already been
considered with the pressure difference between the jet and
the output of the reed depending on the square of the volume
flow q �Eq. 15, p. 969 in Vergez et al. �2003��,

pm = pj +
1

2
�v j

2 �19�

pj = pr +
1

2
�

	2

Sra
q2, �20�

with Sra the cross section of the double reed where the jet
reattaches. However, through theoretical considerations, the
typical values 	 were estimated to be positive �would cor-
respond to a negative Cp�. The result was a nonlinear char-
acteristic q= f�pm− pout� increasingly shifted to the right com-
pared to the curve q= f�pm− pin� as q increases.

Based on the experimental results presented in the
present paper, it is now possible to explain why the underly-
ing conjectures were wrong. In fact, our estimation was
based on a jet contraction factor �=0.8, whereas our recent
experiments have revealed that no jet contraction occurs
�Almeida �2006��. Consequently, in Eq. 16 of Vergez et al.
�2003� head losses were the most important terms leading to

FIG. 15. Comparison of the experimental nonlinear characteristics curve
with a reed model with pressure recovery in the final part of the duct. Fitted
ks and S0 are the same as in Fig. 13 and different for increasing and decreas-
ing mouth pressures. In both cases the value Cp=0.8 was used.
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a positive 	. On the other hand imposing �=1 would mean
Sj =Sra in Eq. 16 of Vergez et al. �2003�, leading to 	=−1
+ �Sra /Sr�2+	losses. Given that �Sra /Sr�2�4�10−2, a nega-
tive 	, i.e., a positive Cp, is expected.

It is worth noting that direct application of the measured
characteristic curves to the modeling of the complete oboe is
not that obvious. Indeed, the assumption that the mouthpiece
as a whole �reed plus staple� can be modeled as a nonlinear
element with characteristics given by the above experiment
would be valid if the size of the mouthpiece was negligible
with respect to a typical wavelength. Given the 7 cm of the
mouthpiece and the several tens of centimeters of a typical
wavelength, this is questionable. Should the staple be con-
sidered as part of the resonator? In that case, the separation
between the exciter and the resonator would reveal a longer
resonator and an exciter without pressure recovery. This
could be investigated through numerical simulations by in-
troducing the pressure recovery coefficient �CP� as a free
parameter.

Moreover, the underlying assumption of the models is
that nonstationary effects are negligible �all flow models are
quasistatic�. Some clues indicate that this could also be put
into question.

�i� First of all, experimental observations of the flow at
the output of the staple �through hot-wire measure-
ments, Almeida �2006�� revealed significant differ-
ences in the flow patterns when considering static and
auto-oscillating reeds.

�ii� Moreover, nondimensional analysis revealed Strouhal
numbers much larger than for simple reed instruments
�Vergez et al. �2003�, Almeida �2006��.
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APPENDIX: CALCULATION OF THE MINIMUM
DIAPHRAGM CROSS SECTION

The total pressure drop in the reed-diaphragm system
�Fig. 2� is

��p�s = ��p�r + ��p�d. �A1�

The system’s characteristics become multivalued when
there is at least one point on the curve where the slope is
infinite,

�

�q
��p�s =

�

�q
��p�r +

�

�q
��p�d = 0. �A2�

Because of simplicity, the derivatives in Eq. �A2� are
replaced by their inverse,
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= 0, �A3�

yielding

�S

�
�2��p�r

�
�−1/2

−
1

ks
�2��p�r

�
�1/2�−1

+
�

Sd
�2��p�d

�
�1/2

= 0.

�A4�

Solving for Sd,

Sd = − �2��p�d
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Simplifying,

Sd = − S� ��p�d

��p�r
�1/2

+
2

ks
���p�d��p�r�1/2. �A6�

From Eqs. �3� and �8�, we can find

��p�r = �Sd

S
�2

��p�d, �A7�

and Eq. �A6� can be written

Sd = − S
S

Sd
+

2

ks

S

Sd
��p�r. �A8�

Now we can replace S=S0− ���p�r /ks� to find

Sd
2 = �− S0 + 3

��p�r

ks
��S0 −

��p�r

ks
� . �A9�

It is clear that the right-hand side of this equation must be
positive. Moreover, it is a parabolic function of ��S�
= ��p�r /ks, with its concavity facing downwards.

The maximum value of Sd
2�S�,

max�Sd
2�S�� =

S0
2

3
, �A10�

is thus the value for which there is only a single point where
the characteristic curve has an infinite slope.

We thus conclude that Sd=S0 /�3=0.58S0 is the mini-
mum value of the diaphragm cross section that should be
used for flow measurements.
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Traditional didjeridus have a broad range of bore geometries with many details not immediately
apparent to a player, and are therefore suitable for examining the relationship between perceived
quality and physical properties. Seven experienced players assessed the overall playing quality of 38
didjeridus that spanned a wide range of quality, pitch, and geometry, as well as 11 plastic cylindrical
pipes. The ranking of these instruments was correlated with detailed measurements of their acoustic
input impedance spectra. Most significantly, the ranked quality of a didjeridu was found to be
negatively correlated with the magnitude of its acoustic input impedance, particularly in the
frequency range from 1 to 2 kHz. This is in accord with the fact that maxima in the impedance of
the player’s vocal tract can inhibit acoustic flow, and consequently sound production, once the
magnitude of these impedance maxima becomes comparable with or greater than those of the
instrument. This produces the varying spectral peaks or formants in the sound envelope that
characterize this instrument. Thus an instrument with low impedance and relatively weak impedance
maxima in this frequency range would allow players greater control of the formants in the output
sound and thus lead to a higher perceived playing quality. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2384849�

PACS number�s�: 43.75.Fg �DD� Pages: 547–558

I. INTRODUCTION

The didjeridu �or didgeridoo� is an unusual and ancient
musical instrument originally played in parts of Northern
Australia, where the Yolngu people call it the yidaki or
yiraki. In didjeridu playing, the configuration of the player’s
vocal tract has a spectacular effect on the timbre, for reasons
that have been explained elsewhere �Tarnopolsky et al.,
2005, 2006; Fletcher et al., 2006�. In performance, the player
�usually a man� places his lips at the narrower end of the
instrument and uses the technique of “circular breathing”
that allows him to play without stopping. This involves fill-
ing his cheeks with air, then inhaling quickly through the
nose �and bypassing the mouth at the soft palate� to refill the
lungs with air. The contrast between the sounds produced
during inhalatory and exhalatory play is often used to estab-
lish a rhythm, which is believed to give the instrument its
onomatopoeic Western name. Unusual among wind instru-
ments, it usually only plays a single note at the frequency of
its lowest resonance, although overblowing to produce notes
at the second or very occasionally higher resonances is
sometimes used to produce musical accents. Apart from the

interesting rhythm, the chief musical interest in performance
thus comes not from pitch variation, but from the contrasting
and varying timbres that can be produced by either deliberate
movement of the player’s tongue and/or by movements as-
sociated with “circular breathing.” There are also
vocalizations—sounds that are introduced when the player
deliberately sings simultaneously at a frequency different
from that of the lips.

Acoustical aspects of the didjeridu previously studied
include observations of the lip motion �Wiggins, 1988; Tar-
nopolsky et al., 2006�, numerical modelling of the lip motion
�Hollenberg, 2000�, the linear acoustics of the instrument
�Amir and Alon, 2001; Amir, 2003, 2004; Caussé et al.,
2004�, the lip-air column interaction �Fletcher, 1983; 1996�
and the interactions among the vocal tract, the vocal folds,
the lip motion, and the didjeridu air column �Tarnopolsky et
al., 2005, 2006; Fletcher et al., 2006�.

Another unusual feature of the instrument is that its bore
is largely constructed by termites that eat the interiors of
small eucalypt trees. This produces an irregular and some-
what flared bore. Suitable tree trunks are selected by listen-
ing to the sound made by tapping them, then cut to yield a
length of typically 1.2–1.5 m �different cultural groups have
different styles�. The central bore is then cleared of debrisa�Electronic mail: john.smith@unsw.edu.au
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and a ring of beeswax placed on the smaller end of the in-
strument to allow a better and more comfortable seal around
the player’s mouth.

In the first two papers in this series �Tarnopolsky et al.,
2006; Fletcher et al., 2006�, it was shown how and why
changes in the geometry of a player’s vocal tract may have a
large effect on the timbre of the sound produced by the in-
strument. But what is the effect of the geometry of the bore?
More particularly, what makes a didjeridu a good or a bad
instrument in the judgment of performers?

One possibility is to examine the sound produced by a
didjeridu when played �e.g. Amir 2003, 2004; Caussé et al.
2004�: a good instrument should make a good sound. How-
ever, this approach has the disadvantage that the quality of
the didjeridu/player combination is being studied rather than
the intrinsic quality of the didjeridu. �A superior player might
be capable of producing a superior sound from an inferior
instrument, whereas an inferior player might only produce an
inferior sound from a superior instrument.� Further, the very
large variation in timbre that an experienced player may pro-
duce on one instrument, using his vocal tract, could easily
mask differences among instruments.

The above problems can be avoided, in principle, by
measuring the intrinsic acoustical properties of instruments,
without players, and comparing these with subjective rank-
ings of quality provided by players. However, studies aimed
at correlating the intrinsic acoustical properties of orchestral
instruments with their quality as judged by players are
known to be difficult for a variety of reasons �e.g., Pratt and
Bowsher, 1978, 1979�. The difficulties may be less with the
didjeridu for the following reasons:

�i� Orchestral instruments have usually undergone a long
evolutionary period resulting in designs and manufac-
turing processes that can produce instruments that are
close to optimal. Consequently the differences among
orchestral instruments of the same type are usually
relatively subtle �e.g., Widholm et al., 2001�. Didjeri-
dus are quite different. Although considerable skill is
involved in selecting a trunk that might produce a
good didjeridu, and in reaming out the bore appropri-
ately, the quality is virtually unknown until the did-
jeridu is actually played. Because the shape of the
bore is largely determined by termites and the shape
of the tree trunk, the variation in bore, and conse-
quently in quality, is very great among didjeridus; far
more than would normally be encountered with or-
chestral instruments. These extreme variations could
help in deciding which acoustical properties are im-
portant to players �e.g., Amir, 2004; Caussé et al.,
2004�.

�ii� Much can be learned about an orchestral instrument
from its appearance. For example, a simple visual in-
spection of a brass instrument can provide informa-
tion on crucial parameters such as the bore dimen-
sions and profile. Furthermore, the name of the
instrument maker, the materials used, the degree of
finish, and evidence of previous use can also influence
a player’s assessment. The avoidance of factors that

might affect a player’s assessment thus introduces
constraints upon performance, e.g., not being allowed
to hold the instrument normally, or playing in very
dark rooms, or even being blindfolded �e.g. Bertsch,
2003; Inta et al., 2005�. The situation is quite different
for the didjeridu; there is no simple, obvious correla-
tion between its appearance and its quality �see Fig. 1�
and consequently players can handle and play the in-
strument normally. Furthermore, there are no manu-
facturers’ insignia on a new instrument and the exter-
nal shape of the instrument provides little information
on the critical bore profile and finish. Indeed, the de-
tailed bore profiles are not known even to the experi-
menters. Perhaps the only information that can be
gleaned from a casual inspection is the size and de-
gree of flaring in the bore at the end of the instrument.
However one possible source of information might be
the tribal markings on some authentic instruments be-
cause some cultural groups and/or makers are known
to prefer different bore profiles �Knopoff, 1997�.

�iii� Orchestral wind instruments usually play many differ-
ent notes at frequencies that are determined by the
extrema in the acoustic input impedance of the instru-
ment. �The acoustic impedance is the complex,
frequency-dependent ratio of acoustic pressure to vol-
ume flow.� The multiple pitches introduce a wide
range of desirable features that should be assessed for
each note and combinations of notes including the
intonation, stability, timbre, dynamic range, ease of
transition, etc. �e.g., Plitnik and Lawson, 1999�. In

FIG. 1. �Color online� Photographs �to scale� illustrating the difficulty of
identifying the quality of a didjeridu from its external appearance and ge-
ometry. The instruments labelled A–H were classified by the Didjshop as
being high concert, medium-high concert, medium concert, medium-low
concert, low concert, first class, first-second class, and second class, respec-
tively. Their ranked qualities determined in this project were 5, 6, 7, 13, 21,
35, 37, and 26 respectively. As players know, it is difficult to judge a good
instrument by inspection. This composite image was composed from images
of the individual instruments that were adjusted to correct relative scale.
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contrast, the didjeridu is usually played at only one
pitch and at a limited range of volumes. Although the
didjeridu introduces a new set of qualities to be as-
sessed that are associated with the influence of the
vocal tract and additional use of the vocal folds, the
qualities that need to be assessed are still rather fewer
than for orchestral instruments. This greatly reduces
the testing required for each instrument.

�iv� The effectiveness and ease of operation of the keys or
valves on a traditional wind instrument, and even their
“feel” under the player’s fingers, may influence judg-
ments about quality. Didjeridus have no keys or me-
chanical parts.

Any decision on the quality of a musical instrument
should be made by experienced players. In this paper the
quality of 38 naturally made didjeridus, spanning a wide
range of quality and geometry, and a typical range of pitch,
was assessed by two very experienced players involved in
selling didjeridus �from a wholesale and mail order enter-
prise called “the Didjshop”� and also a panel of five experi-
enced players with a range of styles from traditional to con-
temporary. To determine the possible influence of pitch on
assessed quality, a control study was also made on nine did-
jeridus made from plastic pipe, which differed only in their
length. The subjective assessments of players were then cor-
related with detailed measurements of the acoustic input im-
pedance spectra and geometrical parameters of the 38 did-
jeridus to determine which acoustical properties are
important to players.

II. MATERIALS AND METHODS

A. The didjeridus

The 38 traditional didjeridus studied were all from the
collection of the “Didjshop” �www.didjshop.com�. This is a
commercial enterprise located near Kuranda in North Queen-
sland, approximately 2000 km to the north of Brisbane, the
state capital. It handles thousands of didjeridus each year;
each one has been harvested and crafted by a local indig-
enous craftsperson from a termite-eaten Eucalypt. This re-
sults in instruments with a very wide range of geometries
and consequently there is a large variation in quality among
these instruments. During the last 13 years the Didjshop has
developed a standardised procedure to classify these instru-
ments and maintains a large database including these classi-
fications and other information.

Each didjeridu used in the current study has undergone
the standard preparation of instruments handled by the enter-
prise. Each is subjected to a proprietary treatment to stabilize
the wood against cracking, and then varnished or painted if
required. �For painting, the instruments are returned to local
indigenous artists.� Each is then played and assigned a nomi-
nal playing pitch �henceforth denoted as the pitch�. Two ex-
perienced musicians then play the instrument and assess its
sound quality in one of eight categories. They also compare
it with a permanent set of reference instruments consisting,
for each note over the normal pitch range, of several instru-
ments with different degrees of quality. The didjeridu to be

sold is then assigned to one of five major categories accord-
ing to its overall sound and performance quality �see below�.

The 38 traditional instruments whose acoustical proper-
ties were measured in the current study include 33 instru-
ments from a collection that is not for sale, and therefore in
principle could be used in future studies. They were selected
to cover a wide range of assessed qualities and nominal
pitches ranging from A1 �55 Hz� to G2 �98 Hz�. There were
five instruments at each of F2, E2, and C2; 4 instruments at
D#2 and D2; 3 instruments at G2, C#2, B1, and A#1; 2
instruments at A1.

The internal diameter at the mouth end of the instru-
ment, din, had been measured previously for each instrument
prior to the application of the beeswax. The maximum and
minimum internal diameters of the often asymmetric bore at
the terminal end of the instrument were measured using cali-
pers, and the effective output diameter, dout, taken as their
geometric mean.

The perceived quality of a didjeridu might depend upon
its playing pitch. This would be difficult to investigate using
traditional instruments because of the wide variations in bore
profile between instruments. Consequently a study was also
made on 9 PVC tubes with the same diameter �38 mm�, but
different lengths, that covered the pitch range from A1 to F2.
A study was also made on a set of 3 PVC tubes with different
diameters �25, 38, and 50 mm�, but the same pitch—C2
�nominally 65.4 Hz�.

B. The players

In addition to the two experienced members at the Didj-
shop, five other experienced players volunteered for this
study to assess the sound quality of each didjeridu on each of
seven criteria. They then also ranked each didjeridu accord-
ing to its overall quality. These five players had an average of
11 years playing experience, in styles ranging from tradi-
tional to contemporary.

C. The assessed quality of each didjeridu

The classification procedure used by the Didjshop in-
volves the staff assessing the sound quality of each instru-
ment by awarding a score out of five in each of the following
seven categories; backpressure, clarity, resonance, loudness,
overtones, vocals, and speed. Each instrument is then as-
sessed for its overall quality by awarding a score out of ten.
This classification system has been used by the staff for
13 years to describe thousands of instruments. For each in-
strument, these and other data, a brief sound file and a pho-
tograph are recorded. Because this database was available,
and because the classifications were familiar to the standard
panel players, we retain this classification system for the cur-
rent study. However, in this paper we concentrate on the
overall quality awarded.

The five major categories used by the Didjshop are
given names chosen for commercial reasons. They are �with
the associated scores�:

High concert class. These didjeridus represent the best
1%–2% of the instruments sold/handled by the Didjshop.
�They are judged to score 10 out of 10 for overall quality�.
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Medium concert class. These didjeridus will have rated
4 out of 5 in most sound attributes and should not score less
than 4 in either clarity or resonance �overall quality score 8
of 10�.

Low concert class. These didjeridus are guaranteed to
have a better sound quality than that of a PVC pipe �overall
quality score 6 out of 10�.

First class. These are of sound quality similar to or bet-
ter than that of a PVC pipe �overall quality score 4 out of
10�.

Second class. These instruments display a major short-
coming in one or more categories, usually clarity. It is sug-
gested that these are more suited to being used as artifacts for
display rather than as musical instruments �overall quality
score 2 out of 10�.

Instruments are also often assigned to intermediate
classes resulting in nine possible classes. Examples of the
sound produced by a representative instrument belonging to
each of the above five main classes when played by the same
musician are available on the web: see http://www.didjshop.
com/shop1/soundscapescart.html; The instruments studied
spanned the whole range from “second” to “high concert.”

D. Measurements of the input impedance spectra
of each didjeridu

An impedance spectrometer described previously �Smith
et al., 1997; Epps et al., 1997� was adapted for this study,
using some of the techniques of Gibiat and Laloe �1990� and
of Jang and Ih �1998�, and used to measure the input imped-
ance spectrum of each instrument, i.e., the impedance at the
end that is blown by the player. Briefly, a waveform is syn-
thesized from harmonic components, amplified, and input via
a loudspeaker and impedance matching horn to a waveguide
of known geometry with three microphones. The spectrom-
eter is calibrated by connecting this waveguide to two refer-
ence impedances. One reference is an acoustic open
circuit—a rigid seal located at the measurement plane. The
other reference is an acoustically quasi-infinite cylindrical
pipe whose impedance is assumed to be real and equal to its
calculated characteristic impedance. The spectrometer is then
connected to the impedance to be measured, and the un-
known impedance spectrum calculated from the pressure
components measured in the measurement and two calibra-
tion stages.

The bore diameter of the didjeridu is larger than that of
the instruments we have studied previously �Smith et al.,
1997; Wolfe et al., 2001� and consequently a lower imped-
ance reference was required. The acoustically semi-infinite
cylindrical pipe used for calibration in this study had an in-
ternal diameter of 26.2 mm and a length of 194 m. Because
the first curve in the pipe occurs at 40 m from the impedance
spectrometer and because any curves have a radius of 5 m or
greater, the effects of reflections from these curves are ex-
pected to be negligible and this reference impedance should
be purely resistive.

Measurements were made at a sample rate of 44.1 kHz
using a MOTU 828 audio converter �nominal 24-bit� con-
nected via a Firewire serial connection to a MacIntosh G4
iBook. Small electret microphones �Tandy #33-1052� were

used in conjunction with a deltatron preamplifier �Bruel &
Kjaer 2693 OS2�. The stimulus waveform contained 2194
harmonics with a fundamental frequency of 1.346 Hz span-
ning the frequency range from 50 to 3000 Hz.

III. RESULTS AND DISCUSSION

A. Consistency of the subjective assessments
of overall quality

Musicians have different musical backgrounds, prefer-
ences and individual styles. This observation is at least as
true of the didjeridu players as of most other instrumental-
ists; indeed the variation may be greater for the didjeridu
because of the absence of a formal academic tuition system
with examinations. Consequently, a player’s assessment of
the quality of an instrument could be influenced by its suit-
ability to his particular style of playing. It is thus important
to examine how consistently the instruments are judged by
the players. Because it is difficult to maintain an absolute
scale for these subjective parameters, the relative rankings
will be used for analysis rather than the individual scores.

1. Ranking of traditional instruments
by the players

The Kendall coefficient of concordance, W, calculated
from the individual ranking of overall quality by the 5 play-
ers for the 38 traditional didjeridus was calculated to be W
=0.335. �W is a parameter used to rank the concordance of
judgements; W=1 if all players ranked the instruments in
exactly the same order, W=0 if the rankings were essentially
at random, see Kendall and Babington Smith �1939�.� This
value corresponds to a �2=62 and a probability p=0.006 that
such a result might arise by chance. �The “probability” p is
used hereafter in this sense, subject to the usual assump-
tions.�

2. Ranking of PVC pipes by the players

Nine of the 11 PVC pipes studied had the same internal
diameter and were identical except for their length; this
should only substantially affect the sounding pitch of each
instrument. Providing the assessed overall quality is indepen-
dent of pitch, the scores assigned by the five players to these
nine instruments would be expected to be very similar, and
ranked in no particular order. Indeed the Kendall coefficient
of concordance, W, showed no significant correlation in the
ranking of overall quality for these instruments. There was
also no significant correlation between overall quality and
pitch. The average score for overall quality for the PVC
pipes was �3.0/10� which would have placed them in a tra-
ditional didjeridu category midway between first class
�4/10� and second class �2/10�. This is consistent with the
definitions given in Sec. II C.

Three of the PVC pipes were of the same length, but had
different internal diameters �25, 38, and 50 mm�. There was
a significant difference in their scores and in their rankings.
The value of W=0.88 indicated a significant correlation be-
tween the rankings for overall quality, with a probability p
=0.012 that this correlation might arise by chance. Players
showed a distinct preference for a large internal diameter
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with the widest tube ranked as the best and the narrowest
tube ranked as the worst of the 11 PVC pipes.

3. Comparison with the Didjshop rankings

The assessments made by the Didjshop involve musi-
cians with experience of thousands of instruments. It is thus
quite likely that their ranking might differ from those made
by the five volunteer players. However the Spearman rank-
order correlation coefficient, rS �see Kendall and Babington
Smith, 1939� calculated between the average ranking
awarded by the Didjshop and the average ranking of the five
players for the traditional instruments was rS=0.51 with a
probability p=5�10−4 that such a non-null result might
arise by chance. There was thus good agreement between the
rankings of the Didjshop and the players.

The “ranked quality” of each instrument used for the
remainder of this paper was derived by averaging the Didj-
shop ranking for overall quality and the mean ranking of the
panel of five players for overall quality. There were only two
ties in the ranked quality of the traditional instruments �one
pair with rank 17 and one pair with rank 30�.

B. Does assessed quality depend upon pitch?

A most obvious difference among the 38 traditional did-
jeridus studied is that they play at different pitches. It is thus
important to check first whether the pitch influences the
ranked quality. For example, it is possible that players might
prefer didjeridus in a certain pitch range, perhaps the range
they have most commonly used or heard. However the fol-
lowing results indicate that, over the range studied �A1–G2�,
pitch does not influence the ranked quality:

�i� the absence of any significant correlation between
pitch and ranked quality for the 38 traditional didjeri-
dus;

�ii� the absence of any significant correlation between
pitch and ranked quality for the 9 PVC pipes;

�iii� the absence of any significant concordance in the or-
der in which players ranked the quality of the 9 PVC
pipes of the same diameter with different pitch �W
=0.11, p=0.84�.

Consequently, we did not divide the didjeridus into
groups with limited pitch range, and instead used all of the
38 traditional didjeridus studied for the correlation studies

C. The acoustic input impedance

Figure 2 shows the input impedance spectrum Z�f� mea-
sured on three of the instruments. Of the 38 studied, they
were the instruments with the best, an intermediate, and the
worst overall ranking for quality. All the impedance spectra
showed the expected strong resonance at the fundamental
frequency that is required for maintenance of the vibration
regime. However the amplitude of the higher resonance
peaks decreased rapidly with increasing frequency in the
Z�f� spectra of didjeridus of higher ranked quality, leaving
spectra with little structure and only maxima of low magni-
tude in the region of 1–2 kHz, which is where formants are

emphasized in performance. �Throughout this paper, we use
“resonance” to refer to a passive acoustic property of a sys-
tem and “formant” to refer to a consequent broad spectral
peak in the envelope of the sound spectrum. Although some
writers use “formant” in both senses, in this paper it is nec-
essary to distinguish carefully the two different phenomena.�

In general, the magnitudes of the first few peaks in the
spectrum decrease monotonically with increasing frequency.
For brevity, we write Zn to denote the magnitude of the nth
maximum in Z�f� with frequency fn. In only one of the 38
instruments studied was Z2 significantly higher than Z1 �in-
strument #5�. The 38 traditional didjeridus studied here are
thus quite different from the instrument E1 studied by Amir
�2004� for which Z3 was noticeably higher than Z1 and Z2.

D. The relationship between quality and the acoustic
impedance of the fundamental resonance

The low frequency impedance of the instrument is
mainly responsible for controlling the vibration regime. Al-
though a strong low frequency resonance is obviously essen-
tial, the strength of the resonance �however defined� might

FIG. 2. Semilogarithmic plots of the measured acoustic impedance as a
function of frequency for three didjeridus with the highest ranked quality
�top�, an intermediate ranked quality �middle�, and worst ranked quality
�bottom� from the 38 traditional instruments. The Didjshop classifications of
these instruments were high concert, medium-low concert, and first-second
class, respectively. The arrow on the right of each figure indicates the esti-
mated value of the characteristic impedance, Z0, for that instrument.
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be less important for the didjeridu than for other instruments
where precise and rapid changes in pitch are important.

1. Z0: The characteristic impedance

An effective value for Z0, deliberately biased by fre-
quencies near that of the playing pitch, was defined as the
geometric mean of the magnitudes of the first maximum �Z1�
and first minimum �Zmin� in the impedance spectrum. �On the
semilogarithmic plots of Z�f� shown in Fig. 2 it falls halfway
between the first maximum and minimum.� Z0 was found to
vary from approximately 0.2 to 1 MPa s m−3. This corre-
sponds to the expected values for cylindrical pipes with di-
ameters in the approximate range 25–50 mm. Figure 3�a�
shows there is a negative correlation between ranked quality

and Z0, higher quality instruments being associated with a
lower Z0. It could be argued that the effective value of Z0

defined above is a slight overestimate because the magnitude
of successive extrema in Z�f� will decrease with increasing
frequency. This can be a consequence of increased losses due
to wall damping and/or radiation losses from the open end of
the instrument. The decrease in extrema with increasing fre-
quency could be described in the form

Zi = Z1 exp�− ��f i − f1�� , �1�

where � was estimated by linear regression to the first 3–6
maxima of log Z�f�. The regression was always significant
to 5% or better. The effect of a decrease in extrema with
increasing frequency upon Z0 can then be allowed for us-
ing the relationship,

log10�Z0� = �log10�Z1� + log10�Zmin� − �fdiff/loge�10��/2,

�2�

where fdiff is the separation in frequency between Z1 and
Zmin. Correction of Z0 for the decrease in extrema with
increasing frequency was found to reduce Z0 by an aver-
age value of 5% and to make no significant difference to
any of the correlations studied.

2. Z1: The maximum impedance of the first resonance

Z1 was estimated from the largest magnitude measured
around the first resonance peak and was found to range from
approximately 5 to 40 MPa s m−3. Figure 3�b� shows there is
a negative correlation between ranked quality and Z1, higher
quality instruments being associated with a lower value of
Z1. The impedance spectrum was measured with a frequency
resolution of 1.346 Hz and consequently a value of Z1 esti-
mated from the largest measured value can be an underesti-
mate because the peak value of Z1 is unlikely to be mea-
sured. Consequently Z1 was also estimated by fitting a
polynomial function to the Z�f� data on each side of the
measured maximum, and then finding their intersection. Z1

estimated in this fashion was only an average of 12% greater
than the maximum measured value. This made no significant
difference to any of the correlations studied.

3. Z1 /Z0: The ratio of the maximum value of the first
resonance to the characteristic impedance

Both Z0 and Z1 are negatively correlated with ranked
quality. The ratio Z1 /Z0 was investigated as a measure of the
“strength” of the resonance. It varied from approximately 20
to 70, and was positively correlated with ranked quality, but
to a smaller degree than the negative correlations for Z0 and
Z1 �see Fig. 3�c��. The correction of Z0 for a decrease in
extrema with increasing frequency, and Z1 for finite fre-
quency resolution, only slightly reduced the correlation of
the ratio Z1 /Z0 with ranked quality.

4. Q1: The quality factor of the first resonance

Q1 was examined as a measure of the “sharpness” of the
fundamental resonance. A precise estimation required apply-
ing a polynomial interpolating function to the Z�f� data on
each side of the first measured maximum, and then finding

FIG. 3. The relationships between measured features in the low frequency
acoustic impedance and the ranked quality of the 38 traditional instruments.
�a� displays Z0, the characteristic impedance, on a logarithmic scale. �b�
displays Z1, the value of the first maximum, on a logarithmic scale. �c�
displays the ratio Z1 /Z0. The datum with an anomalously low value in �a�
and �b� was measured on didjeridu #5. This instrument was ranked as #23
and was the only didjeridu where Z1 was significantly less than Z2. The
dashed lines indicate the correlations. The probabilities were p=5�10−6,
p=1�10−4, and p=0.04, respectively, that the correlation might occur by
chance.

552 J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 Smith et al.: Acoustic determinants of didjeridu quality



their intersection. Values ranged from 12 to 86. There was a
modest positive correlation between Q1 and ranked quality
�see Fig. 4� with players preferring instruments with a
sharper peak in Z�f�.

5. f1: The frequency of the first resonance

f1 ranged from approximately 50 to 105 Hz. No signifi-
cant correlation was found between ranked quality and f1

�data not shown�. This is consistent with the results found
with the 9 PVC pipes of different length, but the same diam-
eter.

The average difference between the frequency of the
nominal playing pitch and f1 was 2%, with the pitch fre-
quency usually slightly above f1. In only one case was the
pitch frequency significantly below f1, this was instrument
#5 which was noticeably anomalous in that it was the only
instrument for which Z1 was significantly lower than Z2. In
this case the pitch frequency �98 Hz� fell between f1

�102 Hz� and f2 /3 �92 Hz�.
The relationships between ranked quality and the char-

acteristics of the first resonance show that players strongly
prefer instruments with an overall low impedance and, to a
lesser degree, a relatively narrow and strong fundamental
resonance.

E. The relationship between quality and the low
frequency impedance maxima

It has been suggested previously that the characteristic
sound of a didjeridu is partly explained by the presence of a
characteristic “hole” in the sound spectrum: in other words,
the first few overtones above the fundamental are weak
�Amir, 2003, 2004�. Could this feature of the spectrum be
related to the perceived quality? In most musical reed and
lip-valve instruments, at least in the low region of their pitch
range, several of the first few maxima in the impedance spec-
trum are in nearly harmonic ratios: either 1:2:3, etc. �oboe,
saxophone etc.�, 2:3:4 etc. �brass instruments� or 1:3:5 etc.
�clarinet�. This means that, at least for low notes, harmonics
of the vibration of the reed or lips fall very close to the
frequencies of impedance maxima. At these frequencies, the

bore operates as an impedance transformer, efficiently
matching the relatively high acoustic impedance at the lips or
reed to the low impedance of the radiation field.

A simple cylindrical pipe has strong impedance maxima
with frequencies that fall close to the ratio 1:3:5. Thus the
third and fifth harmonics of a note played near the frequency
of the first maximum fall near resonances of the bore and so
are radiated efficiently. When such a pipe is used as did-
jeridu, the spectrum of the sound inside the player’s mouth
has many harmonics, in the ratio 1:2:3 etc., whose ampli-
tudes fall almost monotonically as frequency increases. The
spectrum of radiated sound, on the other hand, has relatively
weak second, fourth, and sixth harmonics �Tarnopolsky et
al., 2006�.

A simple cylindrical pipe is classed as a relatively poor
didjeridu. Could the quality of a noncylindrical traditional
didjeridu be related to how well the first several harmonics
are efficiently radiated as sound? Efficient radiation of these
low harmonics can be reduced in two distinct ways, or by a
combination of them:

�i� a bore whose impedance maxima were harmonically
related, but which decreased rapidly with increasing
frequency, would be less efficient as an impedance
transformer, or

�ii� in a bore whose impedance maxima were not close to
harmonic ratios, the harmonics of a note played near
the frequency of the lowest resonance would not fall
at impedance maxima, and so there would be ineffi-
cient radiation, even if impedance maxima did not
decrease significantly with increasing frequency.

We investigate the second effect first: examining the cor-
relation between ranked quality and the resonance frequen-
cies of the instrument bore.

1. f2 / f1: The frequency ratio of the second to the first
resonance

The ratio f2 / f1 ranged from approximately 2.6 to 3.0.
The third harmonic would be enhanced in the radiated sound
of an instrument with a value close to 3 compared to an
instrument with a value significantly less than 3. No signifi-
cant correlation was found between ranked quality and f2 / f1

�see Fig. 5�a��.

2. Harmonicity of impedance maxima

The degree of inharmonicity �Fletcher, 2002� was exam-
ined by comparing the didjeridu resonance frequencies to
those expected for a cylinder. A parameter denoted as the
harmonicity was estimated as the slope obtained by fitting a
linear relationship between fn and �2n−1�f1. There was al-
ways a good fit with p�10−5. Values for the harmonicity
ranged from 0.72 to 1.0 �a value of 1 would be expected for
a perfect cylinder without end effects�. There was no signifi-
cant correlation with ranked quality �see Fig. 5�b��. This is
interesting because it has been previously suggested that in-
harmonicity can play an important positive role in determin-
ing quality �Amir, 2004�.

FIG. 4. The relationship between the Q1, the measured Q factor of the first
impedance maximum, and the ranked quality of the 38 traditional instru-
ments. The dashed line indicates the correlation. The probability was p
=0.02 that this correlation might occur by chance.
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The ratio f2 / f1 and the harmonicity can be significantly
affected by the bore angle. An instrument with a larger bore
angle �e.g., a truncated cone rather than a cylinder� might be
expected to radiate more strongly, which might be a desirable
characteristic. Although it is difficult to define a useful bore
angle for such an irregular shape, f2 / f1 is a measure of the
acoustic property usually associated with bore angle.

Although the resonance frequencies appear to be uncor-
related with ranked quality, it is possible that the magnitudes
of the maxima in Z�f� might be important.

3. Z2 /Z1: The ratio of the magnitudes of the second
to the first resonances

The ratio Z2 /Z1 ranged from approximately 0.2 to 1.4.
No significant correlation was found between ranked quality
and Z2 /Z1 �see Fig. 6�a��.

4. The decrease in impedance extrema with
increasing frequency

Could the ranked quality depend upon how rapidly the
impedance extrema decrease with increasing frequency? Val-
ues for � �see Eq. �1�� ranged from 1 to 6 kHz−1. There was
no significant correlation between � and ranked quality �see
Fig. 6�b��.

It could be argued that there is no need to look at the
overall structure of the impedance spectrum. The shape of
the first resonance peak �and perhaps one or two more� may
influence the vibration regime but, although our measure-

ments show the entire spectrum of Z�f�, the only frequencies
present when a note is played at fo are integral multiples of
that frequency �nfo�.

5. Dependence on Z„nfo…

The important parameters in determining the spectrum
of the sound of the instrument playing at fo will be the im-
pedance at harmonics of the fundamental frequency, i.e.,
Z�2fo�, Z�3fo� , . . ., Z�nfo�, etc. The value of fo will probably
vary from player to player, and may indeed be deliberately
varied by a player to produce different interactions with Z�f�.
To allow for this possibility the values of Z�nfo� quoted are
the maximum values calculated when fo was varied over a
range of plus or minus one semitone in half cent steps from
the measured value. There was no significant correlation be-
tween ranked quality and the individual magnitudes of either
Z�nfo� or the normalized ratio Z�nfo� /Z�fo� for n=2–11
�data not shown�. However there was a good negative corre-
lation with the sum �Z�nfo� for n=2–11; high quality instru-
ments being associated with a low value for �Z�nfo� �see
Fig. 7�. The absolute value was important rather than the
relative value: there was no correlation of ranked quality
with the normalized sum �Z�nfo� /Z�fo� �data not shown�.

FIG. 5. The relationships between the frequencies of the maxima in Z�f� and
the ranked quality of the 38 traditional instruments. �a� and �b� indicate no
significant correlation with f2 / f1 �the frequency ratio of the second to the
first resonance� or the harmonicity �see text�, respectively.

FIG. 6. The relationships between the magnitudes of the maxima in Z�f�
and the ranked quality of the 38 traditional instruments. No significant cor-
relation was found for Z2 /Z1 �the ratio of the magnitudes of the second to
the first resonance� �a�. No significant correlation was also found for � �b�.
�� describes how rapidly the magnitude of the low frequency extrema de-
crease with increasing frequency, see Eq. �1��. The datum with an anoma-
lously high value for Z2 /Z1 was measured on didjeridu #5, the only didjeridu
where Z1 was significantly less than Z2.
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F. Relationship between quality and mid range
impedance

The vocal tract influences significantly the sound of the
didjeridu when its impedance �measured just inside the play-
er’s lips, during performance� is comparable to or greater
than that of the instrument �Tarnopolsky et al., 2005, 2006;
Fletcher et al., 2006�. The main influence of the tract on the
sound appears to be the production of formants in the radi-
ated sound in the frequency range from about 1 to 2 kHz.
Sufficiently high peaks of acoustic impedance in the player’s
vocal tract inhibit acoustic airflow entering the instrument at
those frequencies, by typically 20 dB �Tarnopolsky et al.,
2006, Figs. 4 and 6�. These peaks in the tract impedance thus
produce minima in the sound radiated from the instrument.
The resultant formants in the instrument’s sound �the fre-
quency bands near tract impedance minima and not thus in-
hibited� are important in idiomatic performance. Conse-
quently a high quality instrument might be expected to have
a low acoustic input impedance in this frequency range.
Comparison of the three examples shown in Fig. 2 suggests
this might be the case. To quantify this hypothesis, Fig. 8
shows the relationship between the ranked quality and the
maximum impedance in the range 1–2 kHz. A clear negative
correlation between the ranked quality and the logarithm of

maximum impedance is apparent; the highest ranking instru-
ments have Z�1 MPa s m−3, whereas the instruments with
lowest ranked quality have Z�3 MPa s m−3. This is consis-
tent with our measurements that found the vocal tract imped-
ance measured just inside the lips needed to be several
MPa s m−3 before strong formants appeared in the output
sound �Tarnopolsky et al., 2005, 2006�.

This observation suggests two more specific questions:

�i� Does a high quality instrument need to display a low
value of Z�f� in a particular narrow frequency range
fr?

�ii� Is it the maximum value ZMAX, or the average value
ZAVG, or the rms variation ZRMS, in Z�f� over a par-
ticular frequency range that is important?

These were investigated by calculating the three above
parameters for a number of narrower frequency ranges. A
frequency range fr=200 Hz was selected to ensure that at
least one maximum in Z�f� was always present. In each fre-
quency range and for each instrument, the slope and inter-
cept �both with errors� of the correlation of the logarithm of
the calculated parameter with ranked quality were calculated
for each different frequency range using a plot similar to Fig.
8. The slope and intercept were then used to calculate two
values of Z predicted by this relationship and their associated
errors; one that would be associated with the lowest ranked
instrument and the other with the highest ranked instrument.
These data are plotted in Fig. 9 on a logarithmic scale as a
function of frequency. For each frequency range and param-
eter it is apparent that a decrease in ZMAX, ZAVG, or ZRMS is
always associated with an improvement in ranked quality.
Figure 9�a� indicates that the improvement is most sensitive
to fractional changes in Zmax around 1200 Hz. An improve-
ment in ranked quality produced by a decrease in ZAVG is
significant over a wider frequency range �200–1600 Hz�
�see Fig. 9�b��. Figure 9�c� indicates that the ranked quality
was most sensitive to fractional changes in ZRMS around
1600 Hz.

The results shown in Fig. 9 indicate that, although a
decrease in Z is always associated with an improvement in
quality, low values in the frequency range 1–2 kHz are the
best indicators of quality.

G. Effects of harmonic coincidence

We showed previously �Tarnopolsky et al., 2006� that
“harmonic coincidence” in the 1–2 kHz region can contrib-
ute in a modest way to the strength of formants in the output
sound. A set of harmonically-related maxima in the imped-
ance of the instrument in this frequency range might, in prin-
ciple, be excited by the appropriate playing pitch, or
“switched off” by a relatively small change in the playing
pitch. In some of the sound samples studied, this effect con-
tributed to the magnitude of formants, although the effect
was rather smaller than that produced by vocal tract reso-
nances. Because the formants in question typically involve
the 20 to 30th harmonics, changes in the playing frequency
of only a couple of percent �a fraction of a semitone� can
produce or remove the harmonic coincidence effect.

FIG. 7. A semilogarithmic plot showing the relationship between the sum
�Z�nfo� for n=2–11 and the ranked quality. The dashed line indicates the
correlation. There is a probability p=0.001 that the observed correlation
might occur by chance.

FIG. 8. A semilogarithmic plot showing the relationship between the maxi-
mum value of Z�f� in the range 1–2 kHz and the ranked quality. The dashed
line indicates the correlation. There is a probability p=5�10−7 that the
observed correlation might occur by chance.
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Could the availability of resonances in the 1–2 kHz re-
gion contribute to perceived quality? This was tested by cal-
culating ZH defined as the sum of all the values of Z�f�
within a certain frequency range that corresponded to har-
monics of the fundamental frequency f0. �Interpolation be-
tween discrete values of Z�f� was used where necessary�.
ZHCmax and ZHCmin were defined as the maximum and mini-
mum values of ZH, respectively, when f0 was varied over a
frequency range of plus or minus a semitone in half cent
steps. In all cases there was a clear negative correlation be-
tween ZHC and ranked quality �see Fig. 10�a��. Of course the
difference in ZH as fo is varied might be the important pa-
rameter. Figure 10�b� shows Z�HC defined as the difference
ZHCmax−ZHCmin. Again there is a clear negative correlation
between Z�HC and ranked quality. It thus appears that any
timbral variations produced by harmonic coincidence are
more than countermanded by the necessary associated in-
crease in Z�f�, which in turn reduces the effect of changes in
the vocal tract impedance.

H. Relationships among geometry, quality, and
acoustic impedance

The bore profiles of traditional, termite-eaten didjeridus
are much more complicated than those of any other wind
instrument. So it is difficult to estimate acoustic parameters
precisely from geometry. However we can look at some fac-
tors.

A player might possibly be influenced by the size and
heft of an instrument. However there was no statistically
significant correlation between length and ranked quality.

Z0 of a cylindrical pipe is inversely proportional to the
cross-sectional area. The didjeridu bore-profile is much more
complicated, but one might expect that Z0 is proportional to
din

−2. We found that Z0 varies with din
−2 with a slope

190±30 MPa s m−5 �p=5�10−7�. For a cylindrical tube the
expected slope is around 500 MPa s m−5.

Consequently a correlation between ranked quality and
din, the bore diameter just inside the beeswax ring, might be
expected. Figure 11�a� shows in this case, that higher quality
instruments tend to have a larger diameter at the mouth end.

A correlation between ranked quality and dout might also
be expected. This is because waves in the bore are more
readily transmitted to the radiation field if the instrument has

FIG. 9. Semilogarithmic plots showing the relationships between param-
eters associated with the impedance and the ranked quality as a function of
frequency. Each figure shows the idealized behavior obtained from the cor-
relations between that parameter and ranked quality over a frequency range
of 200 Hz. Values towards the top of each figure indicate the high imped-
ances associated with the lowest quality instruments. Values on the lower
part of each figure indicate the low impedances associated with the highest
quality instruments. ZMAX indicates the maximum value, ZAVG indicates the
average value, and ZRMS indicates the rms variation in Z�f� over that fre-
quency range. Error bars indicate the s.e.

FIG. 10. The relationship between the magnitude of “harmonic coinci-
dence” in the range 1–2 kHz and the ranked quality of the 38 traditional
instruments. �a� shows ZHC, the maximum value of the sum of Z�nfo� over
the frequency range 1–2 kHz when fo is varied over a range of plus or
minus one semitone in half cent steps. �b� shows Z�HC, the difference be-
tween the maximum and minimum values of the sum of Z�nfo� under the
same conditions. The dashed lines indicate the correlations. The probabili-
ties are p=2�10−4 and p=0.01, respectively that the correlations might
occur by chance.
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a large cross-sectional area at the output end. This has two
effects: it reduces the magnitude of the standing wave and
therefore the acoustic impedance associated with resonances.
As explained above, this is a desirable consequence. Further-
more, the increased radiation increases the loudness, a prop-
erty that is usually regarded by musicians as desirable in an
instrument. Figure 11�b� shows that this is the case: higher
quality instruments tend to have a larger diameter at the far
end. There is also a positive correlation between the overall
flare ratio dout /din and ranked quality �see Fig. 11�c��.

IV. CONCLUSIONS

Figure 12 presents photographs of the seven didjeridus
with the highest ranked quality of the 38 studied. The large

variations in external geometry illustrate just how difficult it
is to judge a good didjeridu by inspection. The players’ judg-
ments of the overall quality of the instruments were signifi-
cantly concordant and allow the following conclusions.

The dependence of ranked quality on a number of pa-
rameters is summarized in Table I. Most of the effects listed,
however, are relatively small. Perhaps the most important
conclusions are these:

�1� Ranked quality is not significantly related to pitch, nor to
the frequencies of the resonances.
�2� Providing the characteristic input impedance at low fre-
quencies is sufficiently low, players prefer a relatively nar-
row and strong �i.e., high Q� fundamental resonance.
�3� Quality is inversely related to the magnitude of the
acoustic impedance in all frequency ranges. These results
show that players strongly prefer instruments with an overall
low impedance and the most important determinant of
ranked quality is the impedance in the frequency range about
1–2 kHz, where strong resonances and high values of im-
pedance are strongly negatively correlated with ranked
quality.

This last point can be explained in terms of the tech-
niques used for sound production and variation in the instru-
ment �Tarnopolsky et al., 2005, 2006; Fletcher et al., 2006�.
At the frequencies around the maxima in the impedance
spectra of the player’s vocal tract, acoustic airflow into the
instrument is inhibited and, consequently, output power from
the instrument is weak in these frequency bands. The for-
mants in the output sound are the remaining bands of
frequencies—those not inhibited by high impedance in the
tract. This inhibition effect requires that the maxima in the
impedance of the vocal tract have magnitudes comparable
with or greater than the input impedance of the didjeridu.

FIG. 11. The relationships between instrument geometry and ranked quality
for the 38 traditional instruments. �a� shows din, the bore diameter just inside
the beeswax ring. �b� shows the effective output diameter, dout. �c� shows the
overall flare ratio dout /din. The dashed lines indicate the correlations. The
probabilities were p=2�10−4, 7�10−6, and 0.044, respectively, that the
correlations might occur by chance. �Values of din were not available for 3
instruments, and dout was not available for one instrument; hence the miss-
ing points.�

FIG. 12. �Color online� Photographs �to scale� illustrating the seven didjeri-
dus with the highest ranked quality of the 38 studied. Instruments labelled
A–G were ranked from 1 to 7, respectively. All instruments were classified
by the Didjshop as being high concert, medium-high concert, or medium
concert. This composite image was composed from images of the individual
instruments that were adjusted for correct relative scale.
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Thus an instrument with low impedance and relatively weak
resonances in this frequency range would allow the player
greater control of the formants in the output sound and thus
lead to high perceived playing quality.
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Parameter Correlation
Probability p that
correlation might arise by chance

pitch �

Z0 −ve 5�10−6

Fundamental resonance
f1 �

Z1 −ve 1�10−4

Z1 /Z0 +ve 0.04
Q1 +ve 0.02

Harmonicity of first 6 harmonics
f2 / f �

fn / �2n−1�f1 �

Z�f� for harmonics 2 to 11
Z2 /Z1 �

� �

Z�nfo� �

Z�nfo� /Z�fo� �

� Z�nfo� −ve 0.001
� Z�nfo� /Z�fo� �

Z�f� between 1 kHz and 2 kHz
ZMAX �1–2 kHz� −ve 3�10−7

ZHC max −ve 2�10−5

Z�HC −ve 4�10−4

Geometry
L �

din +ve 2�10−4

dout +ve 7�10−6

dout /din +ve 0.044
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String instruments are usually composed of a set of strings, a soundboard, and a soundbox with
sound holes, which is generally designed to increase the sound level by using the acoustic
resonances of the cavity. In the case of the harp, the soundbox and especially the sound holes are
primarily designed to allow access to the strings for their mounting. An experimental modal
analysis, associated to measurements of the acoustic velocity in the holes, shows the importance of
two particular modes labeled A0 and T1 as it was done for the guitar and the violin. Their mode
shapes involve coupled motions of the soundboard’s bending and of the oscillations of the air
pistons located in the sound holes. The A0 mode is found above the frequency of the lowest
acoustically significant structural mode T1. Thus, the instrument does not really take advantage of
the soundbox resonance to increase its radiated sound in low frequencies. However, contribution of
mode A0 is clearly visible in the response of the instrument, confirming the importance of the
coupling between the soundboard and the cavity. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2384842�

PACS number�s�: 43.75.Gh �NHF� Pages: 559–567

I. INTRODUCTION

The harp is one of the oldest string instruments. Its evo-
lution from the prehistoric instrument to the modern concert
harp led to the elaboration of constitutive elements, which
are designed to efficiently radiate the sound. The modern
concert harp is composed of a set of strings directly con-
nected to a long thin flat soundboard attached to a fairly solid
soundbox with several sound holes. These three elements are
coupled in a complex manner and are attached to a base, a
pillar, and an arm as shown in Fig. 1.

In a string instrument, the mechanical characteristics of
the strings define the note to be played and the soundboard is
designed as a sound radiator. Unfortunately, this sound radia-
tor is not efficient in the low-frequency range when the
acoustic wave length is greater than the size of the sound-
board. An acoustical resonator, called the soundbox, is gen-
erally added in order to increase the sound level. The first
acoustic resonance of the cavity can be used to reinforce the
sound radiation of the instrument. This effect is used in the
design of bass-reflex enclosures. The acoustical resonator has
been the subject of many studies1 on the guitar and on the
violin: the acoustic motion inside the cavity interacts with
the motion of the soundboard to produce two coupled modes.
The first mode is called the plate mode and is associated with
a strong bending motion of the soundboard. In the case of the
guitar2 and of the violin,3 this mode is commonly labeled T1.
The second mode is called the Helmholtz mode or A0 air
mode and corresponds to a strong motion of an air piston

located in the hole. The A0 air mode contributes to a signifi-
cant increase of the sound radiation in the low frequency
range. In order to well understand this low-frequency behav-
ior of the guitar or of the violin, simple discrete models4–6

have been carried out. The parameters of these models can
be obtained from transfer functions measurements on these
instruments.

In the case of the harp, the cavity and holes’ sizes and
shapes are not particularly designed to amplify the sound in
the low-frequency range. One of the main reasons for the
choice of sizes and locations of the holes is the facility for
string mounting. The acoustic role of the holes is not well
understood because the harp, and especially the soundbox,
has not been the subject of many vibroacoustic studies.

The first study7 was carried out on the small harp of
Scotland. Modal analysis has been performed on the sound-
board at different steps of its manufacturing. Air resonances
were also investigated in the soundbox alone by burying it
into sand in order to damp wall vibrations. No evidence of
the presence of a Helmholtz resonance was found. Moreover,
in playing configuration, the relationship between vibration
modes of the instrument and radiated sound was not investi-
gated. This study was later carried out on a Spanish harp of
the baroque period,8 close in size to the current concert harp.
In this study, it was found that vibroacoustic interactions
between soundboard vibrations and the acoustic motions of
the air cavity lead to two coupled modes �112 and 146 Hz�
having similar shapes and corresponding to A0 and T1
modes, respectively. This kind of result was also found on an
unstrung Salvi Orchestra Concert Harp9 by using holo-
graphic interferometric analysis of the soundbox. The author
of this last study identifies A0 and T1 modes by measuringa�Electronic mail: jean-loic.le_carrou@univ-lemans.fr
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the changes of the structural response when sound holes are
closed. For the Salvi Orchestra’s soundbox, another study10

has confirmed that if wall vibrations are damped by sand, the
Helmholtz mode is clearly present in the acoustic response.
A semi-empirical formula was proposed to predict its eigen-
frequency. Another conclusion by Bell9 is that one of the two
coupled modes’ �A0 and T1� presence in the response weak-
ens when the soundboard is stressed by the strings. Thus, for
a strung harp, the A0 mode is particularly difficult to identify.
The reason for that is not clear. This difficulty was also
pointed out on a Celtic harp.11

The aim of this paper is to identify the A0 air mode for
the concert harp and to investigate the importance of its con-

tribution to the instrument’s response. For this purpose, the
paper is divided into two parts. A study of the response func-
tions of the instrument is first performed through the experi-
mental modal analysis of the instrument’s body and through
an investigation of the acoustic field in the cavity. Then, the
identification of the A0 and T1 modes is achieved by study-
ing a modified instrument.

II. EXPERIMENTAL STUDY OF THE CONCERT HARP

A. Experimental procedure

The vibroacoustic behavior of a concert harp is experi-
mentally investigated. All measurements are performed on
an Atlantide Prestige concert harp lent by a French harp
maker, Camac Harps. A schematic diagram is proposed in
Fig. 2 with the principal dimensions of the instrument. The
soundbox of the studied concert harp consists of a 6-mm-
thick semi-conical shell with a total volume of the enclosed
air of 0.029 m3. On the back of the soundbox, there are five
elliptical sound holes whose dimensions are shown in Table
I. The concert harp is studied in playing configuration: all
strings are mounted and tuned. For these measurements,
strings are damped with paper to prevent their vibration
while keeping the static deformation and load imposed by
them on the soundboard. So, the string modes, including

FIG. 1. �Color online� Experimental setup.

FIG. 2. Schematic diagram with di-
mensions of the Atlantide Prestige
concert harp. The locations of two
characteristic points 34 and 23 and
hole number are also shown.

TABLE I. Dimensions of the five elliptical sound holes. The two dimen-
sions correspond to the major axis and minor axis of each ellipse.

No. Major axis �cm� Minor axis �cm�

1 16.6 4.8
2 17.2 5.6
3 17.7 7
4 18.1 8
5 18.5 9.3
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sympathetic modes,12 are highly damped and are not evident
in the instrument’s response.

The experimental setup is shown in Fig. 1: the instru-
ment is excited by a shaker driven by a white noise con-
nected via a rod, through sound hole 4, to the back of the
soundboard. The excitation force F is measured with an ap-
propriate force sensor directly glued to the back of sound-
board. The excitation point is labeled 34, as shown in Fig. 2,
and is located between the Ab and the Bb string �respective
fundamental frequencies at 103.8 and 116.5 Hz� attachment
points. The vibratory velocity ẇ is measured with a laser
vibrometer. The acoustic velocity V in the middle of the
sound holes is measured with an intensity probe. The far
field acoustic pressure P is measured with microphones
placed around the concert harp. Frequency response func-
tions �FRFs� H= ẇ /F, HV=V /F, and HP= P /F are then com-
puted by a standard analyzer.

B. Experimental modal analysis of the instrument’s
body

The identification of structural modes of the soundbox in
the low-frequency range is carried out by modal testing:
eigenfrequencies, mode shapes, and damping parameters can
be extracted from response functions measured at different
points of the structure. The experimental mesh is composed
of 60 points on the soundboard and of 18 points on the
curved surface at the back of the harp, as shown on each
modal shape in Fig. 4. The laser vibrometer is adjusted to
measure the normal velocity on the soundboard. For each
point on the curved surface, both the velocity along the z axis
and along the x axis, defined in Fig. 1, are measured. Mea-
surements are performed at each mesh point in the frequency
range 0–300 Hz. A typical example of the measured fre-
quency response functions is shown in Fig. 3.

The modal identification is carried out using the least
square complex exponential method13 implemented in the
LMS software. Only six consecutive modes in the frequency
range 24–181 Hz are identified because of the high modal
density above 181 Hz as shown by the typical measurement
at point 23 �H23= ẇ23/F� in Fig. 3. In this figure the synthe-

sized response function �Ĥ23� and the least square error �,
defined by

� =
�Ĥ23 − H23�2

�Ĥ23�2
, �1�

are plotted in order to validate the modal identification. Ac-
cording to this indicator �, a good agreement between the
measurement and the model can be found. Parameters ob-
tained from this modal analysis are shown in Fig. 4. The
following conclusions can be drawn for each identified
mode.14

�i� Mode 1 has no nodes on its mode shape: the modal
displacement is close to a global motion of the body
depending on its connections to the arm and to the
bottom of the pillar.

�ii� Modes 2 and 3 have common characteristics: The
axial profiles of soundbox’s displacements are similar
to the first two mode shapes of a simply supported
free beam. Note that as for mode 1, the shapes of
modes 2 and 3 do not induce a change in the volume
of the cavity: a weak coupling of these modes with
the fluid inside the cavity can be expected.

�iii� Modes 4 and 6 have very similar mode shapes. The
soundboard’s displacement field corresponds to the
first bending mode of a quasi-clamped plate. A slight

FIG. 3. Measured FRF ẇ23/F, synthe-
sized FRF ẇ23/F, and least square er-
ror � are shown versus frequency �Ref.
1 dB: 5�10−8 m s−1 N−1�. The grayed
area corresponds to the frequency
range in which modes have been iden-
tified. Numbers associated to vertical
lines indicate the modal frequencies
given in Fig. 4.
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breathing motion of the soundbox is also observed.
Shapes of modes 4 and 6 lead to an important change
in the volume of the cavity.

�iv� Mode 5 is a pitch mode. In the measured response
functions, this mode is not clearly present. It is actu-
ally not well excited since the shaker is connected
close to the central line of the soundboard, which ex-
actly corresponds to its nodal line. Since the strings
are also attached on this nodal line, the role of this

mode is not important when the instrument is played.
For this reason, it will not be considered afterwards.

The two modes 4 and 6, which have similar shapes, have
also been found on an unstrung concert harp9 and on a strung
Spanish harp.8 However, when the harp is strung it seems
difficult9 to extract these two similar mode shapes. Neverthe-
less, in our study, these two modes were found in the playing
configuration. Moreover, it should be noticed that the dis-

FIG. 4. Eigenfrequencies, damping
coefficients and mode shapes of iden-
tified modes.
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placements of the soundbox have the same order of magni-
tude as those of the soundboard; this is unexpected because
the cavity seems to be much more rigid than the soundboard.
Such a result was already mentioned for a Celtic harp.15

C. Analysis of the acoustic response functions of the
instrument

In order to characterize the acoustic field inside the
soundbox, the acoustic velocity in each hole has been mea-
sured in the low-frequency range 50–300 Hz, as shown in
Fig. 5. Measurements are performed using the two micro-
phones of an acoustic intensity probe. After an accurate cali-
bration of the microphones, the acoustic velocity can be
computed from the pressure measured at two points close to
each other. Each sound hole can be described as an air piston
of which the velocity is measured. It is found that the lower
the hole is, the higher the magnitude of the velocity of the
piston will be. Since the level of acoustic velocity for the
upper hole 1 is far smaller than that of the four others, it
cannot be considered as significant and will be ignored after-
wards. So, in the studied frequency range the four other air
pistons are found to be in phase below fA �=250 Hz� and are
no longer above. Thus, these measurements show that the
acoustic field inside the cavity is mostly governed by the first
acoustical mode below fA=250 Hz. Above this particular fre-
quency, other acoustical modes like longitudinal or pipe
modes are present.

The mobility at excitation point 34 of the soundboard
ẇ34/F is also plotted in Fig. 5. Its phase can be compared
with the Vi /F phase, Vi being the acoustic velocity measured
in hole i. It is found that below a second characteristic fre-
quency, fB �=160 Hz�, the soundboard and all air pistons are
in phase. Above this frequency fB, but below fA, the phase
difference between FRF ẇ34/F and FRF Vi /F increases from
0° to 180°. This shows that in the frequency range fA– fB, the

soundboard and the air pistons are out-of-phase. These par-
ticular phase relationships are schematically represented in
Fig. 5 by arrows in harp drawings �a� and �b�. The direction
and length of the arrows that are plotted in these diagrams
represent the phase and the magnitude of the velocity of the
soundboard and of the air pistons below and above fB.This
result had already been found on another Camac concert harp
in a previous paper16 where the characteristic frequency fB

was found to equal 175 Hz.
In order to find out the implication of the acoustic field

inside the soundbox on the acoustic far field of the instru-
ment, we investigate the acoustic pressure around the concert
harp. The pressure is measured in an anechoic room by 32
microphones regularly placed around the harp on a 2.35 m
radius circle at 1.2 m in height. In the frequency range
50–220 Hz, the directivity patterns are found to be nondirec-
tional, as shown in Fig. 6 for two selected frequencies cor-
responding to the eigenfrequencies of modes 4 and 6. The
acoustic transfer function PC/F measured in front of the harp
�at the point labeled C defined in Fig. 6� is also shown in Fig.
7. As for afterwards measurements, the shaker used for the
excitation is connected exactly on the central line of the
soundboard and the acoustic effect of the pitch mode is then
canceled out. In Fig. 7, we note that for a same force applied
by the shaker, the acoustic pressure is much more important
in the range 140–230 Hz than in the rest of the studied fre-
quency range. Therefore, in a playing configuration, the harp
seems to radiate the sound more efficiently in the range
140–230 Hz. The first two important peaks of acoustic pres-
sure correspond to the eigenfrequencies of modes 4 and 6.
Moreover, modes whose eigenfrequencies are above 200 Hz
cannot be individually distinguished and their contribution to
the response below 200 Hz is probably not negligible.

To conclude, six structural modes have been identified in
the low-frequency range. Among these six modes, two play

FIG. 5. �Color online� Magnitude and
phase of FRF Vi /F �Vi: acoustic velo-
vity in hole i� and of ẇ34/F �ẇ34: ve-
locity at point 34 on the soundboard�.
Note that magnitude scales for these
two kinds of FRF are different. Num-
bers indicate the modal frequencies
given in Fig. 4.
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an important part in the sound radiated by the concert harp.
They lead to a strong acoustic radiation, associated to a non-
directional directivity pattern.

III. IDENTIFICATION OF A0 AND T1 MODES OF THE
CONCERT HARP

A. Frequency response functions of a modified
instrument

Considering only frequency response measurements on
the instrument’s body, modes 4 and 6 have similar mode
shapes �see Fig. 4�. However, the air piston motions are dif-
ferent for these two modes. To identify the nature �A0 or T1�
of modes 4 and 6, the study of frequency response functions
of a slightly modified instrument is performed. Mobilities

measured at point 34 on the soundboard for three different
configurations are compared with the normal configuration.
The amplitude and frequency shifts of peaks are shown in
Fig. 8 and in Table II.

The first modification consists of closing the sound holes
of the concert harp as shown in Fig. 9 and labeled �1�. Those
are closed by using stoppers made with small tar plates. This
configuration prevents all fluid motions inside the sound
holes. This modification has heavily affected the instrument.
Eigenfrequencies of modes 1, 2, and 3 undergo a shift of
approximately −2 Hz due to the additional mass loading in-
duced by the stoppers. Two additional peaks are seen below
200 Hz and in the rest of the frequency range the level is
lower than in the normal configuration. The peak for mode 6

FIG. 6. Directivity patterns for modes
4 and 6 in two configurations: normal
and with all holes closed by stoppers.
Points A and B correspond to the bot-
tom of the pillar and to the top of the
soundboard respectively. Point C is the
measurement point in front of the
harp.

FIG. 7. Frequency response function
at point C defined in Fig. 6. Numbers
indicate the modal frequencies given
in Fig. 4.
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is no longer distinct. This result is also confirmed by the
acoustic pressure measurement in front of the harp as shown
in Fig. 7 when the sound holes are closed. This observation
can be interpreted by the fact that the resonance of the open
cavity does not exist anymore �see Sec. II B�.

The second modification �2� consists of inserting a
2-cm-high chimney in the lower hole of the harp as shown in
Fig. 9. This change induces an increase of the mass of the
first air piston. Only two structural modes are affected:
modes 4 and 6. This proves that these two modes are coupled
to the fluid inside the cavity. The other modes are weakly
coupled to the air cavity and do not participate in the acous-
tic response function as shown in Fig. 7.

The third modification �3� consists of adding a mass
�m=200 g� on both sides of the central line of the sound-

board as shown in Fig. 9. All eigenfrequencies of structural
modes are lowered but modes 4 and 6 more than modes 1, 2,
and 3. This is probably due to the fact that the mass is lo-
cated on the maximum displacement area of these two
modes.

B. Discussion

The most important effects of the modifications �1�, �2�,
and �3� on modes 4 and 6 can be summarized as follows: on
one hand, when sound holes are closed, mode 6 disappears.
On the other hand, when the mass of the soundboard is in-
creased, the eigenfrequency of mode 4 is lowered whereas
the eigenfrequency of mode 6 is nearly stable. When the
mass of the air pistons is increased, the eigenfrequency of
mode 6 is lowered whereas the eigenfrequency of mode 4
undergoes smaller modifications. By considering these ex-
perimental results, it can be concluded that modes 4 and 6
involve a coupling between the bending motion of the sound-
board mode and the oscillation of the air piston. These two
modes can respectively be labeled, with the common nota-
tion, T1 and A0.

The fact that the A0 mode is present in the instrument’s
response clearly depends on the modal density and on the
damping coefficients of the acoustical and structural modes.
For some configurations, these parameters are such that the
contribution of the A0 mode can be a minor one.17 In our
configuration, although sound holes are designed to ease the

FIG. 8. Magnitude of the FRF ẇ34/F
on the soundboard depending on four
configurations: normal, mass added on
the soundboard, chimney inserted in
the lower hole, and with all holes
closed. Numbers associated to vertical
lines indicate the modal frequencies
given in Fig. 4.

TABLE II. Resonance frequencies for the first six modes according to four
configurations of the instrument: normal �f�, mass loaded on the soundboard
�fm�, chimney inserted in the lower hole �fc�, and holes closed �fcl�.

Resonance frequencies �Hz� Deviations �Hz�

Modes f fm fc fcl f − fm f − fc f − fcl

1 61.5 60 61.5 60 1.5 0 1.5
2 84.5 82 84.5 81.5 2.5 0 3
3 124.5 123.5 124.5 120.5 1 0 4
4 153.5 148.5 152 156 5 1.5 2.5
6 172 168.5 169 … 3.5 3 …
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string mountings, they are found to have a significant influ-
ence on the vibroacoustic response of the concert harp. This
is confirmed by the measurements of the far field acoustic
pressure performed with opened and closed sound holes, as
shown in directivity patterns �Fig. 6� and in the frequency
response functions �Fig. 7�.

Contrary to the violin and to the guitar, the A0 mode is
above rather than below the frequency of the lowest acous-
tically significant structural mode T1. The concert harp does
not take advantage of the soundbox resonance to increase its
sound radiated in low frequencies, below the T1 mode.

Since these two modes, T1 and A0, are dominant in the
low-frequency range, the response of the instrument can be
approximated by using a two degrees of freedom oscillator
model in which one degree is due to the soundboard and the
other one to the fluid inside the cavity as it was done for the
guitar.4

IV. CONCLUSION

This paper deals with the vibroacoustic behavior of a
concert harp in the low-frequency range. The nature of the
modes of the soundbox coupled to the internal fluid is inves-
tigated.

A classic experimental modal analysis has permitted the
identification of six modes in the frequency range
24–181 Hz. Since the modal density increases with the fre-
quency, mode identification at higher frequencies was not
possible. Among the six identified modes, four correspond to
global motions of the soundbox, which do not induce a
change in the volume of the cavity and are thus weakly
coupled to the internal acoustic field. These modes, which
mostly depend on the characteristics of the connection of the

soundbox to the arm and to the bottom of the pilar, lead to
the weakening of the acoustic radiation. The two remaining
modes, called T1 and A0, play an important acoustic role and
have the following characteristics. �1� They are associated to
coupled motions of the bending vibration of the soundboard
and to the oscillations of the air pistons located in the sound
holes. They correspond to the first two modes of a Helmholtz
resonator with yielding walls. The labels T1 and A0 were
used for the guitar and the violin for which this Helmholtz
effect is known. �2� Modes T1 and A0 lead to important
acoustic radiation: the acoustic pressure radiated by the harp
takes high values in the range 140–230 Hz and the first two
peaks of the pressure amplitude correspond to the resonance
frequencies of T1 and A0. �3� The mode shapes of T1 and A0
are such that the displacement of the air pistons located in
the five holes are all in phase. For T1, the displacements of
these pistons are approximately in phase with the bending
displacement of the soundboard. For A0, these motions are
approximately out of phase. �4� Contrary to the violin and to
the guitar, the A0 mode is above rather than below the fre-
quency of the lowest acoustically significant structural mode
T1. Thus, the concert harp does not take advantage of the
soundbox resonance to increase its sound radiated in low
frequencies. However, the study reveals the importance of
the contribution of mode A0 in the response of the instru-
ment, confirming the importance of the coupling between the
soundboard and the cavity. This result is valid for the studied
harp: Atlantide Prestige concert harp. Future works may con-
cern others harps with different characteristics on which the
eigenfrequencies of modes A0 and T1 depend: cavity vol-
ume, sound holes sizes, and soundboard material.
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The modeling of ultrasonic propagation in cancellous bone is relevant to the study of clinical bone
assessment. Historical experiments revealed the importance of both the viscous effects of bone
marrow and the anisotropy of the porous microstructure. Of those propagation models previously
applied to cancellous bone, Biot’s theory incorporates viscosity, but has only been applied in
isotropic form, while Schoenberg’s anisotropic model does not include viscosity. In this paper we
present an approach that incorporates the merits of both models, by utilizing the tortuosity, a key
parameter describing pore architecture. An angle-dependent tortuosity for a layered structure is used
in Biot’s theory to generate the “Stratified Biot Model” for cancellous bone, which is compared with
published bone data. While the Stratified Biot model was inferior to Schoenberg’s model for slow
wave velocity prediction, the proposed model improved agreement fast wave velocity at high
propagation angles, particularly when sorted for porosity. An attempt was made to improve the fast
wave agreement at low angles by introducing an angle-dependent Young’s Modulus, which, while
improving the agreement of predicted fast wave velocity at low angles, degraded agreement at high
angles. In this paper the utility of the tortuosity in characterizing the architecture of cancellous bone
is highlighted. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2387132�

PACS number�s�: 43.80.Cs, 43.80.Qf, 43.20.Jr �CCC� Pages: 568–574

I. INTRODUCTION

The skeleton contains two types of calcified tissue: cor-
tical and cancellous. Cortical bone is dense and compact,
while cancellous bone is a porous network of calcified “tra-
beculae,” filled with fatty bone marrow �Fig. 1�. There is
much variety in the trabecular arrangement throughout the
skeleton, and hence in the mechanical properties of cancel-
lous bone, which may be isotropic at some sites �e.g., femo-
ral head�, or highly anisotropic at others �vertebrae, femur�.1

Osteoporosis is a skeletal disease that reduces bone den-
sity and erodes the trabecular microstructure, leading to in-
creased bone fragility. While a reduction in density can be
assessed by Dual X-Ray Absorptiometry,2 microstructure
may potentially be examined using ultrasonic techniques.
Quantitative Ultrasound2 �QUS� analyses information from
ultrasonic signals traveling through a skeletal site, often a
site containing cancellous bone, such as the calcaneus. How-
ever, QUS parameters are not firmly linked to physical pa-
rameters, such as bone strength or porosity, other than
through statistical means. Current research aims to establish
such relations through a validated predictive propagation
model. Biot’s theory, and Schoenberg’s theory for propaga-
tion in porous media, have both been applied to the problem.

Biot’s theory3 of wave propagation in a porous solid
saturated with fluid, predicts two compressional waves �fast

and slow waves� and a shear wave. The theory was first
applied to ultrasonic propagation in cancellous bone in 1991
by McKelvie and Palmer,4 and has since been used by sev-
eral authors, with varying degrees of success.5–12 Two com-
pressional waves in cancellous bone at ultrasonic frequencies
were first observed by Hosokawa and Otani,8 and later con-
firmed by the present authors.9 Further workers have applied
modified Biot models to the problem.10,11 One disadvantage
of Biot’s theory is that it requires knowledge of over a dozen
input parameters, many of which are not easily be evaluated
for biological tissue.

The present authors used Schoenberg’s theory9 to predict
the well-documented anisotropic behavior of ultrasonic prop-
erties in cancellous bone.13–15 By imagining the microstruc-
ture of highly oriented cancellous bone as an array of bone-
marrow layers, the use of Schoenberg’s theory for a stratified
composite medium provided the first anisotropic model, giv-
ing qualitative agreement with measured fast and slow wave
phase velocities. One disadvantage of the Schoenberg model
lies in its simplicity; for example, it takes no account of fluid
viscosity. Replacing interstitial marrow by another fluid,
such as water, is known to affect wave properties in cancel-
lous samples,16 owing to a difference in viscosity ��marrow

=0.15 Pa s; �water=0.0001 Pa s, at 20 °C�. Therefore any
propagation model for bone should also account for this fac-
tor.

In this paper we present a simple approach that incorpo-
rates the merits of both Biot’s theory and Schoenberg’sa�Electronic mail: T.G.Leighton@soton.ac.uk
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theory. This is done by introducing anisotropy into Biot’s
theory through an angle-dependent tortuosity for layers, to
create a “stratified Biot” model. The performance of the
models is compared with each other and with experimental
data. Analysis is limited to the consideration of phase veloc-
ity, owing to complex problems in the comparison of pre-
dicted absorption with measured signal loss.9

II. BIOT’S THEORY

Biot’s theory3 considers acoustic wave propagation in an
isotropic porous elastic solid �of density, �s; moduli, Es, Ks,
and N; porosity, ��, saturated with a viscous fluid �of density,
� f; moduli, Ef and Kf; and viscosity ��. The theory is valid
for frequencies where the wavelength is large relative to the
size of the discontinuities. For a harmonic pressure wave,
phase velocity and attenuation are found from

Vfast,slow =�� ± ��2 − 4�PR − Q2���11�22 − �12
2 ��1/2

2��11�22 − �12
2 �

,

�1�

Vshear = �N/��1 − ���s + �1 − 1/��� f� , �2�

where �= P�22+R�11−2Q�12. The terms A, Q, P, and R are
generalized elastic coefficients that are defined in terms of
the bulk moduli of the solid frame, Kb, the solid material,
Ks, and the fluid, Kf, which can be found from standard
expressions for an isotropic medium. The mass density
terms, �ij, are defined in terms of porosity and density, as
given in the literature.3 Equation �1� governs the propaga-
tion of two compressional waves, known as fast and slow
waves, and Eq. �2� describes shear wave propagation. The
fast wave is a bulk wave where the fluid and solid are
locked together through viscous or inertial coupling,
where as the slow wave corresponds to there being a rela-
tive motion between the fluid and the solid.

Below a specific “critical frequency” viscous coupling
dominates, allowing fast wave propagation, but impeding the
slow wave, which becomes diffusive. Above the critical fre-
quency, viscous coupling weakens and inertial coupling
dominates. In cancellous bone in vitro, the critical frequency
is typically below17 1 kHz, hence at ultrasonic frequencies of
interest, inertial coupling dominates.

The extent of inertial coupling, �12, depends on the ge-
ometry of the porous solid, as described by

�12 = − �� − 1��� f , �3�

where � is the tortuosity, a crucial parameter in Biot’s
theory. It represents the squared ratio of the mean pathlength
through the porous frame to that of the direct path. In a
nonviscous fluid, the tortuosity is real-valued, being between
1 �for �=1�, and tending to infinity, as �→0. It may be
defined for a specific porous geometry, noted here as ��. For
example, for a geometry of fused spheres,18 the tortuosity,
��, is

�� = 1 − s�1 −
1

�
� , �4�

where the structure factor, s=1/2. Also, for a medium of
cylindrical tubes,19 at a propagation angle � to the pores, the
tortuosity is

�tubes = 1/cos2 � , �5�

which equals unity for propagation along the pores.
The importance of �� is apparent when considering

propagation in porous media having a rigid frame �Kb�Kf,
Ks	N�, where the velocity of the slow wave is20 Vslow

=Vfluid / ���.
Equation �3� may be written to account for frequency-

dependent effects, as

�12�
� = − ���
� − 1��� f , �6�

where ��
� is the dynamic tortuosity. Johnson et al.20 de-
fined ��
� in terms of measurable parameters as

��
� = �� + j���1 −
4j��

2 k0
2� f


�2a2 ��
� fk0, �7�

where a is a pore size parameter �often the pore radius�, and
ko is the permeability for static conditions.

The geometric tortuosity �� in Eq. �7� can be evaluated
by different methods. First, the “electrical conductivity”
method involves measuring the ratio of the conductivity of
saline alone to a sample saturated with saline, F, and using
the relationship ��=F�. Tortuosity may also be measured
using the nonviscous superfluid 4He in the pores20 or by a
slow wave method, involving relation Vslow=Vfluid / ��� for
rigid frame media. The reflection and transmission of pulses
of ultrasonic21 and audio22 frequencies have also been used
to deduce the tortuosity and porosity of air-filled rigid frame
media.

III. TORTUOSITY IN CANCELLOUS BONE

The tortuosity of cancellous bone has been defined and
evaluated in different ways. Table I summarizes some results

FIG. 1. The porous microstructure of cancellous bone from a bovine femur,
showing a centimeter scale.
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of tortuosity in cancellous bone, with values varying between
1.01 and 2.6. Initial consideration of Table I suggests that
‘slow wave’ methods at ultrasonic frequencies yield lower
results when compared with data taken at audio frequencies
or by the electrical conductivity method. This may be be-
cause ultrasonic tests are more likely to be affected by scat-
tering. Although the data in Table I does not allow skeletal
sites to be classified by tortuosity, Attenborough et al.22 re-
cently demonstrated that average tortuosity differs between
sites, with highly oriented microstructures �lumbar spine�
yielding tortuosities closer to unity than those less oriented
sites �e.g., femoral head�. More significantly, tortuosity was
orthogonally anisotropic.

In propagation models, some workers5,8,12 used the
purely geometric definition of Eq. �4�, while others applied
the dynamic tortuosity of Eq. �7�.6,7,9,11 In Biot simulations,
Fellah et al.11 demonstrated that a 20% increase in tortuosity
produced a 10% decrease in wave velocities, a 300% in-
crease in the fast wave amplitude, and a 60% decrease in the
slow wave amplitude, highlighting the sensitivity of wave
properties to this factor.

Using the tortuosity to characterize the cancellous struc-
ture has significant potential, since it may be able to describe
architecture with a greater value and significance than pa-
rameters such as porosity or pore size. Recognizing the an-
gular dependence of the tortuosity, with respect to trabecular
orientation, is the subject of the remainder of this paper, after
a discussion of Schoenberg’s plate model.23

IV. SCHOENBERG’S THEORY FOR STRATIFIED
MEDIA

In Schoenberg’s theory,24 for propagation in periodically
alternating fluid-solid layers, strata are parallel to x and y
directions, with spatial period, H, in the z direction �Fig. 2�
and porosity, �. The solid is isotropic and elastic, with den-
sity �s, compressional speed Vs, and shear speed, Vsh, while
the fluid is ideal, nonviscous, with sound speed Vf.

Wave propagation is expressed in terms of the slowness
vector, s= �sx ,sy ,sz� and the components parallel to the lay-
ers, sx, and normal to the layers, sz, �x and y are interchange-
able� are related by

�sz
2/	�
� − ���Vf

−2 − Sx
2�

� f
+

�1 − ���Vs
−2 − sx

2�
�s�1 − Vpl

2 sx
2�

� = 0, �8�

where 	�
=�� f + �1−���s, and Vpl represents the plate
speed in the solid

Vpl = 2�1 −
Vsh

2

Vs
2 �1/2

Vsh. �9�

Phase velocity is the inverse of the magnitude of the slow-
ness vector, �s�−1, at an angle �=tan−1�sz /sx�, where 0° is
normal to the layers, and 90° is parallel to the layers.
Schoenberg’s theory predicts two compressional waves
equivalent to the fast and slow waves of Biot’s theory.
Their phase velocities vary with propagation angle, owing
to an anisotropic inertial coupling, which tends to infinity
at 0° �normal to the layers where ��→��, varying to zero
at 90° �parallel to the layers where ��=1�.

In in vitro studies, Schoenberg’s theory gave qualitative
agreement with measured data in bovine cancellous bone9

and further success was reported by other authors25–27 for
various bone types.

While Schoenberg offers insight into the role of inertial
coupling in layers, the theory clearly oversimplifies the can-
cellous structure. In addition, the omission of fluid viscosity
in Schoenberg’s model prevents it from accounting for vis-
cous absorption and restricts its application to Biot’s “high”
frequency region. Biot’s theory, while accounting for viscous
effects, has only been applied to cancellous bone in isotropic
form. In the following section we develop a model that in-
corporates viscous effects and anisotropic effects into a Biot
model in a simple and straightforward manner.

V. AN ANISOTROPIC BIOT MODEL FOR CANCELLOUS
BONE

The angular variation in wave properties with respect to
trabecular direction originates from two characteristics of

TABLE I. Input parameters for the stratified Biot and Schoenberg models.

Authors Bone type Exp. Tortuosity Method

Williams et al., 1996 Human calcaneus 1.6 for a=0.5 mm Electrical conductivity
Lauriks et al., 1994 Bovine 1.26 to 2.64 �various porosities� Electrical conductivity
Strelitzki et al., 1999 Human calcaneus 1.04 Transmitted slow wave, at 400 kHz
Fellah et al., 2004 Human femur 1.02 to 1.05 Reflected slow wave method at 2.25 MHz
Attenborough et al., 2005 Phantoms of femoral head 1.3 to 1.8 Reflected slow wave method at 1 kHz

calcaneus 1.1 to 1.7

FIG. 2. Idealization of the structure of cancellous bone as an array of par-
allel bone-marrow layers.
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cancellous bone: the mechanical properties of the bone ma-
trix and the motion of the fluid within irregularly shaped
pores. Previous models of propagation in anisotropic porous
media have either been extremely generalized28 and there-
fore complex, or specific to particular conditions of structure,
frequency or constituent media.29 The current approach in-
troduces a pragmatic way of modeling an anisotropic strati-
fied structure within the confines of a Biot model. This is
done by using an angle-dependent tortuosity defined for lay-
ers of periodic bone-marrow plates, and inserting this back
into Biot’s theory. This approach was named the “Stratified
Biot model,” following the work of Schoenberg and Sen.30

The dependence of velocity on the direction in a strati-
fied model reflects the variation in inertial coupling. The de-
gree of inertial coupling within Schoenberg’s layers may be
assumed to be equivalent to that occurring in an arbitrary
anisotropic porous medium as described by Biot’s theory.
Therefore, describing a layered structure in Biot’s theory re-
quires finding an expression for the tortuosity for a simple
stratified structure as a function of the angle of propagation.
Such an expression may be obtained by equating the com-
pressional phase velocity in terms of � from Biot’s theory
�Eqs. �1��, with that from Schoenberg’s model in terms of
propagation angle, � �Eqs. �8� and �9��. In the first instance,
this calculation may be substantially simplified if shear in the
solid is neglected �Kb=N=0 and PR−Q2=0�. While effec-
tively yielding a fluid-fluid system, this is a fruitful starting
point in developing a tortuosity for a stratified medium. The
tortuosity as a function of propagation angle, �layers���, can
then be found as

���� = 1 + ��1 − ���s/	�
�cot2 � . �10�

Equation �10� may then be inserted back into Biot’s theory,
substituting for ��, to predict wave properties that vary with
orientation. This approach will be known for the remainder
of this paper as the “Stratified Biot” model.

Figure 3 shows the stratified tortuosity of Eq. �10� plot-
ted as a function of angle, using values from Table II. The
angle �=0° is normal to the layers and �=90° is parallel to
the layers. For comparison, the tortuosity for an array of
cylinders from Eq. �5� is plotted, with angle convention dic-

tating correspondence between the dominant axes of both
oriented systems �i.e., �=0° being normal to layers and
tubes, Fig. 3�. Figure 3 shows that both stratified and tubular
tortuosities tend to infinity as �→0°, and to unity as �
→90°. The two curves show a marked similarity in shape,
however, the stratified tortuosity is a function of porosity,
which thus provides added power to model changes in struc-
ture over Eq. �5�.

VI. RESULTS FOR CANCELLOUS BONE

Figure 4 shows the predictions of fast and slow wave
velocities versus angle with respect to the structural orienta-
tion for the Stratified Biot model and Schoenberg’s theory.
The input parameters are listed in Table II. Stratified Biot fast
and slow wave phase velocities were found from Eq. �1�,
using Eq. �10�. Schoenberg’s velocities were predicted as a
function of the propagation angle, using Eqs. �8� and �9�. The
angle 0° is normal to the layers and 90° is parallel to the
layers.

Each model predicts a pair of velocity contours that vary
with angle. The fast wave corresponds to the upper curve of

FIG. 3. Predicted stratified tortuosity of Eq. �20� �solid line�, and tubular
tortuosity, �tubes=1/cos2 � �dashed line�, versus the angle of propagation.
The angle 0° is normal to the stratification.

TABLE II. Input parameters for the stratified Biot and Schoenberg models.

Parameter Value Source

Density of Solid Bone, �s 1960 kg/m3 Williams, 1992
Density of Marrow, � f 990 kg/m3 Duck, 1990
Young’s Modulus of Bone, Es 20 GPa Williams, 1992
Bulk Modulus of Marrow, Kf 2.2 GPa Hosokawa and Otani, 1997
Poisson’s ratio of solid, �s 0.32 Williams, 1992; Duck 1990
Poisson’s ratio of frame,�b 0.32 Williams, 1992
Porosity, � 0.65–0.82 By experiment
Power index, n 1.23 Williams, 1992
Viscosity of marrow, � 0.04 Pa s Bryant et al., 1989
Pore radius, a 5�10−3 m By experiment
Permeability, k0 5�10−9 m3 McKelvie and Palmer, 1991
Frequency, f 1 MHz By experiment
Solid compressional speed, Vs 3200 m/s Williams, 1992
Fluid compressional speed, Vf 1500 m/s Estimate
Shear speed, Vsh 1800 m/s Wu and Cubberly, 1997

�Ref. 32�

FIG. 4. Predicted fast and slow wave phase velocities for the stratified Biot
model �solid line� and the Schoenberg model �dashed line�. Angles 0° and
90° are normal and parallel to the stratification, respectively.
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the pair, while the slow wave corresponds to the lower of the
pair. Predictions from Schoenberg’s theory �dashed lines�
show a characteristic piecewise linear shape over most of the
angular range, with the fast wave curve becoming nonlinear
above 60°. By contrast, predictions from the stratified Biot
model �solid lines� vary less sharply, converging with Schoe-
nberg velocities at 0° and 90° for the slow wave, and 90° for
the fast wave. A significant discrepancy between the models
is seen in the fast wave, disagreeing by almost 50% at 0°. It
should be noted that a degree of disagreement between the
two approaches is to be expected, because the inclusion of
anisotropy and viscosity in the stratified Biot model, for in-
terpenetrating fluid and solid phases, will not make it identi-
cal to the Schoenberg model, for infinitely extending unin-
terrupted plates. Perhaps a better test of performance is to
compare it with experiment.

In Figs. 5�a� and 5�b�, previously published data from
ultrasonic measurements of bovine femur9,15 are compared
with the predictions of Schoenberg �dashed lines� and the
Stratified Biot model �solid lines�. Full details of the experi-
mental methods may be found in work by Hughes et al.9 and
Hosokawa and Otani.15 Data from Hughes et al. was taken
from six marrow-filled bovine femur samples of porosity be-
tween �=0.65 and 0.82, and subject to errors in the measure-

ment of thickness, transducer separation, and insonation
angle. The intersample precision was 6.0%. The porosity of
the bovine femur sample tested by Hosokawa and Otani was
�=0.82.

Figures 5�a� and 5�b� demonstrate the reproducible re-
sult that measured fast and slow wave phase velocities de-
pend on the angle of propagation within cancellous samples.
The fast wave velocity increases with angle, from around
2000–2200 m/s at 30° to between 2800–3200 m/s at 90° in
Hughes’ data, and from 1800 m/s at 0° to 2500 m/s at 90°
in the data of Hosokawa and Otani data. By contrast, the
slow wave velocity, for those angles where it was observed,
remains around 1500 m/s in both datasets. Discrepancies be-
tween the two sources of data for similar bone type and
porosities may arise from the fact the Hosokawa samples had
been saturated with water prior to testing, which is likely to
affect measured velocities,16 as well as differences in experi-
mental method.

Figure 5�a� shows the predictions of the Stratified Biot
and Schoenberg models calculated for the minimum and
maximum porosity values of the samples tested, these being
�=0.65 and 0.82. This yielded a pair of curves for each wave
predicted, such that a tested sample with a porosity within
this range would yield a velocity within these bounds. This
approach is preferable to comparing all data to one predic-
tion with a single porosity value. Clearly, the effect of vary-
ing input porosity between these bounds �roughly a 20%
change� has a greater effect on the Stratified Biot model,
which displays a change in fast wave velocity of roughly
500 m/s �also 20%�, than on the Schoenberg model, which,
at its greatest, displays a change of less than 100 m/s �6%�.

The performance of the Stratified Biot model is varied.
First, the Stratified Biot model gives poorer agreement with
slow wave data than the Schoenberg model, both quantita-
tively and in the curvature of its angular variation. Some
discrepancy may arise because the omission of shear in the
development of the stratified tortuosity reduces the slow
wave velocity in Eq. �1� to zero, and thus only the expression
for the Biot fast wave is equated with Eq. �8�. This may
reduce the influence of the slow wave in this approach. Nev-
ertheless, at 0°, where the slow wave velocity is reduced to
0 m/s, the models are in agreement.

In the case of the fast wave, two differing outcomes are
seen. First, between 0° and 20°, Schoenberg’s theory contin-
ues to provide better agreement with the Hughes et al. data,
although not with that of Hosokawa and Otani. However, the
Stratified Biot model improves agreement with data over a
larger angular range from 30° to 90°. This effect is illustrated
more clearly in Fig. 5�b�. Figure 5�b� shows fast wave data
selected between 30° and 90° only, where the Stratified Biot
model is evaluated for the porosity of each sample tested.
Agreement is considered to have been improved in two ar-
eas. First, the Stratified Biot model enhances quantitative
agreement to data with porosity, an effect not predicted by
Schoenberg’s theory to any similar degree. Second, the shal-
lower curvature of the Stratified Biot model improves agree-
ment over this wide angular range. This is particularly seen

FIG. 5. �a� Predicted fast and slow wave velocities versus the angle of
propagation for the stratified Biot model �solid lines� and the Schoenberg
model �dashed lines�. The angle 0° is normal to layering. Models are evalu-
ated at porosities of 0.82 and 0.65, corresponding to the range within
samples. Data from Hughes et al. �Ref. 6� �·, o, , �, x, ��, and Hosokawa
and Otani �Ref. 16� ���. �b� Predicted fast wave velocities versus angle of
propagation for the Stratified Biot model for input porosities of 0.65, 0.77,
and 0.82 �data from Hughes et al. �Ref. 6��.
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in the case of the data from the sample with a porosity of
0.82, where the prediction is, to within 4%, inside the experi-
mental error.

Hence, it may be concluded that the introduction of a
stratified tortuosity within Biot’s theory enhances the corre-
lation with the current fast wave data at high propagation
angles, although Schoenberg’s model remains superior for
low angles and the slow wave.

As an aside, these results may be further judged in the
context of clinical utility. Many QUS systems test the calca-
neus in the mediolateral axis, where the dominant trabecular
microstructure may be assumed to be perpendicular to the
direction of insonation, i.e., close to 0°. It is at low angles,
however, where the Stratified Biot model does not perform
as well as Schoenberg’s theory. Thus, a limited attempt was
made to improve agreement to fast wave data at low angles.

VII. INTRODUCTION OF DIRECTIONAL INPUT
PARAMETERS

While the Stratified Biot model introduces anisotropy
through its description of the porous geometry, anisotropy
also arises through mechanical properties of the cancellous
matrix. Parameters such as the Young’s modulus and Pois-
son’s ratio of bone are dependent on direction;31 indeed,
highly anisotropic cancellous bone can display a ten fold
difference in moduli depending on the loading direction with
respect to trabecular orientation.1 Much bone is also trans-
versely isotropic, where properties are similar in a plane per-
pendicular to a longitudinal axis, and are significantly differ-
ent from properties in the longitudinal direction.

Mechanical anisotropy was introduced into the Stratified
Biot model in a simple empirical way. Gibson and Ashby1

reported the Young’s modulus of human cortical bone along
the longitudinal axes as 18.1–22.6 GPa, and perpendicular
to this, as 10.2–11.5 GPa. Taking rounded averages for each
axes, with 90° representing the trabecular direction in test-
ing, an angle-dependent Young’s modulus for an anisotropic
medium may be expressed as

Es��� = Es�0 ° �sin2��� + Es�90 ° �cos2��� , �11�

where Es�0°�=10 GPa and Es�90°�=20 GPa.
The results of introducing Es��� into the Stratified Biot

model can be seen in Fig. 6. Figure 6 shows predictions at
the maximum and minimum porosities from both models,
and data is as in previous figures.

The inclusion of Es��� provides no improvement in
agreement with slow wave data, possibly because solid prop-
erties such as moduli are more associated with fast wave
propagation. One significant shortcoming with the modifica-
tion is that quantitative agreement at higher angles is some-
what degraded for some data. However, the fast wave pre-
dictions of the stratified Biot model and Schoenberg’s theory
become closer in shape, with the former being reduced by
roughly 500 m/s at 0° and slightly flattening over 10°–30°.
Furthermore, it should be noted that for individual samples,
the consistent error in the Stratified Biot Es��� model of
roughly 9% is comparable with the worst error in Schoen-
berg’s model �of �10% against porosity-matched curves�.

Hence, although this approach would benefit from further
study, the inclusion of angle-dependent mechanical proper-
ties such as Es���, as well as structural ones such as ����,
appears to have some value in anisotropic propagation mod-
els.

VIII. CONCLUSION

In this paper we have shown that the introduction of an
angle-dependent tortuosity for a layered medium in a Biot
model leads to the prediction of direction-dependent wave
properties. Thus, the anisotropic response of ultrasound in
cancellous bone may be partly attributed to the angular varia-
tion in inertial coupling.

While work on an anisotropic propagation model for
cancellous bone requires further development, it has none-
theless been a key aim of this paper to highlight the funda-
mental importance of the tortuosity. Expressions for tortuos-
ity may be easily manipulated and adapted to describe the
varying architecture of cancellous bone. Where the use of
tortuosity may be most valuable is in describing the deterio-
ration of the cancellous structure, owing to the onset of os-
teoporosis. Changes such as the erosion of calcified plates
and rods, and loss of anisotropy, cannot be completed de-
scribed by the porosity or factors such as pore size, plate
separation, or trabecular thickness. What remains to be in-
vestigated is whether an analysis of an adaptable tortuosity
may give valuable information in the assessment of bone,
whether in vitro or with clinical utility.
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Acoustics and behavioral contexts of “gecker” vocalizations
in young rhesus macaques (Macaca mulatta)
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Loud, pulsed “gecker” vocalizations are commonly produced by young rhesus macaques in
distressful circumstances. The acoustics, usage, and responses associated with these calls were
examined using audio recordings and observational data from captive, socially living rhesus up to
24 months old. One-hundred-eleven gecker bouts were recorded from ten individuals �six males,
four females�, with most geckers produced during the first 6 months of age. A gecker call consisted
of a bout of up to 28 pulses of spectrally structured noise with a single prominent frequency peak.
Nine contexts of calling were identified, but little evidence of context-specific acoustic variation was
found. While geckering often triggered responses by the vocalizer’s mother, the most common
outcome was the absence of any reaction. Females geckered longer and at higher rates than did
males, while also showing acoustic evidence of greater vocal effort. Mothers nonetheless responded
more often and more positively to males. Overall, results show that gecker acoustics vary somewhat
with vocalizer sex, age, and likely arousal level, but do not reflect detailed aspects of behavioral
context. Circumstances of production suggest that geckers function primarily to draw the attention
of mothers, who in turn are selective in responding. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2390662�

PACS number�s�: 43.80.Ka �JAS� Pages: 575–585

I. INTRODUCTION

Young nonhuman primates produce a variety of vocal-
izations when in distress, which in rhesus macaques �Macaca
mulatta� include “coos,” “squeaks,” “screams,” “pant
threats,” “girneys,” and “geckers” �Maestripieri and Call,
1996; Maestripieri et al., 2000; Tomaszycki et al., 2001�.
Geckers in particular have been described as a distress-
related vocalization in rhesus monkeys, occurring in large
numbers when infants are ignored, rejected, or otherwise
separated from their mothers. Often accompanied by dra-
matic, convulsive bodily jerking, these loud, explosive, and
distinctive-sounding vocalizations have received some atten-
tion and mention from a variety of researchers, but predomi-
nantly through qualitative rather than quantitative descrip-
tion. Thus, while geckers have also been documented in a
number of other macaque species, details of their form and
function remain unclear �Newman, 1995; Green, 1981�.

Altmann �1962� first named geckers onomatopoetically
as “ik, ik, ik.” He noted that the call is accompanied by
spasmodic jerking and occurs during weaning and other cir-
cumstances of evident infant distress. The sounds were sub-
sequently referred to as “geckers” and “geckering screeches”
by Rowell �1962; Rowell and Hinde, 1962�, who described
them as a series of 0.1 s squeaks separated by 0.5–1.0 s
intervals �illustrated in Fig. 1�. Several subsequent studies
have shown geckers to be among the most common vocal-
izations produced by young rhesus. For example, Owren

et al. �1993� reported that geckers comprised approximately
38% of the total number of vocalizations produced by rhesus
monkeys during the first year of life, and 12% in the second
year. Figures from Maestripieri et al. �2000� were compa-
rable, with geckers making up 43.3% of all vocalizations in
the first three months of life. Tomaszycki et al. �2001� simi-
larly noted that geckers were the most common vocalization
over the first 8 months, accounting for 34% of vocal output.

In spite of the prevalence of these sounds, little quanti-
tative information is available concerning their acoustics or
function. On the one hand, Newman �1995� notes that geck-
ers can routinely occur without apparent cause, and suggests
that they “may largely be a reflection of the immature state
of the central nervous systems underlying vocal expression”
�p. 79�. On the other hand, many researchers are likely to
agree with Maestripieri and Call’s �1996� characterization
that geckers, like most primate infant distress calls, occur
“when the infant is not in contact with its mother” and “sig-
nal the infant’s need for nursing, transport, or protection”
�Maestripieri and Call, 1996, p. 620�. Critical issues thus
include whether rhesus geckers are in fact occurring prima-
rily or exclusively in instances of distress, whether geckers
have specific, context-dependent signaling value, and how
other animals respond to these sounds.

Relatively few studies of primate infant vocalization
have examined the co-occurrence of call acoustics and con-
text �e.g., Kalin et al., 1992; Jovanovic and Gouzoules,
2001�, or found evidence of context-specific vocal subtypes
�e.g., Bayart et al., 1990�. Although also limited, some infor-
mation is available concerning responses to geckers and
other distress-related calls. Across primate species, for in-
stance, it has generally been found that mothers are most
responsive to young infants that vocalize at relatively low
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rates �Maestripieri, 1995; Hauser, 1993�. Furthermore, fe-
males in several species have been reported to produce
distress-related calls comprised of more call types, emitted at
higher rates, and for longer durations than males �Locke and
Hauser, 1999; Wallen, 2005; Green, 1981�. Overall, rhesus
females do show greater volubility than males, not only in
infancy �Newman et al., 1990; Tomaszycki et al., 2001�, but
also in adolescence and adulthood �Erwin, 1975�. Thus,
while sex differences in maternal treatment of primate in-
fants tends to be rare �Wallen, 2005�, Tomaszycki et al.
�2001� have nonetheless reported that rhesus mothers are
more likely to respond to vocalizations by male than by fe-
male infants. Despite this evidence, rather little is as yet
known about the ontogeny or extent of sex differences in
vocal behavior �Gautier and Gautier 1977; Green, 1981�.
Furthermore, the few studies that are available have typically
examined time periods of less than a year �Hammerschmidt
et al., 2000; Hammerschmidt et al., 2002; Seyfarth and
Cheney, 1986; Newman, 1995; Snowdon et al., 1997; Owren
et al., 1993�.

The current study sought to extend previous work on
rhesus geckers by examining the acoustics and contexts of
these vocalizations as systematically as possible in animals
up to 24 months of age. The work began with a detailed
characterization of gecker acoustics and the contexts in
which infants produce these calls. The data were then used to
test for possible specificity in acoustics and contexts, age and
sex-related differences, and factors that might affect the like-
lihood of responding by mothers or other animals. These
questions were examined using a large database of calls re-
corded during a long-term study of two groups of socially
housed rhesus monkeys living in outdoor cages at a national
primate center.

II. METHODS

A. Study site and subjects

Data were collected during the course of a long-term
project on vocal development �Owren et al. 1992a, 1992b;
Owren et al., 1993�. The subset analyzed here drew on audio
recordings and behavioral data collected between 1986 and
1989 from ten rhesus macaques �six males and four females�
ranging in age from newborn to 24 months of age �see Table
I�. The overall project involved cross fostering a small num-

ber of neonatal infants between different-species foster
mothers �Owren and Dieter, 1989�, but no such offspring are
represented in the data analyzed here. The ten subjects in-
cluded here represented all the rhesus offspring born into the
study groups during the course of the project and from whom
there were any usable gecker recordings. The subjects were
offspring of a total of seven different mothers, all of whom
were multiparous. Five mothers were represented by a single
study subject, one by two study subjects, and one by three
study subjects. All animals were located at the California
National Primate Research Center �CNPRC; University of
California, Davis�, as part of two socially living groups.
Group composition varied somewhat over time, with each of
the two cages including 1–2 adult males, one or no unrelated
juvenile males, 4–6 adult females, and 6–8 offspring of
those females.

Each group was housed outdoors in a separate cage con-
structed from two modified commercial corn cribs connected
by a rectangular inter-cage unit �Hoffman and Stowell,
1973�. The cages were approximately 13.6�4.3�3.0 m
�with additional space created by conical roofs�, and con-
tained capture chutes, perches, and pea gravel used as re-
placeable ground cover. During the winter months, screens
were installed as wind shields and infrared lamps provided
heat. The monkeys had continuous access to fresh water and
received Purina monkey chow twice daily in quantities that
ensured a plentiful supply for all. Detailed physical exami-
nations of the animals were conducted three times per year
by the CNPRC veterinary staff and general health was
checked daily.

FIG. 1. �a� A representative gecker bout consisting of
seven pulses, shown as �top� a wave form and �bottom�
a narrowband FFT spectrogram �20 ms Hanning analy-
sis window, 22.05 kHz sampling rate�. The third and
fourth pulse shown produced higher HNR values than
elsewhere, but are nonetheless still likely to reflect de-
terministic chaos in underlying vocal-fold vibration. �b�
A gecker bout illustrating pulse reduplication in the
wave form and a narrowband FFT spectrogram. Pulses
are first doubled and then tripled.

TABLE I. Subject demographics and representation in the gecker sample.

Subject Sex Age �mo� No. of Bouts No. of Pulses

JN M 1–5 3 9
JS M 2–5 16 76
LN F 4–14 27 281
ML F 2–4 7 47
MS M 1–16 28 98
MY F 3–17 6 55
NK M 4–7 9 33
RK M 3–17 4 15
SM M 5–14 8 18
SV F 5 3 19
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B. Apparatus and procedure

1. Observation and recording

Behavioral observations were conducted in 10 min con-
tinuous focal sessions �Altmann, 1974� occurring in the
morning �7:30 AM to noon� in the spring, summer, and fall,
and in the afternoon �noon to 5 PM� in winter, up to six days
per week. The daily sampling order was determined quasi-
randomly. During sampling, behaviors exhibited by the focal
animal and others it interacted with were entered as codes on
a handheld computer, with each entry noting animal identi-
ties, any one or more of 63 concomitant behaviors, as well as
the onset time of occurrence. This approach allowed docu-
mentation of all vocalizations produced by a focal animal
during the session, as well as the behavior associated with
these calls.

Audio recording was conducted with a four-channel Tas-
cam 234 cassette deck �Teac Corporation, Tokyo�, and two
Sennheiser ME88 microphones �Sennheiser Electronic, Old
Lyme, CT� placed on stands in fixed positions outside the
cage. Calls from all animals were routinely recorded, includ-
ing ad libitum samples that were described through supple-
mentary commentary using a lapel microphone connected to
a separate channel of the cassette deck. Vocalizations were
later transferred to 1

4 in. audio tape using either a Uher 4200
Report Monitor �Uher Werke Munchen, Munich� or a Fostex
A-2 reel-to-reel deck �Fostex America, Norwalk, CA�. Calls
were separated, numbered, and annotated during this process
using the coded behaviors and any additional, audio-
recorded comments.

2. Call selection and analysis

The vocalization sample was identified by examining the
entire database of more than 10,000 separately cataloged
calling episodes available from the project. Gecker vocaliza-
tions were identified based on previous annotations in the
database �Owren et al., 1992a�, by matching acoustic fea-
tures to published descriptions of gecker calls �e.g., Rowell
and Hinde 1962; Jovanovic and Gouzoules 2001�, and by
ear. A total of 111 analyzable gecker bouts comprising 651
individual gecker pulses from the ten vocalizers were iden-

tified in this manner �see Table I�. A bout was defined an as
uninterrupted emission of pulsed vocalization by a single
animal with less than a 5 s pause between pulses.

Vocalizations were digitized and archived using a sam-
pling rate of 44.1 kHz with 16 bit accuracy. Calls were sub-
sequently downsampled to 22.05 kHz for analysis, which
was conducted using the ESPS/waves� 5.3 “xwaves” pack-
age �Entropic Research, Washington, DC�, running on an
SGI O2 workstation �Silicon Graphics Incorporated, Moun-
tain View, CA�. The Praat speech analysis package was also
used in some analyses �Boersma, 2001; available at www-
.praat.org�. Statistical analyses were conducted using NCSS
2004 �Jerry Hintze, Kaysville, UT� and SPSS 13.0 �SPSS
Inc., Chicago, IL�.

3. Acoustic variables

Twenty-four acoustic measures were extracted �defini-
tions are provided in Table II�, spanning temporal, amplitude,
and frequency-spectrum aspects of the calls. Temporal mea-
sures of geckering at bout and pulse levels included absolute
durations �Bout-Dur, Pulse-Dur�, and number of pulses per
bout �Pulses-Bout�. As illustrated in Fig. 1�b�, gecker pulses
sometimes occur in doubled, tripled, quadrupled, and even
quintupled form without intervening silent intervals. This
phenomenon was referred to as “twinning” by Maestripieri et
al. �2000�, and here is considered as a single phenomenon
labeled “reduplication” �Pulse-Redup�. Call amplitude was
characterized based on calculating a signal-to-noise ratio
�SNR� for individual bouts, defined as the root-mean-square
�rms� amplitude of the pulse minus the rms amplitude of a
representative, adjacent segment of background noise. No
attempt was made to measure the absolute amplitude of calls.
This indirect approach was used as an attempt to obtain rela-
tive amplitude information for comparisons such as possible
age-, sex-, and context-related differences. It was arguably
justified by the fact that microphones were placed in the
same locations outside the cages for every session, and based
on the assumption that general background noise levels re-
mained roughly constant over time. Sources of error for SNR

TABLE II. The 24 variables used in acoustic analysis.

Acoustic measure Definition

Bout-Dur Duration of a gecker bout �s�
Pulse-Dur Duration of a single gecker pulse within a bout �s�
Pulses-Bout Number of gecker pulses within a bout
Pulse-Redup Number of re-duplicated pulses within a bout
SNR �signal-to-noise ratio� Difference between rms amplitude of a pulse and

adjacent background noise �dB�
Peak1 Frequency of the first LPC peak �Hz�
Spectral-Tilt Overall slope of the LPC function
LPC1 to LPC12 Values of the 12 coefficients of the LPC function
Spectral-Mean Mean of the normalized frequency spectrum �Hz�
Spectral-StDev Standard deviation of the normalized spectrum
Spectral-Skew Relative symmetry of the normalized spectrum
Spectral-Kurtosis Relative peakedness of the normalized spectrum
HNR �harmonic-to-noise ratio� Ratio of wave form periodicity to noisiness �dB�
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measurements would then be any moment-to-moment varia-
tion in background noise, and the vocalizer’s distance from
and relative orientation to the microphone.

Frequency-spectrum �spectral� measurements were
made from all 651 total pulses in the sample, based on a
spectral slice located midway through each pulse. This slice
was characterized by overlaying a ten-coefficient,
autocorrelation-based linear predictive coding �LPC� func-
tion �0.023 s Hanning window� on a 512-point fast Fourier
transform �FFT� spectrum �Hanning window� of the same
segment �further described by Owren and Bernacki, 1998�,
with frequency and amplitude values recovered from the
LPC envelope through cursor-based measurement. Variables
used were the first LPC peak �Peak1�, the overall slope of the
LPC spectrum �Spectral-Tilt�, values of each of the 12 coef-
ficients used in the LPC function �LPC1 to LPC12�, and the
first four spectral moments of the Fourier spectrum
�Spectral-Mean, Spectral-StDev, Spectral-Skew, Spectral-
Kurtosis�. Spectral-moment measures are particularly well
suited to characterizing global features of noisy, broadband
frequency spectra �Forrest et al., 1988�, and are computed by
normalizing the Fourier power spectrum and treating it as a
statistical distribution. The first four moments of this distri-
bution are its mean, standard deviation, skewness, and kur-
tosis, in the normal sense of these terms. The last measure
was the harmonic-to-noise ratio �HNR� of each pulse, ex-
tracted using Praat’s pitch-based algorithm �Boersma, 1993�.

4. Behavioral variables

The behavioral contexts of each of the 111 gecker bouts
were coded in binary fashion according to whether the off-
spring’s mother exhibited any discernible response to the vo-
calizations �Rsp/No-Rsp�, as well as being scored as to
which of six possible behaviors were occurring just before or
during the bout �Before/During� and whether vocalizing was
followed by aggression, affiliation, or neither �After�. Behav-

ioral codes are defined in Table III. Coding for Before/
During and After variables was based on behavioral codes
recorded just before, during, and after each gecker bout. Be-
haviors included as the context of each vocalization event
were determined by the observer, who also transcribed the
relevant codes for each episode on a daily basis during the
course of the project. Contexts were thus not inherently lim-
ited in time either before or after the vocalization, but rarely
exceeded a few seconds on either side. In four cases, data
were insufficient to determine the Before/During context and
those gecker bouts were excluded from analyses involving
this variable. In 34 cases, mothers were out of view, and
Rsp/No-Rsp could not be coded.

III. RESULTS

A. Gecker acoustics

1. General features

Descriptive statistics for the acoustic features of gecker
vocalizations are shown in Table IV. On average, geckers
were emitted in 1 s bouts of four pulses, though both bout
duration �Bout-Dur� and number of pulses per bout �Pulses-
Bout� were highly variable. The longest bout observed was
nearly 9 s in duration, and as many as 28 pulses were ob-
served in a single bout. Reduplication �Pulse-Redup� oc-
curred in 34% of all bouts, could include as many as five
pulses, but usually consisted of just two �72% of total redu-
plication events�. Pearson’s correlation coefficients revealed
that Pulse-Redup was strongly correlated with Bout-Dur �r
=0.83, p�0.001� and Pulses-Bout �r=0.78, p�0.001�.

Although geckers are likely among the loudest vocaliza-
tions emitted by young rhesus macaques, mean SNR values
were relatively modest �just over 6 dB�, while showing high
overall variability with the loudest geckers at 19.1 dB. The
broadband noisiness of the sounds was reflected in generally
low HNR values and spectral slopes that were virtually flat.

TABLE III. Codes used to characterize behavior occurring before/during and after a geckering event.

Code Type Definition

Affil Before/during Infant engages in “friendly” prosocial behavior with mother or
others, such as touching, grooming, and play.

Aggr Before/during Infant engages in or receives aggressive behavior with mother
or others, such as threatening, pushing, hitting, biting, and nipple
rejections.

Inf-Follow Before/during Infant follows its locomoting mother.
Mth-Leave Before/during Mother moves out of proximity to her infant.
Inf-Leave Before/during Infant moves out of proximity to her mother.
Spon Before/during Absence of any evident antecedent or co-occurrence.
Pos-Outcome After Infant experiences Affil and/or attention from mother or others.
Neg-Outcome After Infant experiences Aggr from its mother or others.
No-Outcome After Infant experiences neither Aggr nor Affil from mother or others.
Rsp Response Any immediate discernible maternal action occurring in response to

her infant’s gecker �includes looking, touching, shifting position,
threatening, pushing, hitting, or biting an infant that is in contact,
and vocalizing, looking, approaching, reaching, touching,
threatening, pushing, hitting, biting, as well as Affil or Aggr toward
an infant that is not in contact�.

No-Rsp Response Absence of discernible maternal behavior in response to her
infant’s gecker.
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HNR values did become significantly higher in a few cases
�see, for example, the third and fourth pulses shown in Fig.
1�a��, but were never clearly or purely harmonically struc-
tured. LPC analysis revealed a one consistent frequency peak
just below 3000 Hz �Peak1�, with the spectral-moment mean
falling just above 2000 Hz. LPC analysis revealed a second
peak occurring above 7000 Hz in some cases, but associated
frequency values were highly variable. This peak was not
discernible in the majority of bouts, and therefore was also
not included as a reliable component of gecker acoustic
structure. When it did occur, the peak was not harmonically
related to Peak1.

2. Age and sex

The effects of age and sex on geckering are shown in
Fig. 2, based on 2-mo age blocks during which gecker bouts
were available from at least three different individuals �i.e.,
months 1–2, 3–4, 5–6, 7–8, and 13–14, respectively�.
Repeated-measures General Linear Model analysis of vari-
ance �ANOVAs� were used to test for possible age effects on
acoustics, but independent of individual variation. Results
revealed that younger infants emitted the fewest pulses per
bout, F�4,96�=6.75, p�0.05, the shortest pulses, F�4,96�
=8.39, p�0.05, and the shortest bouts, F�4,96�=7.55, p
�0.01. Results from associated Tukey-Kramer multiple-
comparison posthoc tests are displayed in Fig. 2.

A number of sex differences were also found, even when
controlling as well as possible both for body-size differences
between males and females, and for differences among
individuals. As could be expected, analysis of covariance

�ANCOVA� with vocalizer age entered as a covariate showed
males �M =1.62 kg� to be significantly heavier than females
�M =1.41 kg�, F�1,110�=14.2, p�0.001. Infant body weight
was therefore entered as a covariate in further repeated-
measures ANCOVAs. With vocalizer sex as the independent
variable, these tests revealed sex differences in four tempo-
ral, amplitude, and frequency-spectrum aspects of the calls
�see Table V�. The strongest effect sizes were found for
Peak1, with frequency peaks in female being almost 700 Hz
higher than in male calls, and for Bout-Dur, where female
bouts were more than twice as long as male bouts. Other
outcomes showed male geckers to be higher in amplitude
�SNR�, and also less noisy �HNR�.

TABLE IV. Descriptive features of gecker vocalizations, based on 111 total bouts and 651 total pulses.

Variable M SE Min Max Range COVmean

Age �mo� 5.32 0.41 1 17 16.0 0.80
Bout-Dur �s� 0.98 0.12 0.03 8.96 8.9 1.26
Pulse-Dur �s� 0.18 0.01 0.03 0.71 0.68 0.52
Pulses-Bout 4.29 0.37 1.00 28 27.0 0.92
Pulse-Redup 1.06 0.28 0.00 26 26.0 2.79
SNR �dB� 6.40 0.44 −1.35 19.1 20.5 0.72
Peak 1 �Hz� 2923 74.9 1208 4488 3280 0.27
Spectral-Tilt −0.01 0.01 −0.22 0.33 0.55 -12.6
Spectral-Mean �Hz� 2087 127.2 114.2 5932 5818 0.64
Spectral-StDev 1480 66.1 136.5 3661 3524 0.47
Spectral-Skew 2.70 0.40 −0.92 22.7 23.6 1.55
Spectral-Kurtosis 41.5 14.5 −1.53 1066 1068 3.67
HNR �dB� 4.13 0.24 −0.67 10.4 11.0 0.60
HNR-SD 3.75 0.11 1.25 7.24 5.99 0.31
LPC1 0.63 0.07 0.03 6.1 6.10 1.18
LPC2 0.66 0.07 0.05 6.1 6.10 1.14
LPC3 0.30 0.03 −0.64 0.92 1.60 1.09
LPC4 −0.35 0.03 −0.84 0.43 1.27 −0.86
LPC5 −0.17 0.03 −0.66 0.54 1.20 −1.69
LPC6 −0.38 0.02 −0.75 0.33 1.08 −0.61
LPC7 −0.10 0.02 −0.57 0.53 1.10 −2.24
LPC8 −0.20 0.02 −0.71 0.31 1.01 −1.02
LPC9 −0.01 0.02 −0.47 0.59 1.06 −15.47
LPC10 −0.09 0.02 −0.60 0.49 1.09 −1.93
LPC11 0.02 0.01 −0.42 0.42 0.84 6.16
LPC12 −0.05 0.01 −0.40 0.27 0.67 −2.57

FIG. 2. Mean percentage of gecker bouts occurring by sex and age, based
on 2 month age blocks, tallied separately for each individual caller.
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B. Gecker usage

1. Age and sex

During the first two years of life, gecker bouts were
emitted by infants from 1 to 17 months of age. Over this
period, 75.7% of all gecker bouts occurred during the first 6
months of life �see Fig. 3�. Gecker usage peaked at 4 months
in both males, 26.5% �X�6�

2 =51.7, p�0.001�, and females,
32.6% �X�6�

2 =16.7, p�0.05�. However, the percentage of
gecker bouts used in each month differed between the sexes
�X�11�

2 =25.1, p�0.01�, with male geckers tending to occur at
younger ages. The greatest proportions of male gecker bouts
occurred during months four �26.5%�, two �16.2%�, and one
�14.7%�, respectively. Females produced the most gecker
bouts during months four �32.6%�, two �14.0%�, and 14
�14.0%�, respectively.

2. Contexts

The behavior occurring immediately before or during a
gecker bout was clear in all but four of the 111 total cases.
Although none of the six categories of Before/During behav-
ior could be considered predominant, relative proportions did
show statistically significant heterogeneity �X�5�

2 =26.7, p
�0.001�. Inf-Follow �25.2%� was the most prevalent, fol-
lowed by Aggr �22.3%� and Spon �22.3%�, Mth-Leave
�18.7% �, and Affil �9.4%�. Inf-Leave �1.9%� could also oc-
cur before or during a gecker bout, but was rare. Males and
females were found to differ in the proportion of geckers
emitted across these categories �X�5�

2 =23.9, p�0.001�. Male
geckers were most common in Affil �male: 15.4%, female:
0%� and Aggr �male: 27.7%, female: 14.3%� contexts, while
female geckers were most common in the Inf-Follow context
�male: 10.8%, female: 47.6%�. Differences in the Inf-Leave,
Mth-Leave, and Spon categories were all less than five per-
centage points. The influence of infant age on sex differences
in Before/During gecker usage was examined in infants up to
6 months old, and results paralleled the overall pattern of sex
differences �X�5�

2 =22.0, p�0.001�. Males geckered most in
the Affil �male: 17.0%, female: 0%� and Aggr �male: 28.3%,
female: 14.3%� contexts, while females geckered most in the
Inf-Follow �male: 5.44%, female: 10.3%� context. However,
the male-female difference in the Inf-Follow context was less
pronounced in these younger infants.

C. Acoustics and contexts

A cross-validated, multinomial discriminant-function
analysis was conducted with Before/During as an indepen-
dent variable to determine whether the acoustic measures
considered collectively could be used to discriminate among
the six contexts associated with geckering. Only 34.8% of
the 107 available cases were successfully classified, which
was nonetheless statistically significant, F�52,343�=2.10, p
�0.001. Canonical discriminant analysis �Tabachnik and Fi-
dell, 2001� revealed that the first canonical correlation �rc

=0.59� was significant, F�52,343�=2.06, p�0.0001, with
Pulse-Redup �1.02�, SNR �0.91�, and Bout-Dur �−0.67� be-
ing the most influential in discriminating among the contexts.

A cross-validated, multinomial discriminant-function
analysis was conducted with After as an independent vari-
able to determine whether the acoustic measures considered
collectively could be used to discriminate among the three
outcome categories associated with geckers. Only 26.6% of
the 111 cases were correctly classified, which was not a sta-
tistically significant proportion, F�26,184�=0.94, p�0.55.

TABLE V. Statistically significant ANCOVA tests for sex differences in gecker acoustics with body weight
entered as a covariate.

Acoustic
measure

Males
�M/SE�

Females
�M/SE�

Direction of
difference F�1,5�

Effect
Size �d� p value

Bout-Dur �s� 0.57/0.07 1.60/0.25 F�M 19.3 0.86 .007
SNR �dB� 7.53/0.56 4.59/0.63 M�F 8.74 0.67 .032
HNR �dB� 4.58/0.29 3.40/0.38 M�F 8.73 0.48 .032
Peak1 �Hz� 2654/91.3 3349/99.3 F�M 17.7 0.99 .008

FIG. 3. �Color online� Bout duration �Bout-Dur�, the number of pulses per
bout �Pulse-Bout�, and pulse duration �Pulse-Dur� are shown as a function
of offspring age in 2 month blocks. Asterisks signify Tukey-Kramer posthoc
tests in which at least one comparison to other outcomes shown in the panel
was statistically significant.
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One-way ANOVA did reveal that the means of some acoustic
measures differed as a function of the After context, includ-
ing HNR, F�2,104�=3.95, p�0.05, Bout-Dur, F�2,104�
=3.91, p�0.05, and Pulse-Dur, F�2,104�=4.0, p�0.05.
Tukey posthoc tests demonstrated that the geckers with the
longest Bout-Dur and Pulse-Dur values were associated with
negative outcomes significantly more often than either posi-
tive outcomes or no outcomes. Geckers with higher HNR
values were more often associated with positive outcomes
than no outcome.

D. Responses to geckers

Immediate maternal response coding �Rsp/No-Rsp� was
available for 76 geckering episodes, with mothers found to
respond in only 38.2% of these cases, and doing so predomi-
nantly when the vocalizers were relatively young �M
=3.52 mo�. Although offspring as old as 17 months were still
producing geckers, no responses were noted to individuals
older than 12 months �see Fig. 4�. A clear sex difference also
emerged, with 47.2% of the gecker bouts emitted by males
eliciting an immediate maternal response �25/53�, compared
to only 17.4% from females �4/23�, X�1�

2 =6.03, p�0.014.
Male geckers were also responded to �M =3.32 mo� earlier in
life than females �M=4.75 mo�, Mann-Whitney U, z=2.44,
p� .02.

Gecker usage did not deviate significantly from expected
proportions across the three outcome categories scored for
geckers �X�2�

2 =2.65, p�0.25�. Furthermore, no sex differ-
ence was found in the outcomes experienced when examin-
ing offspring across the entire 24 months, X�2�

2 =0.72, p
�0.68. However, significant differences were apparent for
infants that were 7 months of age or older. Here, 50% of
male bouts were ultimately associated with positive out-
comes, but only 26.7% of female bouts. Conversely, 66.7%
of female bouts but only 8.3% of male bouts ultimately re-
sulted in negative outcomes, X�2�

2 =10.2, p�0.01.
Multivariate logistic regression analysis was used to

identify independent acoustic predictors of maternal re-
sponse as coded through Rsp/No-Rsp. Two subjects, female
infant LN and male infant MS, contributed a disproportion-
ately high number of bouts to this sample, 17 and 23 bouts,
respectively. Using a random number generator, 15 bouts

from each were selected for analysis, which reduced the
sample to 66 bouts from nine individuals �six males, three
females�, with equivalent numbers of male �M =7.7, SD
=6.68, range 1–15� and female bouts �M =7.0, SD=6.93,
range 3–15�. All variables that achieved univariate statistical
significance at the 0.2 level were entered into a forward step-
wise model selection procedure for the multivariate logistic
regression analysis. Two variables, HNR and Peak1, were
determined to be statistically significant predictors of mater-
nal response in a multivariate model. Like HNR, Peak1 can
be interpreted as a measure of relative noisiness, as this LPC
coefficient tends to co-vary with the overall slope of the LPC
function. However, the measures were nonetheless largely
independent. After adjusting for Peak1, the odds of a mater-
nal response were 1.42 times greater for each unit increase in
HNR �95% confidence interval 1.2–2.1�. After adjusting for
HNR, the odds of a maternal response were 3.3 times greater
for each unit increase in Peak1 �95% confidence interval
1.2–9.1�. Overall, the likelihood of a maternal response sig-
nificantly increased for vocalizers with higher HNR and
Peak1 values. The multivariate logistic regression model cor-
rectly predicted the presence or absence of maternal response
in 80.3% of cases, although prediction accuracy was substan-
tially higher for instances of no response �92.9%� compared
to when a response did occur �58.3%�.

IV. DISCUSSION

Acoustic analyses of rhesus monkey gecker vocaliza-
tions during the first 24 months of life revealed age, sex, and
maternal response differences across several temporal, spec-
tral, and amplitude measures, but little context-specific
acoustic differentiation. Geckers of the youngest infants had
the shortest bout durations, pulse durations, and fewest
pulses per bout. Female geckers showed higher spectral
peaks and bout durations, while male geckers were higher in
amplitude and less noisy. Developmentally, gecker usage
peaked at four months of age for both sexes, with male geck-
ers nonetheless tending to occur at younger ages than those
of females. More than 75% of gecker bouts were produced
by infants 6 months of age or less, but offspring as old as 17
months could also gecker. Over 20% of gecker bouts ap-
peared to be spontaneous, while the majority of these calls
were emitted when the offspring were following their moth-
ers, receiving aggression from their mothers, or had been left
behind. Acoustic measures showed some statistical power in
discriminant-function classification of calls according to six
different behavioral contexts associated with geckering, but
modestly so. The measures discriminating most among these
contexts were bout duration, pulse reduplication, and signal-
to-noise ratio. Mothers responded most, and most positively
to the geckers of young infants, while also clearly favoring
males. Maternal response was also more likely when geckers
showed a pronounced spectral peak and less noisiness.

A. Acoustics

1. Structure and function

Acoustic analysis confirmed that geckers are composed
solely of multiple short pulses. With just one reliable fre-

FIG. 4. Percentage occurrence of immediate maternal response by infant
age block �mo.� to each gecker bout that received an immediate maternal
response. Percentages shown sum to 100%, representing all instances that
the mother showed an immediate response to her offspring’s geckering
�scored as Rsp, as described in TABLE III�.
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quency peak �at just below 3000 Hz�, geckers can be consid-
ered “spectrally structured noise” �Beeman, 1998�. The
noisiness of gecker pulses was reflected in a virtually flat
spectral slope �Spectral-Tilt�, low tonality �HNR�, and high
spectral standard deviation �Spectral-StDev� relative to spec-
tral mean �Spectral-Mean�. While the absolute amplitude of
geckers was not measured, they are likely among the loudest
vocalizations produced by young rhesus. Their noisiness
therefore almost certainly reflects chaotic vocal-fold vibra-
tion �e.g., Tokuda et al., 2002� rather than simple airflow
turbulence. The occasional occurrence of periodic compo-
nents within this noise-based spectral structure is also con-
sistent with interpreting the sounds as example of determin-
istic chaos �Wilden et al., 1998�. This kind of chaos is often
a hallmark of elevated vocal effort, for example, occurring as
subglottal air pressures and vocal-fold tensions increase dur-
ing vocal production �Wilden et al., 1998; Fitch et al., 2002;
Brown et al., 2003; Riede et al., 2004�. The occurrence of
pulse reduplications in 34% of all gecker bouts can thus be
taken as an indicator of additional vocal-fold instability due
to vocal effort, with these events being particularly prevalent
in longer geckers with a large number of pulses.

This acoustic structure suggests that geckers are both
salient and localizable to listeners. Several features, includ-
ing their abrupt, high-amplitude pulses and broadband atonal
spectra, likely make geckers particularly difficult to ignore as
an auditory event �see Owren and Rendall, 1997, 2001�.
These same features also suggest that geckers should be easy
to localize in both vertical and horizontal dimensions
�Brown, 1982; Heffner, 2004; Recanzone and Beckermann,
2004�. Moreover, auditory localization is facilitated when
sounds are produced in conjunction with salient visual events
�e.g., Heffner, 2004�, such as the dramatic, spasmodic whole-
body jerking that can accompany geckering. Geckers are
thus well designed to serve as signals of distress, and com-
municative significance likely adds additional salience for
species-specific listeners. However, these same perceptual
features can contribute to these sounds becoming annoying
as well, particularly with prolonged use �e.g., Todt, 1988�. In
humans, for instance, there is ample evidence both that infant
distress vocalizations are aversive to caregivers, and that the
sounds become significantly more noxious when produced in
long bouts �Frodi and Senchak, 1990; Levitzky and Cooper,
2000; Soltis, 2004�. Noisy, so-called “dysphonia” is also
prominent among the features found to have the greatest
negative impact in human infant cries �Wood and Gustafson,
2001; Gustafson and Green, 1989; Dessureau et al., 1998�, a
phenomenon now shown to be chaotic vocal-fold vibration
�Herzel, 1993�.

2. Age and sex

Ontogenetic trends mainly involved producing longer
pulses, longer bouts, and more pulses per bout. Consistent
with previous work on primate vocal production, these
changes likely reflect maturational and growth processes
rather than vocal learning per se �Hammerschmidt et al.,
2000; Hammerschmidt et al., 2002�. Sex differences, such as

female gecker bouts lasting more than twice as long as those
of males, were similar to outcomes reported for other distress
calls in rhesus �Tomaszycki et al., 2001; Erwin, 1975� and
Japanese macaques �Green, 1981�. The single characteristic
spectral peak in geckers was also nearly 700 Hz higher in
females than in males. Male geckers were somewhat less
noisy �HNR�, as well as being substantially higher in ampli-
tude �SNR�. These differences were apparent even after sta-
tistically controlling for body weight, suggesting that the
critical factors may involve neuroanatomy, hormones, or
vocal-fold size and shape, rather than body size and associ-
ated differences in vocal-tract length �Fitch, 1997�.

Gonadal sex steroids are particularly likely to play a
critical role, with Tomaszycki et al. �2001� finding that fe-
male rhesus up to 8 months emitted longer call bouts and
used a greater variety of call types than did males of compa-
rable age. However, when female fetuses were treated with
androgen during the second trimester of gestation, the sex
difference in later calling behavior was eliminated. The hor-
mone treatment was likely to be operating via effects both on
inferior temporal cortex �Newman and Bachevalier, 1997;
Newman et al., 1990� and on the vocal folds themselves
�Aufdemorte et al., 1983; Saez and Martin, 1976; Hollien et
al., 1994�. Vocal-fold dimensions are largely unrelated to
overall body size �Fitch, 1997; Rendall et al., 2005�, consis-
tent with the current finding that sex differences in gecker
acoustics persisted after statistically controlling for body
size.

B. Usage

1. Age and sex

Although rhesus from 1 to 17 months of age emitted
geckers, 75.7% of these calls occurred during the first 6
months of life. Geckering peaked at 4 months of age in both
males and females, similar to results from Berman et al.’s
�1994� more general study of rhesus distress calling. Onto-
genetic peaks have also been found in other primate infant
distress calls: stumptail macaque “trilled whistles” at 8
weeks �Maestripieri et al., 1995�, vervet monkey “care-
elicitation” calls at 8–10 weeks �Hauser, 1993�, chimpanzee
“crying” at 6–8 weeks �Bard, 2000�, and human infant cry-
ing at 6 weeks �Barr, 1990�.

The time course involved may reflect the changing qual-
ity of the mother-infant relationship, with both free-ranging
and captive rhesus infants beginning to spend time away
from their mothers at about 4 months of age �Berman, 1980�.
A mother’s first postpartum estrus also occurs around the
same point, potentially causing significant increases in sepa-
ration, distress calling and infant tantrums �Berman et al.,
1994�. Males both began and stopped geckering earlier than
females �also see Green, 1981�, consistent with Newman et
al.’s �1990� finding that female rhesus vocalize more than
males during social separation in the second half of their first
year. Erwin �1975� has argued that this sex difference in
rhesus vocalization rates is very general, extending to “every
age other than the period when the females have reached
puberty and the males have not” �p. 376�.
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2. Accompanying context

Gecker production was not associated with any single
behavioral context, with most geckers occurring when an
offspring received maternal aggression �22%�, when there
was a proximity change such as mother moving away �19%�,
or when the vocalizer was following its mother �25%�. Spon-
taneous geckers �22%� were also common. This finding is
compatible with Newman’s �1995� argument that at least
some geckers are artifacts of basic nervous-system develop-
ment rather than having signaling function per se. In a simi-
lar vein, Blass �1994� argues that human infant crying may
function to maintain ideal levels of brain activation during
early development. Nonetheless, spontaneous geckers may
also reflect distress with purely internal causes, or could be
related to external circumstances that the observer cannot
readily see. At present, this issue must be considered unre-
solved.

Male geckering was found to be significantly more
likely in the context of experiencing either aggression or
affiliative behavior than was female geckering. However, the
most striking sex difference appeared for offspring following
their mothers, a context that accounted for almost half of all
gecker bouts in females, but only 11% in males. One inter-
pretation of this discrepancy is that females are less indepen-
dent of their mothers than are males, particularly in early
infancy �Lindell et al., 2003; Simpson et al., 1986; although
see Brown and Dixon, 2000�. If so, females might also be-
come more distressed and vocal when following an inatten-
tive mother �Lovejoy and Wallen, 1988�.

C. Acoustics and context

The contexts found to be associated with geckering are
consistent with interpreting these sounds as “separation-
rejection” vocalizations, but the lack of context-specificity
suggests they are not differentiated signals of specific need.
While gecker acoustics supported statistically significant
discriminant-function classification according to preceding
or co-occurring context, categorization success was only
35% correct overall. The upshot is that the degree of acoustic
differentiation is unlikely to attain the “just noticeable differ-
ence” �sensu Nelson and Marler, 1990� necessary for conspe-
cifics to reliably infer the context of calling from acoustics
alone. Gecker variation appears more likely to reflect differ-
ences in vocalizer arousal, particularly as pulse reduplica-
tion, signal-to-noise ratio, and bout duration were the pri-
mary variables contributing to successful statistical
classification. Each of these measures probably reflects over-
all vocal effort, with increasing arousal plausibly associated
with higher subglottal air pressures, greater vocal-fold ten-
sion, and more prolonged calling. This interpretation is con-
sistent with Bayart et al.’s �1990� compelling results with
coo calls produced by rhesus infants being separated from
their mothers. Both infant behavior and associated coo
acoustics were differentially affected by the degree of isola-
tion, with concomitant effects found on hormone levels,
monoamine neurotransmitter measures, and behavioral
arousal. Total isolation produced increases in each of these
domains, and triggered coos that were longer, harmonically

richer, and more frequency modulated than those produced
when mothers were visible to the infants in an adjacent cage.

D. Maternal response

Mothers showed an immediate response to only 38% of
gecker bouts, and these reactions depended on a combination
of gecker acoustics, offspring age, and whether the vocaliz-
ers were male or female. Mothers were most responsive to
infants aged 4 months or less, and mothers were never ob-
served to react to offspring older than 12 months. Maestrip-
ieri �1995� and Hauser �1993� have reported similar out-
comes for stump-tailed macaques �Macaca arctoides� and
vervet monkeys �Cercopithecus aethiops�, respectively.
Overall maternal responsiveness here was lower than in
those studies, but probably because the current subjects were
observed over a wider age range. Mothers were also more
likely to react to male than to female geckers, and began to
show responses earlier in the infant males’ lives. Tomaszycki
et al. �2001� similarly found that rhesus mothers responded
more to males than to females across a variety of distress
vocalizations, consistent with a general pattern of rhesus fe-
males showing somewhat greater parental investment toward
sons than daughters �Bercovitch et al., 2000�.

Overall, the outcomes experienced by geckering infants
were about equally likely to be positive or negative, and
based again on discriminant-function analysis, gecker acous-
tics could not be used to predict the nature of the outcome, or
whether there would be any discernible outcome. However,
univariate analyses did show that geckers with longer bout
and pulse durations tended to be associated with more nega-
tive outcomes such as aggression, while less noisy geckers
were associated with more positive outcomes. An additional,
striking difference was that for offspring 7 months or older,
geckering was followed by aggression from mothers or other
group members more than 50% of the time for females, but
less than 10% of the time for males. Similarly, about half the
gecker bouts from older male infants were associated with
positive outcomes such as affiliation and attention, while the
comparable figure for females was only about one-quarter.

These differences probably reflect a combination of fac-
tors, including the vocalizer’s age and sex, as well as the
potential aversiveness of geckers as auditory events. On the
one hand, rhesus mothers could be less responsive to, but
more negative toward females due to their higher calling
rates, noisier geckers, and older ages when calling. Rein-
forcement learning has often been proposed as the mecha-
nism by which rat pups �D’amato et al., 2005�, bird nestlings
�Lotem, 1998; Stamps et al., 1989�, or rhesus monkey infants
�Berman et al., 1994� adjust their vocalizing towards optimal
rates of effectiveness. Female rhesus infants may vocalize
more often and intensively than males because mothers are
rarely responding. Mothers may respond less to females be-
cause females are geckering excessively beyond the ages at
which maternal response to geckers is crucial to offspring
well being.

On the other hand, females may be more likely to ex-
hibit these calling characteristics precisely because their
mothers are less responsive and behave less positively to-
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ward them. If the latter, mothers are behaving differently
toward males and females for other reasons, and can in fact
likely distinguish their respective geckers due to differences
such as spectral peak frequencies. In addition, mothers were
simply less likely to respond to calls from older individuals,
which in most instances of which were females. Overall,
then, while sex differences in both geckering and maternal
responsiveness are apparent in these animals, the direction of
causality involved between remains unclear.

V. CONCLUSIONS

Taken together, gecker vocalizations are likely to be
highly salient and localizable to receivers. Gecker acoustics
appear to be well designed to draw the attention of mothers
and other listeners, while also potentially becoming aversive.
These sounds become even more salient by virtue of regu-
larly being accompanied by spasmodic jerking, occurring in
lengthy bouts, and being associated with situations of evident
vocalizer distress. While thus potentially being an effective
distress cue, geckers are not highly specific to particular cir-
cumstances, and only infrequently elicit maternal response.
The likelihood of maternal response was greatest when geck-
ers exhibited pronounced spectral peaks and less noisiness
�HNR�.

Most gecker bouts were emitted within the first 6
months of life, with peak occurrence when infants were 4
months of age and mothers were experiencing their first post-
partum estrus. After this age, maternal responsiveness dimin-
ished markedly. Male infants both began and stopped geck-
ering earlier in life than females, and mothers responded
more to their calls. Sex differences were also found in gecker
acoustics, albeit based on an imperfectly balanced sample.
Female vocalizations were characterized by longer durations
and higher-frequency spectral peaks, while male geckers
were generally less noisy �HNR� and higher in amplitude.
Differences in neuroanatomy, hormones, and vocal-fold size
and shape are all likely to contribute to these acoustic differ-
ences. Sex-biased maternal responsiveness is likely attribut-
able to sex differences in gecker acoustics as well as the fact
that females are emitting geckers at older ages than males.
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The sounds of a big-snout croaker, Johnius macrorhynus, produced under hand-held and voluntary
conditions �in a large aquarium and in the field� were compared. Voluntary calls included “purr” and
“dual-knocks”, only purrs were produced when the fish was hand-held. The purr is composed of
pulses in which the first interpulse interval was six to nine times longer than the other interpulse
intervals, which were approximate in duration, and is a unique sound type in the coastal water of
Taiwan. Purrs emitted under these conditions did not differ significantly, suggesting that the
hand-held sound can be employed to match the sound in the field. These sounds contained energy
reaching 5 kHz, with two peaks at about 1 and 2 kHz—the former being the dominant frequency.
First interpulse interval, main interpulse interval, repetition rate of pulse, and pulse duration may
serve as the diagnostic characters for the species-specific sound �i.e., purrs�. One specimen survived
in a large aquarium for 6 months and its vocal activity was monitored. The fish produced fewer
dual-knocks than purrs, and purrs were about 11 dB louder than dual-knocks emitted in the
aquarium. The temporal sequential relationship of these types in the sound of this individual was
described. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2384844�

PACS number�s�: 43.80.Ka �AU� Pages: 586–593

I. INTRODUCTION

In a number of teleostean families, such as Batrachoid-
idae, Gadididae, Holocentridae, Sciaenidae, Pomacentridae,
and Gobiidae, sound production is associated with defensive
and/or reproductive purposes �Hawkins and Rasmussen,
1978; Fine, 1997; Ladich, 1997�. For the latter purpose,
acoustic activity is limited to and peaked in the spawning
season and restricted to the spawning ground �Fish and Cum-
mings, 1972; Fine, 1978; Takemura et al., 1978; Mok and
Gilmore, 1983; Saucier and Baltz, 1993�. Sciaenids are fish-
eries species commonly found in shallow coastal waters
�Shao, 2005� and are well known for being soniferous �Mok
and Gilmore, 1983�. Specific sound types hypothesized to be
made by particular sciaenid species have been employed to
track and delimitate the aggregations of mature individuals
and their spawning grounds �Mok and Gilmore, 1983;
Saucier and Baltz, 1993�. Such a passive-sonar technique has
revealed information about the relative size and location of
the vocalizing aggregation �Connaughton and Taylor, 1995;
Luczkovich et al., 1999�. Information on the species-specific
sound is required so that distribution of the species can be
properly estimated. Unfortunately, only the sounds from the
field of a few sciaenid species were verified using voluntary

sounds recorded under captivity �e.g., weakfish, Cynoscion
regalis, and Atlantic croaker, Micropogonias undulatus
�Connaughton et al., 2000; Fine et al., 2004��. As sciaenids
seem very sensitive to handling, successful captivity is hard
to come by and sounds of most sciaenid species remain un-
known. To make thing even more difficult, most sciaenid
croaking sounds are composed of a series of knocks whose
interspecific differences were indistinctive. Sounds recorded
from various distances from the sources may have already
been subjected to different degrees of distortion and diverged
from their original forms. These factors further complicate
accurate matching of sciaenid sounds from the field. An
easier approach to obtain the acoustic information for a spe-
cies is from the sounds emitted by a captive live fish re-
sponding to disturbance. As the releasing factors for the dis-
turbance sounds and those from the natural environment
differ, one would doubt whether they will be the same. Due
to the high similarity among species in their acoustic char-
acters, reliable matching between a disturbance sound from a
known producer and a particular sound type taken from the
field remains problematic in most cases. The condition gets
more complicated in areas where several sciaenid species
co-occur.

In our past surveys on the underwater ambient biological
sounds in areas adjacent to the estuaries of nine major rivers
in Taiwan, eight types of sounds were recognized. The ma-
jority of these sound types are composed of trains of pulsesa�Electronic mail: hinkiu@mail.nsysu.edu.tw
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and the interpulse intervals within each train varied to a cer-
tain degree. One of these sound types was special in having
�1� the first interpulse interval obviously longer than the fol-
lowing intervals �or the main interpulse interval�, �2� the
peak-to-peak interval of a pulse being about 10 ms, and �3�
the sound energy spreading to 5 kHz. We chose this sound
type as a target subject. The objectives of the present study
are to �1� find the producer of this target sound type; �2�
compare its sounds captured from the field, under hand-held
�or disturbance� and captive conditions such that the value of
the disturbance sound, which is easier to obtain, for identi-
fying the producer from the field can be evaluated; and �3�
describe the factors affecting the characteristics of the
sound�s� produced by the species in question. We chose it as
a target subject because �1� it is common in these survey
areas; �2� its characteristics are very unique and can hardly
be misidentified; and �3� if the diagnostic character �a longer
first interpulse interval� is present, any other changes ob-
served in the sound can be treated as intraspecific variation.
If a sciaenid species caught from areas where this target
sound type is present emits voluntary or disturbance sounds
carrying such diagnostic character, it will be a nice model for
studying factors affecting its characteristics and distribution
of the reproductively active individuals.

II. MATERIALS AND METHODS

A. Sound recording

Sound recordings were made on the coastal waters adja-
cent to the estuaries of nine major rivers �including the Dan-
shuei River, Toucian River, Dajia River, Dadu River, Jhu-
oshuei River, Cengwun River, Gaoping River, Lanyang
River, and Siouguluan River� and one islet �Gueishan Island�
off the northeastern coast of Taiwan during 2002 and 2004.
Recordings were made in all seasons. To find out the pro-
ducer of the target sound type, a site close to the estuary of
the Jhuoshuei River �23°54�–23°56�N,
120°11�–120°14�E; water depth ca. 10 m� was selected
where the target sound type had been recorded to capture live
soniferous fish specimens by hook-and-line for the distur-
bance hand-held sound. Some of the live fish were brought
back to the wet laboratory and kept in an aquarium. If hand-
held disturbance sounds and voluntary sounds of one of these
live fish emitted under captivity turns out to be the same as
the target sound type heard in the field, the sound producer of
this target sound type is considered identified.

Eighty-eight live specimens of six sciaenid species �5
Johnius belengerii, 31 Johnius macrorhynus, 27 Johnius
tingi, 6 Otolithes rubber, 4 Pennahia macrocephalus, and 15
Pennahia pawak� were treated for sound recording. While
they were still alive right after the hook was removed, they
were gently held and placed into a 52�32�30 cm3 polysty-
rene tank in which the water depth was 20 cm. The sounds
emitted when they were hand-held in water were recorded by
the hydrophone placed in the tank. The hydrophone was
placed at a distance of about 10 cm from the calling fish and
about 15 cm under the water surface. After recording, some
specimens were sacrificed to determine the sex, and the sonic
muscles were also examined. The sounds were recorded us-

ing either a Sony Net MD walkman recorder �MZ-N910;
sampling frequency of 44.1 kHz� or a Sony TC-D5M
cassette-recorder connected to a hydrophone system �HP-A1
hydrophone series, Burns Electronics, with frequency re-
sponses of 10–25 000 Hz±3 dB, and HP-A1 Mixer-
amplifier�.

Thirty-one big-snout croaker, J. macrorhynus �
138±16 mm total length, range from 105 to 172 mm� were
caught between 23 May and 11 November 2005. Ten were
transported to the wet laboratory at the National Sun Yat-sen
University and kept in a 190�85�42 cm3 glass aquarium
with an external water-filter system connected to aquarium.
One male big-snout croaker specimen �132-mm total length�
successfully survived until November. Its sounds were no-
ticed for the first time on 14 October when a student heard
the loud sounds while staying in the wet laboratory very late
in the evening. This finding led us to a close monitoring of
its vocal activity. We formally began to monitor its voluntary
calls from 17 October to 24 November 2005. The fish passed
away afterward. Sound production might have taken place
prior to 14 October. For prolonged and continuous recording
of sound, the HP-A1 hydrophone system was connected to a
Creative Nomad JukeBox 3 recorder with a sampling rate of
22.05 kHz.

B. Sound analysis

Data logged in the Sony Net MD Walkman recorder and
Sony TC-D5M cassette-recorder were digitized using the
software Avisoft-SASLab Pro �Specht, 2002� at a sampling
rate of 16 kHz and a resolution of 16 bits. A known sound
pressure level �SPL� of 1 kHz sound �measured by another
calibrated B & K 8104 hydrophone system� generated
through a DNH Aqua-30 underwater loudspeaker �made in
Norway� was employed to calibrate the laboratory voluntary
calls using the Creative Nomad JukeBox 3 recorder hydro-
phone system. Only sounds that had clear pulse structure
were analyzed. The sonograms were computed using fre-
quency resolution of 256-point fast Fourier transformation
�FFT�, 50% frame, hamming window, and temporal resolu-
tion by 96.87% overlap. The call duration, number of pulses
per call, duration of pulse, and the interval between pulses
�interpulse interval� were measured from the sonogram. The
repetition rate of the pulse was calculated as the number of
pulses per second. The two main frequency peaks were ob-
tained for each call with hamming evaluation window. Sound
pressure level �SPL� of the voluntary sounds recorded in the
large glass aquarium was measured by root mean square. A
pulse always consists of four to five cycles of acoustic en-
ergy. The first four durations of acoustic energy were mea-
sured for each pulse. The calculated acoustic frequencies
were the inverse of acoustic energy cycle duration
�1/ �duration��1000� �Connaughton et al., 2000�.

C. Statistical analysis

Nonparametric tests including the Kruskal-Wallis test
and Mann-Whitney test were used. The critical � level for
these analyses was 0.05.
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III. RESULTS

A. Characteristics of fish sounds

Among the six species caught by hook-and-line that pro-
duced disturbance sounds, only male big-snout croakers pro-
duced the target sound while hand-held. However, the fe-
males of this species did not emit any sound under a similar
condition. This species is sexually dimorphic in possession
of sonic muscles; only males have these muscles. Two types
of sounds were produced by this species: the purr, which is
identical to the target sound type, and the dual-knocks. Purr
is composed of a train of pulses in which the first interpulse
interval is statistically longer than the rest of the interpulse
intervals that have approximate durations �also see below�.
Dual-knocks are composed of only two pulses. Both sound
types were emitted by the fish in the field and in the large
tank. However, when the fish was hand-held, they emitted
only the purr sound, which was species specific.

For the purrs recorded from the field, the first interpulse
interval ranged from 17.8 to 59.4 ms �34.0±10.5 ms, N=40�.
Other interpulse intervals within a purr showed low varia-
tion; the average of these intervals, which was called the
main interpulse interval, ranged from 2.0 to 9.9 ms
�3.6±0.9 ms�. Consequently, the first interpulse interval was
about six to nine times the main interpulse interval.

The number of pulses in a purr ranged from 8 to 28
pulses �15.9±6.1 pulses, N=40�. The call duration was
181.3±52.6 ms �range: 111.0–281.5 ms�. The number of
pulses per call and call duration were positively correlated.
Pulses contained energy reaching 5 kHz, with two peaks at
about 1 and 2 kHz �Fig. 1, Table I�, the former being the
dominant frequency. The duration and number of pulses in
the purrs recorded from the large tank, field, and under dis-
turbance �hand-held in a small tank�, listed by decreasing
order of duration and number of pulses, were significantly

FIG. 1. Two sound types emitted by
the big-snout croaker—purr �a, c, e�
and dual-knocks �b,d�. Power spec-
trum �left�, sonogram �middle�, and
single-pulse oscillograms �right� for
sounds recorded in the field �a, b�,
large aquarium �c, d�, and small tank
�e�. The lower power spectrum in �a�
and �b�represents the ambient noise in
which the fish sound was absent.
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different �call duration: 256.9±29.8 ms�181.3±52.6 ms
�113.6±31.8 ms; number of pulses per call: 22.0±3.9
�15.9±6.1�11.2±4.3; P�0.001�. However, the repetition
rate of the pulse did not differ among these three conditions
�P=0.2099�. The first interpulse duration and the low-
frequency peak were higher in the purrs from the field and
large tank than those from the disturbance condition �
34.0±10.5 ms and 29.0±3.6 ms�16.0±7.3 ms; 1146±131
and 1052±84 Hz�808±142 Hz; P�0.001�. Pulse dura-
tions and main interpulse intervals among the purrs emitted
under these three conditions showed no significant difference
�P=0.3243�. The high-frequency peak of the purrs at about
2 kHz among the three recording conditions differed: purrs
in the field, large-tank, and disturbance conditions were
listed in decreasing frequency �2481±269 Hz
�2263±186 Hz�1676±157 Hz; N=40�.

Dual-knocks was composed of only two pulses, with an
interpulse interval of 19.7–39.5 ms �30.5±4.9 ms� in the
field and 36.0–40.2 ms �33.5±4.5 ms� in the large aquarium
tank �N=15, Table I�. Pulses contained energy also reaching
5 kHz, with two peaks at about 1 and 2 kHz �Fig. 1, Table I�,
the former being the dominant frequency. The call duration,
repetition rate of pulse, pulse duration, interpulse interval,
and frequency distribution of the dual-knocks emitted in the
field and in the large tank were not significantly different
�Table I�.

The durations of the four cycles in the pulses of the two
sound types emitted in the field and the large glass aquarium
ranged from 0.83 to 1.00 ms �Fig. 1, Table I�. However, the
duration for the purr sound emitted when the fish was hand-
held ranged form 1.31 to 1.56 ms; it was significantly longer
than the other two conditions �Table I�. The calculated acous-
tic frequencies were between 1016 and 1226 Hz in the field
and large aquarium conditions and 634 to 778 Hz in the
hand-held disturbance condition, respectively. The calculated
acoustic frequencies were close to their dominant frequen-
cies as exhibited in the sonograms and spectrograms �Fig. 1�.

B. Voluntary vocal activity under captivity

The single male big-snout croaker kept in the large tank
emitted many loud sounds that could be clearly heard about
10 m from the tank. No fish sounds had been found in the
daytime and sound production was limited between 21:45 to
03:15 h. The fish made short pauses in sound production in
the vocalizing evening. Duration and number of pauses var-
ied. The longest “continuous” vocalization in one night with
only short pauses lasted for about 143 min with 2322 purrs
and 77 dual-knocks. Cumulated calling times per night could
reach a total of about 189 min with about 2281 purrs and 337
dual-knocks. However, sound production per night could
also last as short as only 2 min with 4 purrs and 9 dual-
knocks. The number of purrs per night ranged from 4 to 2322
�average: 876.4±744.7� and the dual-knocks ranged from 9
to 689 �average: 284.6±218.7�. In the total 1745-min sound
records, 17 528 purrs and 5693 dual-knocks were detected
�Fig. 2�.

Under the captive condition the two types of sound did
not occur randomly during the night. Dual-knocks were al-
ways the sole sound type presented uninterruptedly in the
initial 3 to 5 min after the initiation of sound. The purrs then
emerged and became the major composition. However, vocal
activity might stop momentarily and about 10–30 dual-
knocks could be emitted when vocalization restarted. As for
the sound pressure levels, purrs were higher �or louder� than
those of the dual-knocks �purrs: 132.1±5.6 dB versus dual-
knocks: 121.0±5.1 dB; P�0.0001�.

IV. DISCUSSION

The exceptionally small sample of the sound source in
captivity �i.e., only one fish in the aquarium� in this study is
probably not representing the real phenomenon and a lower
variation could be expected �i.e., a lower variation in the
temporal parameters of the purrs in the sounds in the
aquarium emitted by the same fish�. Despite the variations

TABLE I. Parameters of big-snout croaker sound emitted in two voluntary conditions �i.e., reared in a large aquarium and in the field� and hand-held
disturbance condition, a, b, c, and x, y represent distinct groups in the purr and in the dual-knocks, respectively. The first six parameters were averaged for 40
purrs and 15 dual-knocks. The last parameter was measured independently for each pulse: 250 pulses in purr from the field, 60 pulses in purrs from the large
aquarium, 140 pulses in the purrs from the small tank, 40 pulses in dual-knocks from the field, 50 pulses in the dual-knocks from the large aquarium were
separately averaged.

Field Large aquarium Hand-held

Parameters Purr Dual-knocks Purr Dual-knocks Purr

Call duration �ms� 181.3±52.6a 42.8±5.3x 256.9±29.8b 45.6±2.9x 113.6±31.8c

No. of pulses per call �no.� 15.9±6.1a 2 22.0±3.9b 2 11.2±4.3c

Repetition rate of pulse �pulses/second� 85.9±10.8a 47.5±6.8x 85.2±8.6a 44.0±2.8x 88.5±10.5a

Pulse duration �ms� 6.1±0.9a 6.2±0.8x 6.3±0.6a 5.9±1.1x 6.2±0.8a

Interpulse interval �ms� First: 34.0±10.5a 30.5±4.9x First: 29.0±3.6a 33.5±4.5x First: 16.0±7.3b

Main: 3.6±0.9a Main: 4.1±1.2a Main: 3.3±1.4a

Frequency Peak �Hz� Low �Dominant� 1146±131a 1133±119x 1052±84a 1135±85x 808±142b

High 2481±269a 2301±136x 2263±186b 2351±196x 1676±157c

Acoustic energy First 0.83±0.12a 0.82±0.16x 0.87±0.19a 0.85±0.14x 1.31±0.17b

cycle duration �ms� Second 0.95±0.11a 0.80±0.10x 0.90±0.13b 0.87±0.12y 1.54±0.31c

Third 1.00±0.14a 0.82±0.08x 0.91±0.11b 0.88±0.18y 1.44±0.40c

Fourth 0.98±0.15a 0.88±0.14x 0.94±0.13a 0.92±0.16x 1.56±0.28b
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found in call duration and number of pulses per call among
the three recording conditions, the diagnostic characteristics
of the purrs �i.e., the first interpulse interval being six to nine
times longer than the main interpulse interval, and the ap-
proximate 10-ms pulse peak-to-peak interval� produced by
the male big-snout croakers in the hand-held disturbance
condition and produced voluntarily in the large aquarium
agreed with the target sound type from the field. Conse-
quently, the producer of the target sound type in the field is
identified as J. macrorhynus. The main species-specific char-
acters of this species pertained in all three conditions. It is,
therefore, reliable to use the disturbance sound to represent
the main sound type of the species. Implication of the hand-
held disturbance sound for identifying the producer of
sounds in the field may be generalized and applied to other
soniferous fishes, especially to those that are not easy to hold
in captivity. For the big-snout croaker, interpulse interval
�both the first and the main ones�, pulse repetition rate, and
pulse duration are conservative and informative parameters
for species-specific sound recognition.

The first interpulse interval of the purrs shortened when
the fish was under stress and the reduction correlated to the
degree of stress �i.e., the shortest interval was found in the
hand-held condition�. The duration of the calls under inten-
sive stress �i.e., hand-held condition�, which was related to
the number of pulses included, was also the shortest. How-
ever, the main diagnostic character was sturdy �the excep-
tionally larger first interpulse interval� even under extremely
stressful condition. Interestingly, stress did not affect the
main interpulse interval; pulse repetition rate in the main
portion of the pulse train between the second and last pulses
was a persistent parameter of the purr. As such, this param-
eter may also be a useful one for species identification when
overlap of the ranges among species is limited. Actually,
pulse repetition rates in the disturbance sounds of other
soniferous species we recorded differed from that of the big-

snout croaker �J. belengerii: 65.2±8.1 pulses/second, n
=104; J. tingi: 98.2±12.5 pulses/second, n=301; O. rubber:
142.9±19.1 pulses/second, n=46; P. macrocephalus:
33.8±5.3 pulses/ second, n=39; P. pawak: 113.4±6.5 pulses/
second, n=63�.

The sound pressure level recorded in the aquarium could
either be decreased by the reflecting sound waves, which
were out of phase with the source, or be increased by the
resonance of the tank. However, since both sound types were
recorded under the same condition, the 11-dB difference be-
tween dual-knocks and purrs should be real. For the big-
snout croaker sounds in the field and in the large glass
aquarium, the number of dual-knocks was much fewer than
that of purrs. In the former condition, the lower SPL of the
dual-knocks may account for such a reduction as a result of
sound dissipation �i.e., the hydrophone could not pick up
dual-knocks from a remote distance�. However, this explana-
tion cannot be applied to the voluntary sound in the large
tank. It is concluded that the fish actually produced fewer
dual-knocks than purrs.

A “stressful” condition may affect vocal performance
�e.g., missing certain sound type�; the wild Atlantic cod, Ga-
dius morhua, produced grunts, short knocks, and long series
of knocks, while individuals in captivity only produced the
first two sound types �Midling et al., 2002�. Similar result
was found in the big-snout croaker; only purrs were emitted
under the hand-held disturbance condition, whereas this
sound type and dual-knocks were emitted under the volun-
tary conditions �i.e., in the large tank and in the field�, de-
spite that we only recorded less than 100 dual-knocks in our
past field surveys between 2002 and 2004. In other words, in
the case of the big-snout croaker, the major sound type will
be kept even in a stressful condition. Due to the rarity of
double-knocks, it remains possible that this sound type could
be emitted by a hand-held big-snout croaker if the number of
fish tested increased. Its absence could, also be due to the

FIG. 2. The voluntarily calling time and the number of knocks and purrs of a big-snout croaker recorded in the glass aquarium from 17 October to 24
November 2005. Black bar indicates presence of sound.
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fact that it can be released only by a mild stress.
For the vast majority of sciaenid species, only a sound

type that may show certain quantitative variation �e.g., num-
ber of pulses and call duration �Guest and Lasswell, 1978;
Luczkovich et al., 1999; Connaughton et al., 2002b�� is emit-
ted, and more distinct sound types within a species have
seldom been found in sciaenids. Mok and Gilmore �1983�
recognized three sound types in the spotted seatrout �Cynos-
cion nebulosus� �i.e., grunt, knocks, and staccato�, but no
evidence of confirmation was presented. The male Atlantic
croaker produced courtship sound, and both male and female
produced another fright-response sound that could be elicited
by casting a shadow over the surface of the holding tank or
by moving a dip net through the water �Connaughton et al.,
2002b�. The courtship sound was lower in frequency and
pulse repetition rate than the fright-response sounds. These
differences do not result in two very distinctive types. The
two big-snout croaker sound types can be considered distinc-
tive. The dual-knocks seem not to be a fright-response sound
as obvious environmental stimuli were not expected to have
taken place in the large aquarium prior to the production of
the sounds. The big-snout croaker dual-knocks often being
placed in the initial phase of a series of call and the purrs
often being chained together suggest the communication sig-
nal of this species is actually not very diverse. A similar
condition may take place in the toadfish, Opsanus tau, where
the main boatwhistle is preceded by short grunts �Mok, pers.
obs.�. In the gulf toadfish, Opsanus beta, a long tonal boop-
note of the boatwhistle �the courtship sound� can also be
preceded by zero to three introductory grunts �considered as
an agonstic sounds �Fine, 1982; Thorson and Fine, 2002a,
b��. The reason for a higher intraspecific diversity with more
distinctive sound types is hard to imagine as there are not
many sound producing mechanisms within the same species.

Acoustic energy in the purrs and dual-knocks peaked at
about 1 and 2 kHz—the former peak was higher than the
latter. Connaughton et al. �2000, 2002a� reported that the
sonic muscles in weakfish, instead of the resonant frequency
of the swimbladder, determine the dominant frequency of its
sound. However, the swimbladder might still affect the
sound characteristics �Sprague, 2000�. The 2-kHz peak might
possibly be the second harmonic of the fundamental fre-
quency �i.e., 1-kHz peak�.

The maximum standard body length of the big-snout
croaker is 30 cm, which does not differ much from most of
the other sciaenid species tested for the hand-held sound in
the present study �i.e., J. belengerii, 30 cm; J. tingi, 22 cm;
O. rubber, 90 cm; P. macrocephalus, 23 cm; P. pawak,
22 cm� �Shao, 2005; Froese and Pauly, 2006�. Despite the
body sizes of the live specimens used for hand-held and cap-
tive recordings being approximately equal, frequency distri-
bution in the pulses of purrs and dual-knocks in these two
conditions differed. Relative amplitude of sound energy in an
acoustic signal is determined by a number of intrinsic and
extrinsic factors including size of sonic muscle�s�, speed of
muscle contraction, volume of the swimbladder, and environ-
mental pressure �Connaughton et al., 1997, 2000; Sprague,
2000�. The sounds recorded inside the tank were subjected to
distortion and differed from those recorded under a far-field

condition; the acoustic properties of the tanks may have dis-
torted the original sound �Akamatsu et al., 2002�. According
to measurements and theoretical calculations, Akamatsu et
al. �2002� gave a rule-of-thumb for recording reliable infor-
mation of fish sound in a small tank that can minimize pos-
sible distortion, which is related to the distance of the sound
source from the hydrophone and the dominant frequency of
the sound and the resonant frequency of the tank. The hydro-
phone should be placed at a distance less than the attenuation
distance of the dominant frequency and the minimum reso-
nant frequency of the tank should differ from the dominant
frequency of the fish sound. In the present study, the mini-
mum resonant frequency of the small tank �52�32
�30 cm3� for temporary holding of the fish in the field for
sound recording was about 4.6 kHz, and the attenuation dis-
tances of 1 and 2 kHz are 12.8 and 13.9 cm, respectively.
The disturbance sounds recorded in the small tank followed
the aforementioned guide lines; the sound characteristics
would be subjected to less distortion and yield reliable
acoustic information. However, the minimum resonant fre-
quency of the large aquarium was about 2.1 kHz, which was
close to the high-frequency peak, and this would distort the
voluntary sounds. The tank attenuation distances of 1 and
2 kHz are 30 and 101 cm, respectively. The hydrophone in
the large tank was placed at a distance beyond the attenua-
tion distance from the sound source for most of the time.
Although the parameters of the sounds recorded inside the
large aquarium were subjected to distortion and differed
from those recorded under a far-field condition, some param-
eters in the time domain �e.g., pulse repetition rate, pulse
duration, and interpulse duration� still remain informative for
sound identification.

The repetition rate of the pulse may also serve as a cri-
terion for identifying species-specific sound. Connaughton et
al. �1997, 2000, 2002a� showed the influence of fish size,
sonic muscle mass, and environmental temperature on the
characteristics of the disturbance sound. Characteristics of
the weakfish sounds recorded in the air and in the water
could be considered similar �Connaughton et al., 2000; Fine
et al., 2004�. However, sound pressure level, dominant fre-
quency, and pulse duration would change with most of the
above-mentioned factors, except the repetition rate of the
pulse, which remained stable in fish that differed in length
and sonic muscle mass. However, the repetition rate of the
pulse in the weakfish sounds almost doubled when the sur-
rounding water temperature increased from 12 °C to 23 °C
in 28 days �Connaughton et al., 2000�. The experiment of
photoperiod and temperature on sexual recrudescence in the
weakfish showed the low temperature group �13 °C� would
not mature fully; low temperature would forestall or retard
gametogenesis in the spring or summer spawning species
�Connaughton and Taylor, 1996�. The passive acoustic field
surveys by Connaughton and Taylor �1995� also showed the
drumming activity dropped gradually to a complete quies-
cence after late June. For our field surveys for big-snout
croaker sounds, they were only found from March to Octo-
ber; we had not recorded its sounds in the winter. Winter
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should not be the spawning season of the big-snout croaker.
Interestingly, the repetition rate of the pulse remained similar
throughout the three seasons.

Although the big-snout croaker that we kept was alone
in the large aquarium, the sounds maybe an advertisement
call. The average number of calls per minute emitted by the
big-snout croaker was 13.3. Connaughton and Taylor �1996�
measured the drumming rates in weakfish. They injected the
males with human chorionic gonadotropin �hCG� and found
that the rates for the males in a group were higher than the
solitary male. It will be interesting to see if vocal activity
expressed in number of calls emitted per minute will inten-
sify if more big-snout croakers are kept together in the tank.

In the aquatic environments, frequencies of arthropod
sounds tend to concentrate over 2 kHz �e.g., snapping
shrimp: 2–5 kHz �Au and Banks, 1998��. On the other hand,
fish sounds and nonbiological ambient noise are in a lower
frequency range �below 1 kHz �e.g., Guest and Lasswell,
1978; Mok and Gilmore, 1983; Connaughton et al., 1997;
Ladich, 1997; Bradbury and Vehrencamp, 1998��. The result
of these distributions of acoustic energy not only creates a
rather quiet frequency window between 1 and 2 kHz, but
also constitutes a problem of acoustic masking that affects
the efficiency of the acoustical signal when most of these
signals spread in a rather narrow frequency band �i.e., below
1 kHz�. It becomes adaptive if a signal is located outside this
crowded band. Two species of freshwater gobiids, Padogo-
bius martensii and Gobius nigricans, were reported utilizing
their social acoustic signals with frequencies between those
of two noise sources �a low-frequency source attributed to
the turbulent waters and a high-frequency source attributed
to the bursting of water bubbles on the surface �Lugli and
Fine, 2003; Lugli et al., 2003��. Whether the acoustic signals
of the big-snout croaker are adaptive depends on if the most
sensitive frequency of its hearing system is tuned to the rela-
tively high dominant frequency and this coupling remains to
be tested by experiment �e.g., using the auditory brainstem
response method �Kenyon et al., 1998��. This speculation
deserves further attention.
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This paper uses advanced time-frequency signal analysis techniques to generate new models for
bio-inspired sonar signals. The inspiration comes from the analysis of bottlenose dolphin clicks.
These pulses are very short duration, between 50 and 80 �s, but for certain examples we can
delineate a double down-chirp structure using fractional Fourier methods. The majority of clicks
have energy distributed between two main frequency bands with the higher frequencies delayed in
time by 5–20 �s. Signal syntheses using a multiple chirp model based on these observations are
able to reproduce much of the spectral variation seen in earlier studies on natural dolphin
echolocation pulses. Six synthetic signals are generated and used to drive the dolphin based sonar
�DBS� developed through the Biosonar Program office at the SPAWAR Systems Center, San Diego,
CA. Analyses of the detailed echo structure for these pulses ensonifying two solid copper spherical
targets indicate differences in discriminatory potential between the signals. It is suggested that target
discrimination could be improved through the transmission of a signal packet in which the chirp
structure is varied between pulses. Evidence that dolphins may use such a strategy themselves
comes from observations of variations in the transmissions of dolphins carrying out target detection
and identification tasks. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2382344�

PACS number�s�: 43.80.Ka, 43.60.Hj, 43.30.Gv, 43.30.Vh �WWA� Pages: 594–604

I. INTRODUCTION

There is a long history of interest and research into dol-
phin echolocation systems related to their excellent perfor-
mance, particularly in shallow water and very shallow water
environments. This has led to the development of bio-
inspired systems such as the dolphin based sonar �DBS�,
developed through the Biosonar Program office at the
SPAWAR Systems Center, San Diego �SSC-SD�, which has
been designed to emit and receive biomimetic dolphin-like
pulses.1 Further development of these systems will benefit
from the improved understanding of the signals and strate-
gies used by marine mammals. In this paper evidence is pre-
sented for a simple chirp model which mirrors many of the
spectral variations described by the existing click taxonomy
for dolphins.2

Digital analysis of dolphin clicks is difficult because of
the very short duration of the pulses, typically 50–80 �s.3

Nevertheless a variety of pulse types have been distin-
guished, related to the dolphins’ behavior and task comple-
tion. One category of signals has a distinctly bimodal fre-
quency distribution, others have a strong primary peak with
significant energy in a second frequency band. Application of
advanced fractional Fourier processing to a range of these

“bimodal” pulses has elicited evidence for a pair of down-
chirp signals strongly overlapped in both the time and fre-
quency domains. While the frequency bands and durations
are vastly different, the underlying structure bears some
similarities to that seen in time-frequency analyses of
echolocation pulses used by the big brown bat �Eptesicus
fuscus�.4,5 These analyses shed new light on the detail struc-
ture of dolphin clicks and provide a plausible model for the
design of new strains of biomimetic pulses.

Six pulses have been generated using the bio-inspired
double chirp model. Designed for use with the DBS system,
these pulses have been tested against a variety of targets in a
controlled environment. The experiments have been con-
ducted in a fresh water test tank measuring 12�10�4 m
�length�width�depth�. Empirical results are presented be-
low for echo responses from calibrated spherical targets. De-
tailed spectral and time-frequency echo signatures are exam-
ined using both linear and bilinear methods.

A. Click data

Signals used in this research have come from the Navy
Marine Mammal Program. Two data sets have been consid-
ered. All of the clicks were collected on the main response
axis of the echolocation beam. The first data set comes from
experiments which involved dolphins performing an identi-
fication task in Kaneohe Bay, Hawaii.6 The dolphins were

a�Author to whom correspondence should be addressed. Electronic mail:
c.capus@hw.ac.uk
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trained to recognize differences in contents of aluminum
flasks suspended in an open water testing pen at a range of
approximately 4.5 m. The data set comprises natural dolphin
clicks and echoes from real targets in a realistic noisy envi-
ronment. Animals typically emitted 12–30 clicks before es-
tablishing a decision. Signals were digitized at a sampling
rate of 500 kHz with each record being 256 samples in
length.

The second set of data comes from a number of free
swimming echolocation and bottom-object search experi-
ments in San Diego Bay.7,8 Trials involved one of two dol-
phin subjects performing a search for a bottom-set object.
Target present and target absent trials were conducted and
typically lasted between 10 and 30 s with the target station
situated 20–60 m from the workboat. The dolphins were
trained to give a positive whistle response on identification
of the target and to swim around the target station before
returning to the workboat if no target was detected. The dol-
phin carried an instrumentation package, the biosonar mea-
surement tool �BMT�, mounted beneath a bite plate. The
BMT contains attitude and motion sensors and allows for the
recording of three channels of acoustic data to give simulta-
neous measurement of the outgoing clicks and two echo
channels. For the current paper, click trains have been ana-
lyzed for six trials involving one animal. The sampling rate
for these data is 312.5 kHz.

B. Spectral classification of dolphin clicks

Observations of dolphins in controlled research environ-
ments and in the open ocean have led to the identification of
spectral characteristics which can be used to define click
types. One click taxonomy, which is based on dominant
peaks in upper and lower frequency bands,2 defines seven
distinct click variants listed in Table I. These are in broad
agreement with other observers.3

Figure 1 gives an example of a Type B click alongside
its power spectrum. This signal comes from the Kaneohe
Bay data set. The spectrum has a dominant low frequency
�LF� peak ��70 kHz�, with a secondary peak at high fre-
quency �HF�. This is termed unimodal low frequency. Defi-
nition as a bimodal spectrum is reserved for peak maxima
within 3 dB of one another.

C. Signal analysis

1. Fractional Fourier analysis

Various analyses have been performed using methods
based on the fractional Fourier transform �FrFT�. This is a
linear transform, containing linear chirps as its basis func-
tions, see Eq. �1�
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exp�− j�1
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��̂ −

1

2
���

��2��sin ���1/2�
exp�1

2
jy2 cot ��

��
−�

�
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jxy

sin �
+

1

2
jx2 cot �� f�x�dx , �1�

where �: 	0.0���1.0
 defines the transform order, �
=��� /2�, and �̂=sgn �. There are two special cases:
F0f�x� is the identity transform, returning the input signal;
F1f�x� is equivalent to the ordinary Fourier transform.

The fractional Fourier transform can be used for signal
separation using fractional band-pass filtering techniques.9

For certain dolphin signals, separation of chirp components
is possible in optimal fractional domains where components
are overlapping in both time and frequency. Figure 2 shows

TABLE I. Click taxonomy.

Click type Description

A unimodal, low frequency ��70 kHz�
B unimodal, low frequency ��70 kHz�; 2° peak

��70 kHz� between −3 and −10 dB down
C bimodal; low and high frequency peaks within −3 dB
D unimodal, high frequency ��70 kHz�
E unimodal, high frequency ��70 kHz�; 2° peak

��70 kHz� between −3 and −10 dB down
W wideband; single continuous bounded region within

−3 dB limit �freq. bandwidth �85 kHz�
M multimodal; three or more distinctly bounded regions

within −3 dB limit

FIG. 1. Type B dolphin click: �a� Time signal; �b� power spectrum in dB re
peak level.
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the optimal fractional domain power spectrum for the type B
click against the ordinary Fourier power spectrum calculated
from the discrete Fourier transform �DFT�. In both cases the
analytic signal has been used. The x-axis is labeled N� to
indicate that the sampling spaces are different. For the DFT,
the samples correspond to frequency bins. In the fractional
domains sampling is in some space lying between time and
frequency. Despite these differences, the two dominant peaks
in the DFT and FrFT in Fig. 2 correspond to the same two
major signal components for the type B click. In providing a
more compact representation for the components, the opti-
mal FrFT provides some improvement over the frequency
domain for component separation and filtering.

Any analysis to find the underlying multicomponent
structure in the click signals is limited by the extremely short
duration of the pulses. In using the FrFT we trade-off reso-
lution in one domain to ensure that the signals to be sepa-
rated reach their minimum support in the orthogonal domain.
For a linear chirp signal there is an optimal domain for rep-
resentation in which the signal spread reaches its minimum.
For a discrete signal, this domain �opt can be found from5,10

�opt = −
2

�
tan−1� fs

2/N

2a
� , �2�

where a defines the linear chirp rate in Hz s−1.

The FrFT of the Gaussian has Gaussian support in all
fractional domains and in terms of the energy density we can
write10

	�
2 =

sin2 �

4	t
2 + 	t

2 cos2 � . �3�

Modified uncertainty relationships have been developed
to describe the uncertainty product for signal representations
in two fractional domains.11,12 For any Gaussian windowed
linear chirp signal, the lower bound is achieved by the prod-
uct of the signal spreads in the orthogonal domains �opt and
�max=�opt−1. In fact for these orthogonal domains under the
FrFT, the relationship collapses to a generalized form of the
conventional uncertainty product and we can write5

	max	opt 

1
2 . �4�

2. Time-frequency representations

A two-dimensional time-frequency representation �TFR�
can be built using a short-time implementation of the FrFT.
This STFrFT has similar properties to the short-time Fourier
transform �STFT� but displays finer resolution for linear
chirp signals.5 Local optimization can be used to provide
good resolution for nonlinear chirps. We compare fractional
Fourier based TFRs with the Wigner-Ville distribution
�WVD� and with the spectrogram. Both of these can be de-
fined according to the general form of the Cohen class bilin-
ear TFRs13 �see Table II�. A number of authors have investi-
gated Radon transformation of the bilinear distributions for
signal processing14 and in particular the relationship between
the FrFT and the Radon transform of the Wigner
distribution.15–17

The interest in Radon transformation of the Wigner-Ville
distribution lies in the reduction of cross-terms between sig-
nal components. Taking an alternative approach, various
“smoothed” versions18–20 have been proposed along with
other distributions designed to give reduced interferences.21

Here we also employ a reassignment method applied to the
smoothed pseudo Wigner-Ville distribution, since this is ex-
pected to provide better localization in the time-frequency
plane and give improved readability for TFRs generated
from multicomponent inputs. The reassignment method at-
tempts to increase the concentration of signal components in
the time-frequency plane and is a generalization of the modi-
fied moving window method previously applied only to the

FIG. 2. Power spectra for the type B dolphin click given in Fig. 1�a�:
Dashed line is the frequency spectrum; solid line is the optimal fractional
domain spectrum. Note that the x-axis is labeled N� to indicate that units are
different in the two domains.

TABLE II. Cohen class kernel descriptions for two bilinear distributions.

Name Kernel: ��� ,� Distribution: C�t ,��

General Class ��� ,� 1

4�2 ���s� �u− 1
2�s�u+ 1

2���� ,�e−j�t−j�+j�udu d d�

Wigner-Ville 1 1
2� �e−j�s� �t− 1

2�s�t+ 1
2�d

Spectrogram �h� �u− 1
2�h�u+ 1

2�e−j�udu �
1

�2�
�e−j�s��h�− t�d�2
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spectrogram.22 Auger and Flandrin have provided a detailed
discussion and demonstrations of the properties of various
TFRs and their reassigned counterparts.23

II. DOLPHIN CLICK ANALYSES

In this section we present outcomes of the dolphin signal
analyses and develop synthetic bio-inspired signal sets suit-
able for experimentation with the DBS system. Figure 3
shows the selected time-frequency representations for the
type B dolphin click in Fig. 1. The effect of choosing a
properly matched window for a given signal has been well
investigated.24 In the simplest case for the STFT or spectro-
gram, this involves choosing a window of equivalent time
duration to the components of interest. Our spectrograms are
matched in this sense, using a 32-sample Gaussian window
for the 500 kHz sampling rate, corresponding to a duration
of 64 �s. The matching can be taken a stage further, by
attempting to match the signal’s frequency modulation. This
has also been investigated for the separation of linear
chirps.25

The WVD, Fig. 3�a�, does appear to contain cross-terms
indicating more than one signal component, with evidence of
oscillatory behavior around 80–100 kHz. The other TFRs
suggest two major components, generally with the higher

frequencies delayed slightly in time. In the STFrFT, Fig.
3�d�, the localization is sufficient for these to resolve into
two separable chirp-like components. Over the range of sig-
nals analyzed, FrFT orders of between 0.2 and 0.4 for the
256 sample signals were most effective. The equivalent chirp
rates, found by rearranging Eq. �2� to give a in terms of �,
range from −0.67�106 to −1.5�106 kHz s−1. This indi-
cates downchirp behavior with approximately 54–120 kHz
bandwidth over a typical click duration of 80 �s and ties in
well with the measured click spectra.

Figure 3�d� also illustrates the implications of Eq. �4� on
time-frequency localization under the STFrFT. The signal
support is minimized in one direction in the time-frequency
plane and increased in the orthogonal direction. Extending
the usual notion of the uncertainty principle for time and
frequency13,26 to the fractional domains, the support of a sig-
nal cannot be arbitrarily small in two orthogonal fractional
domains.

We are particularly interested in any variation in signals
transmitted during a detection or identification task, since we
might expect that the decision making process in the dolphin
involves consideration of a sequence of echoes. We may hy-
pothesize that the dolphin obtains additional target informa-
tion by varying the transmit pulses.

FIG. 3. TFRs for type B dolphin click: �a� Wigner-Ville distribution; �b� spectrogram; �c� reassigned smoothed pseudo Wigner-Ville distribution; �d� squared
modulus of the short-time fractional Fourier transform.
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The two data sets both indicate systematic variations in
signal structure over a trial. For one individual in the target
discrimination experiments, we see patterns of cyclic varia-
tion. The lower frequency component is relatively stable, but
the higher frequency component shows marked variations.

At one extreme the high frequency is relatively steady, at the
other extreme distinct double chirp characteristics are evi-
dent, as in Fig. 3. The higher frequencies are generally de-
layed in time by between 5 and 20 �s.

In the target localization experiments, for the individual
identified as LUT,8 variation is somewhat different but still
involves two dominant bands and evidence of chirp and
double-chirp characteristics. Figure 4 shows a typical record
of the outgoing clicks produced by a dolphin during a single
target detection and identification trial. A whistle, generated
by the dolphin when it had detected and identified the target,
is marked by an arrow. The dolphin whistle signal provides
the positive identification decision point within the trial.
Transmissions immediately prior to this point are typically of
high power compared to an initial sequence of lower power
clicks. These may indicate a shift from a general search strat-
egy to a target acquisition strategy leading to identification.
STFrFT outputs are presented in Fig. 5 for the four clicks
labeled 1–4, two from each of these phases. Click 1 comes
from the initial search phase and is characteristically wide-
band. The second click comes from the transition between
search and acquire phases and has a distinct double chirp
character similar to that of the type B click investigated
above. Clicks 3 and 4 come from the acquire phase and
demonstrate that there is a considerable variation during tar-

FIG. 4. Click train for a single echolocation trial. Positive �target present�
whistle response is arrowed.

FIG. 5. STFrFTs for selected LUT clicks from Fig. 4: �a� Search phase, click 1; �b� transition, click 2; �c� acquire phase, click 3; �d� acquire phase, click 4.
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get interrogation with the dolphin using relatively high
power clicks shifting between low and high frequency bands.

Following the decision point, transmitted signals typi-
cally revert to a state nearer to the general search structure.
This would be consistent with a renewed search effort to
relocate the work boat.

A. Bio-inspired signal models

From the observations made above, new signal models
for bio-inspired synthetic pulses have been developed. The
signal models are based on double downchirp structures and
are designed to reflect the frequency bandwidth of bottlenose
dolphin pulses. For the purposes of reducing demands on
transducers and for ease of analysis and interpretation, signal
durations have been increased by around 50% to 120 �s.
The total duration is made up by two downchirp components
having the same chirp rate but with one at a higher frequency
than the other. In each case the HF component is delayed by
20 �s relative to the LF component. Each chirp is con-
strained by a Gaussian time window �6	=100 �s�. The in-
creased durations give rise to somewhat lower chirp rates
than those calculated from the FrFT orders for the natural
dolphin signals and range from −0.24�106 to −0.42
�106 kHz s−1 for this signal set.

The nominal frequency bands given in Table III indicate
the frequencies at the start and end of the 100 �s time win-
dow for the underlying chirp in each signal component. In
practice the short duration Gaussian time window applied to
the chirps increases the bandwidth of the pulses beyond the
nominal 30–130 kHz limits as illustrated in Fig. 6.

The construction of pulse DC6 from the Gaussian win-
dowed underlying chirps is demonstrated in Fig. 7. The low
and high frequency chirps are cos�2��at2+b1t�� and
cos�2��at2+b2t��, respectively, with a=−0.24�106 kHz s−1,
b1=78 kHz and b2=130 kHz. The Gaussian window is
exp�−�t−3	�2 /2	2�, with 	=100/6 �s. For experimentation
with the DBS system, the pulses are digitized at a sampling
rate of 625 kHz and rescaled to utilize the 12-bit dynamic
range available in the transmit buffers.

We have two immediate aims. The first is to investigate
the capacity of these synthetic signals to reproduce the spec-
tral variations characteristic of natural dolphin signals. The
second aim is to investigate differential target responses to
the synthetic signals to indicate their suitability for target
discrimination.

B. Spectral properties for bio-inspired signals

Figure 8 shows three of the bio-inspired synthetic sig-
nals along with their power spectra. The spectra have been
produced directly from the synthesized pulses. Since trans-
ducer sensitivities have not been taken into account, it is
recognized that this represents an idealized situation. Com-
pensation would be required to achieve equal power between
components through transmission into the water or at the
receiver. This does highlight that peak intensities are sensi-
tive to transducer characteristics and that these must be taken
into account in the categorization of transmitted and received
signals.

From the spectra for signals DC1, DC3, and DC6, these
could be classified under the dolphin click taxonomy as types
E, M, and C, respectively. In fact using the simple two-chirp
model, in which only the rate of the constituent chirps is
modified, it is possible to reproduce much of the character-
istic spectral variation seen in natural dolphin signals.

Clearly, more pronounced spectral variations could be
produced by allowing the relative power of the components
to be altered. It is known that dolphins are able to alter the
output power of their echolocation clicks and seem to do so
primarily by varying the high frequency levels.3 While envi-
ronmental factors play a part in determining the signal con-
tent used, it has been noted that to produce the highest power
signals both the beluga whale and bottlenose dolphin require
increased output at high frequencies.27–29

C. Time-frequency structure

The synthesized signals have a known multicomponent
structure which helps with interpretation of the various TFRs
used for their representation in the time-frequency plane. In
Fig. 9 four different TFRs are presented for DC1.

For components with so little separation the difficulties
arising from cross-terms are clear in the WVD. The spectro-
gram is unable to resolve the chirp characteristics, instead

TABLE III. Bio-inspired signal set.

Signal
Chirp rate, a

�kHz s−1�

Nominal frequency bands

Chirp 1 Chirp 2

DC1 −0.420�106 30–114 kHz 46–130 kHz
DC2 −0.375�106 30–105 kHz 55–130 kHz
DC3 −0.330�106 30–96 kHz 64–130 kHz
DC4 −0.300�106 30–90 kHz 70–130 kHz
DC5 −0.270�106 30–84 kHz 76–130 kHz
DC6 −0.240�106 30–78 kHz 82–130 kHz

FIG. 6. Chirp components for the bio-inspired double chirp signals are
designed with a fixed Gaussian window in the time domain. The relatively
narrow time window increases the frequency spread beyond the nominal
band limits given.
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FIG. 7. Construction of signal DC6: �a� Low frequency component showing underlying linear chirp and Gaussian window; �b� high frequency component with
underlying linear chirp and Gaussian window; �c� overlap with 20 �s offset; �d� complete pulse.

FIG. 8. Time signals and associated power spectra for bio-inspired pulses DC1, DC3, and DC6.
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giving undue weight to frequency correspondences between
the components. The reassigned smoothed pseudo Wigner-
Ville distribution �RSPWVD� fares no better than the WVD,
with the cross terms still providing the strongest elements in
the time-frequency plane. This indicates a limit on the fixed
smoothing ability of the pseudo Wigner-Ville methods which
are not well suited to diagonal multicomponent signals.26

The short-time fractional Fourier method, optimized for the
known chirp rate of the components of DC1, produces a TFR
which provides much clearer separation between compo-
nents, confirming that it does provide a good approach to
analyses of these types of signals.

Figure 10 presents the same TFRs calculated for input
signal DC6. The WVD is still strongly affected by cross
terms, but the separation is now sufficient for the component
chirps to be well represented in the RSPWVD. The spectro-
gram separates the components well, but does not provide a
good representation of their chirp nature. The STFrFT pro-
vides the most accurate representation of the spread of the
components in the time-frequency plane.

III. TARGET ECHO ANALYSES

The signal set derived in the previous section has been
used with the DBS system to investigate echo responses

from two spherical test targets. The targets are of solid cop-
per construction with diameters of 60 and 23 mm and are
designed for sonar calibration at 38 and 120 kHz, respec-
tively.

In considering echo responses we concentrate on the
WVD and STFrFT. For classification of targets the WVD
may prove valuable because all of the structural information
in the echo signal is contained within the main lobes and
cross terms. Algorithms which involve smoothing mask this
information and when component separations are very small,
as they are in Figs. 3 and 9, understanding of the WVD’s
cross terms still allows an interpretation which is not readily
available from the smoothed distributions. We have also seen
that the RSPWVD is unable to provide any improvement in
interpretation for narrowly spaced chirps, such as those in
DC1. The spectrogram and STFrFT outputs have many simi-
larities but the STFrFT provides a better interpretation for
multichirp signals.

The echo responses do provide some discriminatory po-
tential for these targets. However, certain pulse combinations
are especially useful. All of the TFRs for the 120 kHz cali-
bration sphere, Fig. 11, show a dominant HF response. This
is particularly marked for pulses DC3 and DC6. The pulses
with wider spacings contain more energy around 120 kHz,

FIG. 9. TFRs for bio-inspired synthetic signal DC1: �a� Wigner-Ville distribution; �b� spectrogram; �c� reassigned smoothed pseudo Wigner-Ville distribution;
�d� squared modulus of the short-time fractional Fourier transform.
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FIG. 10. TFRs for bio-inspired synthetic signal DC6: �a� Wigner-Ville distribution; �b� spectrogram; �c� reassigned smoothed pseudo Wigner-Ville distribu-
tion; �d� squared modulus of the short-time fractional Fourier transform.

FIG. 11. TFRs for 120 kHz calibration sphere echo using signals DC1, DC3, and DC6.
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corresponding to a relatively flat modal response in this spec-
tral region for the 23 mm sphere. Despite its low strength the
sphere echo, marked by an arrow, is clearly distinguished
from other reverberation returns by its HF response and
pulses DC3 and DC6 are seen to be more effective than DC1
in highlighting the target.

The responses for the larger sphere, Fig. 12, are also
higher in the HF band, but are less concentrated around
120 kHz. Indeed pulse DC3 gives the greatest differential
response for this target over the reverberation returns. A char-
acteristic double echo is seen as the sphere is large enough
for a clear separation between the first and subsequent re-
turns. Even for a simple spherical target, the echo response is
determined by many factors. Nevertheless, accurate theoret-
ical responses can be generated using a modal
decomposition,30 and from these an estimate of the expected
timings can be derived.31

For the 60 mm diameter solid copper sphere the ex-
pected separation between the first and second target echoes
is 74.1 �s, which ties in very well with the spacings seen in
Fig. 12. For the smaller sphere, the theoretical spacing is
reduced to 28.2 �s. In fact it is unlikely that a strong modal
response would be generated for this target at the frequencies
used by the DBS. In any event, such a narrow time spacing is
unlikely to be resolved given the spread of the pulses in the
time-frequency plane.

IV. SUMMARY AND CONCLUSIONS

Dolphin click time-frequency analyses have revealed a
common pattern of two main concentrations of energy in LF
and HF bands, with the HF component slightly delayed in
time. A two-chirp bio-inspired signal model has been pro-
posed based on the fractional Fourier analysis of real dolphin
clicks having a large degree of separation between spectral

peaks in the frequency domain. Using the FrFT allows for
the separation and independent analysis of these components
and indicates a general downward frequency sweep. It is
noted that such a downchirp structure is also seen in some
bat echolocation signals. While components cannot be sepa-
rated for many dolphin pulses even in the fractional domain
space, small changes to chirp rate for the modeled compo-
nents have been shown to produce significant spectral varia-
tion giving rise to spectral characteristics similar to those
seen in the range of natural dolphin signals analyzed.

Six signals have been generated using the double down
chirp model and these have been used to drive the DBS
biomimetic system. Analyses of echoes from calibrated
spherical targets have been presented and it has been shown
that discriminatory potential exists in the use of these sig-
nals. The pulse variations have not been designed to high-
light specific target properties but have nonetheless picked
out target resonances. Significant differences in relative tar-
get and reverberation responses have been noted between
pulses with only small differences in chirp characteristics.
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Echolocating dolphins extract object feature information from the acoustic parameters of echoes. To
gain insight into which acoustic parameters are important for object discrimination, human listeners
were presented with echoes from objects used in two discrimination tasks performed by dolphins:
Hollow cylinders with varying wall thicknesses �±0.2, 0.3, 0.4, and 0.8 mm�, and spheres made of
different materials �steel, aluminum, brass, nylon, and glass�. The human listeners performed as well
or better than the dolphins at the task of discriminating between the standard object and the
comparison objects on both the cylinders �humans=97.1%; dolphin=82.3%� and the spheres
�humans=86.6%; dolphin=88.7%�. The human listeners reported using primarily pitch and duration
to discriminate among the cylinders, and pitch and timbre to discriminate among the spheres.
Dolphins may use some of the same echo features as the humans to discriminate among objects
varying in material or structure. Human listening studies can be used to quickly identify salient
combinations of echo features that permit object discrimination, which can then be used to generate
hypotheses that can be tested using dolphins as subjects. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2400848�

PACS number�s�: 43.80.Ka, 43.80.Lb �FD� Pages: 605–617

I. INTRODUCTION

Echolocating dolphins emit broadband sonar sounds and
perceive objects from the echoes of these sounds. They can
detect and discriminate among objects using echolocation
�for a review see Au, 2000�. However, it is still not clear
which echo acoustic features convey object properties such
as size, shape, and material to an echolocating dolphin, i.e.,
which features are important to dolphins during object dis-
crimination. One approach to identifying the acoustic fea-
tures in echoes that dolphins may use to discriminate among
objects is to present a dolphin with an echoic discrimination
task, then measure the object echoes and analyze acoustic
differences among the objects in conjunction with the dol-
phin’s error patterns �see DeLong et al., 2006b�.

Another approach is to ask human listeners to discrimi-
nate among echoes and determine the relevant echo acoustic
features. Research to date indicates that the inner ear of dol-
phins appears to function similarly to the human inner ear �or
any other mammalian ear� except for the dolphins’ ability to
hear much higher frequencies �Johnson, 1967�. For example,
both humans and dolphins can discriminate between sounds
that differ in intensity by 1 dB �Evans, 1973; Green, 1993�
and the frequency discrimination abilities of humans and
dolphins for tonal stimuli are comparable in the range of best

hearing for each species �Herman and Arbeit, 1972; Thomp-
son and Herman, 1975; Wier et al., 1977�. There are some
differences between humans and dolphins that could result in
differences in the perception of echo stimuli �e.g., sharp fre-
quency tuning and short auditory integration time in dol-
phins; see Supin and Popov, 1995�. Even so, some insight
into dolphins’ use of echo features may be achieved using
human listeners.

The major advantage of using human listeners is that,
unlike dolphins, they can report which acoustic features al-
lowed them to discriminate among objects. Other advantages
are that human listening studies are inexpensive, can be per-
formed in a few weeks, and there are abundant research sub-
jects. In contrast, dolphin experiments can take months to
years due to extensive training time, and there are few ani-
mals at present who are available and can undertake this
work. The expense of performing experiments with dolphins
is very high, so the choice of experiments is scrutinized.
Human listeners can quickly identify salient combinations of
echo features that permit object discrimination, which can
then be used to generate hypotheses that can be tested using
dolphins as subjects.

Both blind and blind-folded human listeners with normal
vision can judge the distance, shape, size, and surface texture
of distal objects using echolocation �Kellogg, 1962; Rice,
1967�. The humans in these studies investigated objects by
projecting self-generated broadband signals such as tongue-a�Electronic mail: caroline�delong@brown.edu
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clicks, snaps, or hisses and listening to the returning echoes.
When using self-generated signals, dolphins are better able
to discriminate smaller differences among objects than hu-
mans. When presented with echoes that were generated using
broadband dolphin signals instead of using their own signals,
humans are typically capable of discriminating among ob-
jects as well or better than dolphins �Au and Martin, 1989;
DeLong et al., 2006a; Fish et al., 1976; Helweg et al., 1995�.
For example, DeLong et al. �2006a� presented human listen-
ers with echo trains from objects used in a three-alternative
match-to-sample task performed by a dolphin. The six object
sets varied in size, shape, material, and surface texture. In
two experiments, the human listeners �M =84% � performed
as well or better than the dolphin �M =55% � on five of the
six sets �chance performance=33%�. The human listeners
reported using echo features such as overall loudness, pitch,
and timbre, and the pattern of changes in loudness and pitch
across the echo train.

To determine whether the echo features reported by the
humans were likely to have been used by the dolphin, De-
Long et al. �2006a� compared the error patterns of the hu-
mans and the dolphin. Matching error patterns implied use of
similar features whereas mismatching patterns implied use of
different features. The results suggested that the dolphin at-
tended to the pattern of changes in acoustic features as an
object is scanned across a range of orientations to discrimi-
nate among the objects that varied in shape, and that it did
not rely on overall amplitude differences to discriminate
among the objects that varied in size. It was unclear whether
the dolphin used the same cues as the humans for the objects
that varied in material and texture.

In the current study, human listeners were presented
with echoes from aspect-independent objects that were used
in two different dolphin experiments: Hollow cylinders that
varied in wall thickness �Au and Pawloski, 1992�, and
spheres made of different materials �Aubauer et al., 2000�.
The hollow cylinders were presented to the human listeners
in an effort to clarify the echoic cues that were used by the
dolphin. The dolphin could have used time domain cues
�time differences between two echo highlights�, frequency
domain cues �changes in frequency of prominent spectral
features such as notches�, or a cue derived from time domain
cues called time-separation pitch �TSP�. In humans, TSP is a
perceived pitch of 1 /T Hz that results from two highly cor-
related broadband pulses separated by time T �Thurlow and
Small, 1955�. The spheres were presented to the human lis-
teners to better establish the kinds of cues that are available
in objects that vary only in material. The objects used in the
study by DeLong et al. �2006a� were intended to vary in
material, but also had some variations in shape and size, so it
was unclear whether the reported cues were associated with
the material, size, or shape of the objects. The spheres used
in the current study were machined to be exactly the same
size and shape, thus ensuring that any differences in the ech-
oes would be due to the material.

II. METHOD

A. Participants

Sixteen participants �eight males and eight females�
were recruited to participate in the study. Participants ranged
in age from 18 to 33 years �M =23.9�. All participants were
students at Brown University or residents of Providence,
Rhode Island. Before their participation, all participants were
screened for normal hearing using a standard hearing test
�Digital Recordings, 2002� administered via headphones on a
laptop computer. At the time of testing no participants re-
ported any hearing difficulties and all were able to detect the
echo stimuli during the experiment. Participants who com-
pleted the study were paid $10.

B. Materials

1. Objects

Stimuli for this experiment consisted of pre-recorded
echoes from two groups of objects: Cylinders and spheres
�Fig. 1�. The cylinders were previously used in a study with
a bottlenose dolphin �Au and Pawloski, 1992�. The hollow
aluminum cylinders were all 12.7 cm in length and
37.85 mm in outer diameter but differed in wall-thickness.
The cylinders had open ends, so they were filled with water
when submerged. Two sets of cylinders �thin and thick�, each
consisting of a standard and four comparison cylinders, were
used. The standard cylinder had a wall thickness of 6.35 mm.
The comparison cylinders had wall thicknesses that differed
from the standard by ±0.2, ±0.3, ±0.4, and ±0.8 mm. All of
the cylinders were machined to a tolerance of 0.025 mm. The

FIG. 1. Object sets. Top two panels show the thin and thick cylinder sets.
The hollow aluminum cylinders were all 12.7 cm in length and 37.85 mm in
outer diameter but differed in wall thickness. The standard cylinder is
6.35 mm and the comparison cylinders differ by ±0.2, 0.3, 0.4, and 0.8 mm.
The bottom panel shows the sphere set �all are 7.62 cm in diameter�.
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thin set contained the standard cylinder and comparison cyl-
inders that were thinner than the standard. The thick set con-
tained the standard cylinder and comparison cylinders that
were thicker than the standard. The spheres were made of
stainless steel, aluminum, brass, glass, and nylon �all solid
and 7.62 cm in diameter� and previously used in a study with
a bottlenose dolphin �Aubauer et al., 2000�. The standard
object was the steel sphere, and the other four spheres were
the comparison objects. Participants viewed 20 cm�28 cm
photographs of each of the two cylinder sets and the spheres
during the study.

2. Echo measurements and formatting

The object echoes were recorded in a cylindrical tank
�1.31 m in height by 2.41 m in diameter, and contained
8.3 m3 of seawater�. A custom-made transducer consisting of
a 6.35 cm diameter circular, 6.35 mm thick, 1–3 composite
piezoelectric element was used to transmit the signals and
receive the echoes. The transducer and targets were placed
1 m below the water surface separated by approximately
2 m. Individual targets were hung with monofilament line.
The transmitted signal was a broadband dolphin echolocation
signal that was 70 �s long with a peak frequency of about
120 kHz that has been used in numerous studies �see Au,
1993�. This signal was recorded from a bottlenose dolphin
and is considered to be a typical, average signal similar to
the ones used by the dolphins in both Au and Pawloski’s
�1992� study and the Aubauer et al. �2000� study. The dol-
phin signal was generated by a Qua-Tec WK10 function gen-
erator housed in a “lunch-box” PC and amplified by a Hafler
P3000 Transnova power amplifier. The received signal was
gated, filtered and amplified with a custom made gated-
amplifier, before being digitized at 1 MHz using a Rapid
System R1200 data acquisition system. Two hundred echoes
were collected for each object. The cylinder and sphere ech-
oes were recorded on different days.

The frequency span of the stimuli was slowed down to
shift the spectra of the echoes into the human hearing range
using Audition version 1.0 �Adobe, 2003�. The original ech-
oes were digitalized at 1 MHz and had center frequencies
around 120 kHz. The echoes were all time stretched by a
factor of 167 by converting the echoes to a sampling rate of
6 kHz. The time-stretched echoes had center frequencies
around 719 Hz. This stretch factor of 167 was chosen so that
the echoes presented to the human listeners would fall near
their range of best sensitivity �Green, 1976�. The original
amplitude relations among echoes was retained but each sub-
ject was allowed to adjust the overall amplitude level of the
echoes once before beginning the experiment. In previous
experiments, the echoes presented to human listeners were at
low rates �e.g., 4 / s.� compared to the much higher rates that
dolphins emit sounds and receive echoes �e.g., 10–50/s; Au,
1993�. To better mimic the trains of signals emitted by dol-
phins, echoes were grouped into clusters of six that lasted
100 ms �echo repetition rate of 60/s.�.

The echoes used for training and testing the participants
were randomly selected from the set of 200 recorded echoes
per object and appeared in random order �each echo was
used no more than once for either training or testing�. There

was one training trial created for each object. Each training
trial consisted of six echoes followed by 0.6 s silence and
then another six echoes �all 12 echoes came from the same
object, but each individual echo was different�. The echoes
used in training trials were not used in the test trials to avoid
pre-exposure effects.

Figure 2�a� shows an example of a test trial. Each test
trial consisted of two sets of six echoes from the standard
object and two sets of six echoes from one of the compari-
sons �there was no time separation between individual ech-
oes within a set�. In half of the test trials the standard echoes
came first, and in the other half the comparison echoes came
first. The duration of each test trial was approximately
1.35 s. Each set of echoes was approximately 0.1 s in dura-
tion and sounded like a single sound �i.e., the four groups of
echoes sounded like four separate sounds, not 24 separate
sounds�.

Each cylinder test session consisted of two blocks, each
containing eight trials, for a total of 16 trials per participant.
In each of the two eight-trial blocks, each of the four com-
parison cylinders was presented twice. The sphere test ses-
sion consisted of two blocks, each containing 16 trials, for a
total of 32 trials per participant. In each of the two 16-trial
blocks, each of the four comparison spheres was presented
four times. For all test sessions the order of the test trials was

FIG. 2. �a� Example test trial. Two groups of six echoes from the standard
object and two groups of six echoes from the comparison object were pre-
sented. The standard echoes were presented first on 50% of the trials. In this
example, the comparison echoes are from the +0.8 mm sphere. �b� The two
types of trials used in the interview phase. “Same” trials contained only
echoes from the standard cylinder while “different” trials contained echoes
from the standard and one comparison cylinder.
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randomized separately for each participant. Participants com-
pleted the test sessions with no pause between the blocks.

C. Procedure

The dolphins in the previous studies were required to
discriminate between a standard target and a set of compari-
son objects in either a left/right two-alternative forced choice
procedure by pressing a paddle on the same side as the stan-
dard �Au and Pawloski, 1992� or a go/no-go procedure by
pressing a paddle for the standard and remaining still for the
comparisons �Aubauer et al., 2000�. To simulate the dol-
phins’ tasks, the human listeners in the current study were
required to discriminate between the standard target and the
comparison targets in a two-alternative forced choice proce-
dure in which they were played sequences of recorded object
echoes and had to verbally identify which set of echoes came
from the standard. In addition, the human listeners were also
asked to identify which of the comparison stimuli was pre-
sented on each trial �not a task done by the dolphins� so that
they would be encouraged to listen carefully to each stimulus
in order to be better able to report the echo features that
allowed them to discriminate among the objects.

The human listening experimental set-up consisted of a
single experimenter with a laptop computer that channeled
the echo stimuli via two Koss UR29 headphones to both the
participant and the experimenter �for the purpose of monitor-
ing the echoes�. To control for inadvertent cueing, the par-
ticipant sat faced away from the experimenter during testing.
The experimenter ran a randomized playlist for each partici-
pants using Panther OS X iTunes software �Apple, 2004�
which controlled the sequence of trials and object sets.

Participants were tested individually in a quiet, sound-
attenuating room. The participants heard a set of instructions
and read a vocabulary sheet with terms to describe the ech-
oes. On the vocabulary sheet were four terms and their op-
erational definitions: “Loudness” �how loud or soft the sound
is, i.e., sensation derived from sound intensity�, “pitch” �how
high or low the sound is, i.e., sensation derived from sound
frequency�, “duration” �the length of the sound�, and “tim-
bre” �the property in musical tones that makes it possible to
distinguish one instrument from another or to distinguish
voices from instruments, i.e., tone color/sound quality�. This
procedure ensured that all the participants had the same
minimum set of descriptive tools with which they could de-
scribe echoic cues �although it was emphasized that they
could also use terms not on the list�. This vocabulary sheet
was available for the participant to reference throughout the
experiment. Participants were played pure tone sounds dem-
onstrating each of the terms as they viewed the vocabulary
sheet �these sounds were not the echoes used in the experi-
ment�. They were presented with a set of sounds that differed
in loudness only �same pitch and timbre�, a set of sounds that
differed in pitch only �880 Hz tone vs 220 Hz tone; same
volume and timbre�, and a set of sounds that differed in
timbre only �middle C played by a french horn, muted trum-
pet, and soprano sax at the same volume�.

All participants were tested on three object sets. Partici-
pants were randomly assigned to one of four object set or-

ders: A �spheres, thick cylinders, thin cylinders�, B �spheres,
thin, thick�, C �thick, thin, spheres�, and D �thin, thick,
spheres�. For each object set session there were three phases:
training, testing, and interview. The participants completed
all three phases for a single object set session before moving
on to the next object set session.

1. Training

At the beginning of the object set session participants
were given the photograph of the object set �see Fig. 1�.
Training stimuli were played twice in the same order. For the
thin cylinder object set the order was standard, −0.2, −0.3,
−0.4, and −0.8 mm; for the thick cylinder object set the order
was standard, +0.2, +0.3, +0.4, and +0.8 mm; and for the
sphere object set the order was standard, aluminum, brass,
nylon, and glass. Participants then listened to a sample of a
single test trial and were given instructions regarding the
testing procedure �see below�. The sample test trial was the
same for each participant and contained echoes that were not
used in any of the actual test trials. After listening to the
sample test trial, then presentation of the training stimuli was
repeated again in the same order as before. Finally, partici-
pants were allowed to have the training stimuli repeated
again as many times as they thought necessary, and in any
order, before beginning testing. Participants were not al-
lowed to review the training stimuli once they began the test
phase.

2. Testing

The test phase immediately followed the training phase.
Each test trial began with a presentation of a test trial stimu-
lus �see Fig. 2�a��. Participants were allowed to listen to the
test trial stimulus as many times as they liked before re-
sponding. They had to respond to two questions for each
trial: �1� Was the standard object the first or second group of
echoes? and �2� which comparison object did the nonstand-
ard echoes come from? For each trial, following the partici-
pant’s response, the experimenter told the participants
whether they were correct or incorrect, and then indicated the
correct choice if the participants were incorrect.

3. Interview

Participants immediately began the interview phase
when the test phase was completed. The interview phase had
two parts: �1� The open-ended interview followed by �2� the
close-ended interview trials. The closed-ended interview tri-
als presented an opportunity to test whether the participants
would describe the same cues as they did in the open-ended
interview �when they freely recalled the cues� compared to
when they were blind to the identity of the object in the
close-ended trials. In the open-ended interview which lasted
approximately 5–10 min, participants’ responses to the ques-
tion “What cues did you use to discriminate among the ob-
jects?” were tape-recorded. Then participants listened to a
series of closed-ended interview trials. There were eight tri-
als for each of the three object set sessions. Four of the
interview trials contained echoes only from the standard ob-
ject �“same” trials� and the other four trials contained echoes

608 J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 DeLong, Au, and Stamper: Echo features used by human listeners



from the standard and one comparison object �“different”
trials; see Fig. 2�b��. The participants were required to indi-
cate �1� whether they perceived a difference between the first
group of echoes and the second group of echoes and �2� if
yes, they were asked to briefly explain which echo features
sounded different. Participants were able to complete the
training, testing and the interview phase for a single object
set session in approximately 20 min. All participants com-
pleted the entire experiment in approximately 1 to 2 h �M
=58 min�.

III. RESULTS

A. Cylinders

1. Performance accuracy
a. Locate standard. The human listeners were able to

determine whether the standard echoes were in the first or
second group of echoes with nearly perfect accuracy �overall
M =97.1%�. Figure 3 shows the human listeners’ choice ac-
curacy for each of the cylinders �top two lines�. The perfor-
mance of the dolphin is also shown in Fig. 3 �middle two
lines, taken from Au and Pawloski, 1992�. Au and Pawloski
�1992� used a response level of 75% correct to determine the
wall thickness discrimination threshold. Interpolation of the
dolphin performance data indicated a discrimination thresh-
old of −0.23 mm and +0.27 mm �i.e., the dolphin could not
discriminate the ±0.2 mm cylinder from the standard but it
could discriminate the ±0.3 mm cylinder from the standard�.
The same 75% response level was used to determine the
discrimination threshold for the human listeners.

To determine whether the human listeners’ performance
was above 75% on each cylinder, a t-test was performed
separately for each cylinder using one score for each partici-
pant �average performance on the cylinder� and comparing
the participants’ scores to a value of 0.75. The participants’
performance was significantly above 75% for all eight cylin-
ders �−0.2 mm, t�15�=4.6, p�0.001; −0.3 mm, t�15�=3.9,
p�0.01; −0.4 mm, t�15�=15.0, p�0.001; −0.8 mm, t�15�
=10.3, p�0.001; +0.3 mm, t�15�=15.0, p�0.001;
+0.4 mm, t�15�=15.0, p�0.001; +0.8 mm, t�15�=15.0, p
�0.001; t-test could not be performed for the +0.2 cylinder
because all participants achieved 100% correct�. A one-way
analysis of variance �ANOVA� revealed that the performance
of the human listeners did not vary significantly across all
eight cylinders, F�7,120�=1.12, p�0.05 �preliminary analy-
ses indicated no effect of gender, object set order, block, or
position of standard echoes �first or second� so these factors
were not included in subsequent analyses�.

b. Identify comparison. The human listeners were able
to identify six of the eight comparison cylinders �see Fig. 3�.
Chance choice accuracy is 25%, because the participants
could choose from among four alternatives �four cylinders in
each set�. To determine whether the participants’ perfor-
mance was above chance for each cylinder, a t-test was per-
formed separately for each cylinder using one score for each
participant �average performance on the cylinder� and com-
paring the participants’ scores to a value of 0.25. The partici-
pants’ performance was above chance for all of the cylinders
in the thick set �+0.2 mm, t�15�=3.2, p�0.01; +0.3 mm,
t�15�=3.9, p�0.01; +0.4 mm, t�15�=8.7, p�0.001;
+0.8 mm, t�15�=4.4, p�0.01� and for two cylinders in the
thin set �−0.4 mm, t�15�=5.6, p�0.001; −0.8 mm, t�15�
=6.5, p�0.001�. The participants’ performance was not sig-
nificantly different from chance on the −0.2 mm cylinder
�t�15�=1.7, p�0.05� or the −0.3 mm cylinder �t�15�=1.5,
p�0.05�.

A one-way analysis of variance �ANOVA� revealed that
the performance of the human listeners varied significantly
among the eight cylinders, F�7,120�=5.24, p�0.001.
Simple effects tests indicated that performance on the
−0.8 mm cylinder was significantly better than performance
on the −0.2 and −0.3 mm cylinders, and performance on the
+0.4 cylinder was significantly better than performance on
the ±0.2 and ±0.3 mm cylinders.

Table I shows the choices made by the participants in
response to the question “What is the identity of the com-
parison cylinder?” For the thin set, the participants often
confused the −0.2, −0.3, and −0.4 mm cylinders �e.g., when
the test stimulus was the −0.3 mm cylinder, participants re-
ported that it was the −0.4 mm cylinder 44% of the time�.
For the thick set, the participants often confused the
+0.2 mm cylinder with the +0.3 mm cylinder. These confu-
sions suggest that the participants thought the −0.2, −0.3, and
−0.4 mm cylinders sounded similar, as did the +0.2 and
+0.3 mm cylinders.

2. Reported use of acoustic cues

Table II shows the echoic cues reported by the human
listeners during the open-ended interview and Table III
shows the cues reported during the closed-ended interview

FIG. 3. Performance of the human listeners and the dolphin on the cylinder
sets. The top two solid lines show the performance of the human listeners on
the task of locating the standard cylinder. The middle two solid lines show
the performance of dolphin on the same task �from Au and Pawloski, 1992�.
The first dotted line shows the 75% correct threshold for the “locate stan-
dard” task. The bottom two solid lines show the performance of the human
listeners on identifying the comparison cylinder. The bottom dotted line
shows chance choice performance �25% correct� on the “identify compari-
son” task.
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trials. The results of the open-ended interview and the
closed-ended interview trials were consistent, showing that
the participants reported the same cues whether they were
asked to recall the cues for each object from their memory
�open-ended� or instantly analyze the difference between two
sets of echoes without knowing the identity of the objects
�close-ended�. Thus, the results of both the open- and closed-
ended interviews will be discussed together.

The primary cue reported by the participants to discrimi-
nate between the standard and the comparison cylinders was
pitch and the secondary cue was duration. The participants
tended to report using more than one cue �e.g., both pitch
and duration�. For both the thin and the thick set, participants
reported that the pitch of the ±0.2, 0.3, and 0.4 mm increased

incrementally relative to the standard �e.g., ±0.3 mm was
higher than ±0.2 mm, and ±0.4 mm was higher than
±0.3 mm�. They also reported that the ±0.8 mm cylinders
were an exception to this trend. Instead of being higher in
pitch than the ±0.4 mm cylinder, it was either higher than the
standard but lower than the ±0.2 mm cylinder, equal in pitch
to the ±0.2 mm cylinder, or slightly lower than the standard.
Participants reported that the duration of the ±0.2, ±0.3, and
±0.4 mm cylinders was shorter than the standard. A minority
of participants reported using timbre or loudness as cues
�e.g., four thought that the ±0.8 cylinder was louder and had
a different timbre than the standard�.

3. Cylinder echoes

Figures 4�a� and 4�b� show the cylinder echoes. Two
features were measured for each of the 200 echoes per cyl-
inder: �1� Overall duration and �2� the time separation T
between the peaks of the first and second highlights of the
echo. The time separation T was used to derive a third fea-
ture: Time-separation pitch TSP �1/T=TSP�. Duration was
defined as the time between the start of the echo and the end
of the last major highlight. Highlights are local maxima in
echo amplitude and an example of how major highlights
were counted is shown in Fig. 4�d�. These features were
measured from the original dolphin echoes, then scaled by a
factor of 167 since the human listeners listened to slowed-
down versions of the original echoes. These “slowed-down”
echo features are shown in Table IV.

There were minor differences in the overall durations of
the individual cylinder echoes, such that the ±0.2, ±0.3, and
±0.4 cylinders were about 0.001–0.002 s shorter than the

TABLE I. Participants’ choices on “identify comparison” task for cylinders and spheres.

Cylinders: Thin Set

Choice

−0.2 mm −0.3 mm −0.4 mm −0.8 mm

Sample −0.2 mm 34% 31% 16% 19%
−0.3 mm 8% 34% 44% 14%
−0.4 mm 11% 30% 53% 6%
−0.8 mm 14% 20% 2% 64%

Cylinders: Thick Set

Choice

+0.2 mm +0.3 mm +0.4 mm +0.8 mm

Sample +0.2 mm 42% 36% 13% 9%
+0.3 mm 30% 45% 17% 8%
+0.4 mm 9% 20% 70% 0%
+0.8 mm 23% 14% 5% 58%

Spheres

Choice

Aluminum Brass Nylon Glass

Sample Aluminum 55% 17% 11% 16%
Brass 13% 60% 4% 23%
Nylon 14% 6% 74% 5%
Glass 27% 16% 18% 39%

Note. Each cell represents the percentage of choices made by all 16 participants for each object. Correct
answers are shown in bold print �e.g., when the −0.2 mm cylinder was the sample, the participants correctly
chose the −0.2 mm cylinder 34% of the time�.

TABLE II. Echoic cues reported by human participants during the open-
ended interviews.

Echoic Cues

Object Set

Cylinders

SpheresThin set Thick set

Pitch 16 16 13
Loudness 2 3 6
Timbre 4 4 14
Duration 5 10 1
Average number of cues
reported per person

1.7 2.1 2.1

Note. Each cell contains the number of participants �N=16� who reported
using each cue for each of the object sets. Participants could report multiple
cues for each set.
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standard. Since the human listeners listened to groups of 6
cylinders, it may be better to compare durations of echo
groups �see Table IV�, which shows that the echo groups for
the ±0.2, ±0.3, and ±0.4 cylinders were about 0.006–0.012 s
shorter than the standard. The human listeners reported that
they thought the ±0.2, 0.3, and 0.4 mm cylinders sounded
shorter than the standard, which accurately reflects the actual
measured duration of the echoes.

The time separation between the first and second high-
lights of the echoes and time-separation pitch also varied
between cylinders, but the TSP did not increase incremen-
tally from the thinnest to the thickest cylinders. For the thin
cylinders, the lowest TSP was generated by the −0.8 mm
�176.8 Hz� and then the cylinders increased in TSP from the
standard to the −0.4 mm �standard=179.8 Hz, −0.2 mm
=187.8 Hz, −0.3=192.7 Hz, −0.4=196.8 Hz�. For the thick
cylinders, the lowest TSP was generated by the standard
�179.8 Hz� and the comparison cylinders were all higher
than the standard. From lowest to highest they were as fol-
lows: +0.8 mm �186.4 Hz�, +0.3 mm �191.4 Hz�, +0.4 mm
�193.7 Hz�, and +0.2 mm �203.7 Hz�. The participants’ re-
ports reflected these changes in TSP. They reported that the

pitch of the ±0.2, 0.3, and 0.4 mm cylinders was higher than
the standard and that the ±0.8 mm cylinders were an excep-
tion to this trend �±0.8 mm were not higher than ±0.4 mm,
but slightly higher or lower than the standard�. �Note that
humans can distinguish between two tone bursts under
200 Hz that differ by less than 1 Hz so all the cylinders
should be discriminable using TSP �Wier et al., 1977�.�

Figure 5 shows histograms representing the number of
echoes �out of 200 per cylinder� at each TSP for each cylin-
der in both the thin and thick sets. These graphs show that
�1� each cylinder covered a range of TSP values, and �2�
there was overlap between the cylinders such that there could
be more than one cylinder with any given TSP. For example,
an echo with a TSP of 193.16 Hz is almost equally as likely
to have come from the −0.3 or −0.4 mm cylinder �there is
also a small chance it could have come from the −0.2 mm
cylinder; see Fig. 5�. The same is true for the thick cylinders:
An echo with a TSP of 196.3 Hz could have come from the
+0.2 mm, +0.3 mm, or +0.4 mm cylinder. Since the echoes
presented to the human listeners were chosen randomly from
the 200 echoes recorded for each cylinder, it is likely they
heard these variations in the pitch of the echoes from trial to

TABLE III. Echoic cues reported by human participants for the cylinders during closed-ended interview trials.

Echoic Cues

Thin set Thick set

−0.8 −0.4 −0.3 −0.2 +0.2 +0.3 +0.4 +0.8

Pitch 15 16 14 14 16 15 16 12
Loudness 1 1 1 0 1 0 1 4
Timbre 2 2 4 3 2 1 3 2
Duration 4 10 9 6 10 9 11 7
Average number of cues
reported per person

1.5 1.8 1.8 1.4 1.8 1.6 2.0 1.6

Note. Each cell contains the number of participants �N=16� who reported using each cue for each of the object
sets. Participants could report multiple cues for each set.

FIG. 4. Object echoes from the thin
cylinder set �a�, the thick cylinder set
�b�, and the spheres �c�. Figure �d�
shows the location of echo highlights
in the −0.8 mm cylinder �left� and the
steel sphere �right�.
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trial. The participants’ confusions between the comparison
cylinders reflect that they may have heard these overlaps in
TSPs �see Table I�. For example, the participants’ confusions
suggest that they thought the −0.2, −0.3, and −0.4 mm cyl-
inders sounded similar, and Fig. 5 shows that those three
cylinders had overlapping values between 187 and 193 Hz.

B. Spheres

1. Performance accuracy
a. Locate standard. The human listeners were able to

determine whether the standard sphere was the first or sec-
ond group of echoes �overall M =88.3%�. Choice accuracy
for each comparison sphere is as follows: Aluminum
�89.1%�, brass �80.5%�, nylon �90.1%�, and glass �93.0%�.
To determine whether the participants’ performance was
above chance �50%� for each cylinder, a t-test was performed
separately for each cylinder using one score for each partici-
pant �average performance on the cylinder� and comparing
the participants’ scores to a value of 0.5. The participants’
performance was significantly above chance for all four
spheres �aluminum, t�15�=10.4, p�0.001; brass, t�15�=6.0,
p�0.001; nylon, t�15�=9.7, p�0.001; glass, t�15�=13.3,
p�0.001�. A one-way analysis of variance �ANOVA� re-
vealed that the performance of the human listeners did not
vary significantly across the four spheres, F�3,60�=1.74, p
�0.05.

The dolphin was also able to discriminate between the
standard sphere and the comparison spheres �Aubauer et al.,
2000�. In the dolphin’s go/no-go task, a single target �either a
standard or comparison� was presented on each trial, unlike
the humans’ two-alternative forced choice task in which a set
of standard and comparison echoes were presented on each
trial. Thus, there is a score for the standard steel sphere

�93%�, as well as each of the comparisons: Aluminum
�77%�, brass �89%�, and nylon �100%; the glass sphere was
not presented to the dolphin�. Also, the dolphin received
more brass trials �n=299� than aluminum �n=13� or nylon
trials �n=13�. To determine whether the human listeners’ per-
formance was significantly different from the dolphin’s, a
t-test was performed separately for each sphere using one
score for each participant �average performance on the
sphere� and comparing the participants’ scores to a value
matching the dolphin’s score �aluminum=0.77, brass=0.89,
nylon=1.0�. The human listeners’ performance was not sig-
nificantly different from the dolphin on the brass sphere
�t�15�=−1.7, p�0.05�. The human listeners’ performance on
the aluminum sphere was significantly better than the dol-
phin’s �Ms=89% vs 77%; t�15�=3.2, p�0.01�, but the dol-
phin’s performance on the nylon sphere was significantly
better than the humans’ �Ms=100% vs 90%; t�15�
=−2.2, p�0.05�.

b. Identify comparisons. The human listeners were
able to identify three of the four comparison spheres. Choice
accuracy for each comparison sphere is as follows: Alumi-
num �55.5%�, brass �60.2%�, nylon �74.2%�, and glass
�39.1%�. Chance choice accuracy is 25%, because the par-
ticipants could choose from among four alternatives. To de-
termine whether the participants’ performance was above
chance for each sphere, a t-test was performed separately for
each sphere using one score for each participant �average
performance on the sphere� and comparing the participants’
scores to a value of 0.25. The participants’ performance was
above chance for three of the spheres �aluminum, t�15�
=5.3, p�0.001; brass, t�15�=5.2, p�0.001; nylon, t�15�
=8.0, p�0.001� but not the glass sphere �t�15�=2.1, p
=0.05�. A one-way analysis of variance �ANOVA� revealed

TABLE IV. Cylinder and sphere echo measurements.

Cylinders

Echo Feature

Time Separation T �ms� TSP �Hz� Duration �s�

M SD M SD Indiv. Group

−0.8 mm 5.66 0.06 176.83 1.93 0.006 0.036
−0.4 mm 5.08 0.04 196.84 1.60 0.004 0.024
−0.3 mm 5.19 0.04 192.68 1.41 0.005 0.030
−0.2 mm 5.32 0.09 187.86 3.27 0.005 0.030
Standard 5.56 0.07 179.85 2.50 0.006 0.036
+0.2 mm 4.91 0.06 203.76 2.50 0.005 0.030
+0.3 mm 5.22 0.08 191.48 3.00 0.005 0.030
+0.4 mm 5.16 0.09 193.76 3.23 0.005 0.030
+0.8 mm 5.36 0.05 186.46 1.62 0.006 0.036

Spheres
Steel 11.54 0.05 86.66 0.36 0.021 0.126
Aluminum 5.22 0.79 195.58 27.77 0.011 0.066
Brass 16.94 0.13 59.02 0.47 0.017 0.102
Nylon 11.27 1.12 89.70 9.91 0.017 0.102
Glass 8.36 0.57 120.07 7.39 0.011 0.066

Note. All measurements are given for the slowed down echoes that were presented to the human listeners, not
the original echoes. Means �M� and standard deviations �SD� are calculated for 200 echoes per object. T
=time separation between first and second highlight in the echo. Time separation pitch �TSP� is calculated from
1/T. Duration is given for individual echoes and groups of six echoes.
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that the performance of the human listeners varied signifi-
cantly among the spheres, F�3,60�=5.18, p�0.01. Simple
effects tests indicated that performance was best on the nylon
sphere and worst on the glass sphere.

Table I shows the choices made by the participants in
response to the question “What is the identity of the com-
parison sphere?” When aluminum was the sample, the par-
ticipants confused it with brass or glass on 33% of the trials.
When brass was the sample, the participants confused it with
aluminum or glass on 36% of the trials. When glass was the
sample, they confused it with aluminum on 27% of the trials.
These confusions suggest that they thought the aluminum,
brass, and glass spheres sounded similar. When nylon was
the sample, they usually correctly answered “nylon” �74% of
trials� and did not confuse it with the other spheres, which
suggests that the nylon sphere sounded distinctive compared
to the other spheres.

2. Reported use of acoustic cues

As with the cylinders, the results of the open-ended in-
terview and the closed-ended interview trials were consistent
for the spheres, so the results of both will be discussed to-
gether.

The two main cues reported by the participants to dis-
criminate between the standard and the comparison spheres
were pitch and timbre �see Tables II and V�. The participants
tended to report using more than one cue �e.g., both pitch
and timbre�. The majority of the participants reported that the
timbre of the spheres varied, but their descriptions were di-
verse �e.g, the aluminum sphere was “percussive,” or “flat;”
the brass sphere was “hollow and distant” or “ringy;” the
nylon sphere was “fuzzy” or “damp;” and the glass sphere
was “sharp” or “crisp”�. The majority of the participants re-
ported that pitch was a cue, but opinions varied as to whether
each comparison was higher, lower, or the same pitch as the

FIG. 5. Histograms representing the number of echoes
�out of 200 per cylinder� at each time-separation pitch
�TSP� for each cylinder in the thin set �a� and the thick
set �b�.
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standard �e.g., in the open-ended interview, seven reported
that aluminum was higher than the standard, four reported
that it was lower�. The majority opinion was that the nylon,
brass, and glass spheres had a lower pitch than the standard,
and the aluminum sphere had a higher pitch than the stan-
dard. A minority of participants reported using loudness and
duration as cues, but there was no consensus as to how these
features varied �e.g., two reported that glass was softer and
one reported that glass was louder than the standard�.

3. Sphere echoes

Figure 4 shows the sphere echoes and Table IV shows
the echo measurements. The aluminum and glass echoes
were the shortest in duration �0.011 s�, followed by brass
and nylon �0.017 s�, and the steel echoes were longest
�0.021 s�. Only one participant reported using differences in
echo duration to discriminate among the echoes, which sug-
gests either the participants did not pick up on the duration
differences in the echoes, or that duration was simply not as
salient as the other two cues they reported �pitch and timbre�
so they ignored duration differences.

For the spheres, even though there were more than two
highlights in all the echoes, the time separation T was still
defined as the time interval between the first and second
highlight and TSP was calculated using that value. The TSP
of the spheres from lowest to highest was as follows: Brass
�59.0 Hz�, steel �86.7 Hz�, nylon �89.7 Hz�, glass
�120.1 Hz�, and aluminum �195.6 Hz�. Three of the spheres
had large standard deviations, indicating that the values ob-
tained for the 200 echoes were spread over a wide range
�aluminum: M =195.6, SD=27.8; nylon: M =89.7, SD=9.9;
glass: M =120.1, SD=7.4�.

The participants reported differences in pitch among the
sphere echoes, but the differences they reported between the
standard steel echo and the comparison echoes accurately
matched differences in the calculated TSP values for the alu-
minum, brass, and nylon spheres but not the glass sphere
�see Table IV�. The majority of participants reported that
aluminum was higher in pitch than steel, and that brass was
lower in pitch than steel, and both opinions match the actual
TSP values. The majority of the participants reported that the
nylon sphere was lower in pitch than the steel sphere, which
in fact was the case for 55% �110/200� of the echoes since

TSPs for nylon ranged from 78.8 to 115.1 Hz. The majority
of participants reported that the glass sphere was lower in
pitch than the steel sphere, but the calculated TSP of all the
glass echoes was higher than steel.

IV. DISCUSSION

A. Cylinders

Both the human listeners and the dolphin were able to
discriminate between the standard cylinder and the ±0.8 mm,
±0.4 mm, and ±0.3 mm comparison cylinders. However, the
human listeners were able to discriminate between the stan-
dard and the ±0.2 mm comparisons at the 75% correct re-
sponse level whereas the dolphin could not. The human lis-
teners’ performance appeared to be significantly better than
the dolphin’s primarily on the ±0.2 mm cylinders and the
+0.3 mm cylinder �see Fig. 3�.

The human listeners’ performance could have been
higher than the dolphin’s for several reasons. First, the ech-
oes for the human listeners were collected in a test tank and
presented in a controlled laboratory situation. The echoes
had a high signal to noise ratio and they did not contain any
extraneous echoes �e.g., echoes from passing fish� whereas
the dolphin’s echoes may have contained background noise
�e.g., from snapping shrimp� and extraneous echoes. A sec-
ond reason the human listeners performed differently than
the dolphin could be the way in which the echoes were pre-
sented to the human listeners in two groups of six echoes,
whereas the dolphin made its choice based on variable num-
bers of echoes �e.g., it could emit 10 clicks on one trial and
50 clicks on the next�. In the future, it would be useful to
collect the dolphin’s actual echoes during the task, and
present those echoes to the human participants so that both
the dolphins and the humans are basing their decisions on the
same amount and quality of echo information.

The human listeners’ performance could have been dif-
ferent from the dolphin’s due to the rate at which the echoes
were slowed down to bring them into the human hearing
range. In this study the echoes were time-stretched by a fac-
tor of 167 so that their center frequencies were around
719 Hz. Other studies have utilized a time-stretch factor of
50, corresponding to an echo center frequency around
2.4 kHz �Au and Martin, 1989; Helweg et al., 1995�, or a
time-stretch factor of 125 corresponding to an echo center
frequency around 1 kHz �DeLong et al., 2006a�. It is pos-
sible that playing back the echoes at different frequencies
�via different slow-down rates� could change the results.

Finally, the human listeners’ performance could have
been different than the dolphin’s because of the exclusion
strategy adopted by the dolphin. In the dolphin’s task, one
target was presented to the left and one target to the right of
the dolphin �the standard and one comparison� and it was
required to press a paddle on the same side as the standard.
The human listeners had an analogous task of listening to
echoes from the standard and one comparison and indicating
whether the standard echoes came first or second. Thus, both
the humans and the dolphins were presented with both the
standard and comparison within each trial. However, mea-
surement of the dolphin’s echolocation signals indicated that

TABLE V. Echoic cues reported by human participants for the spheres
during closed-ended interview trials.

Echoic Cues

Object

Aluminum Brass Nylon Glass

Pitch 15 11 12 12
Loudness 0 4 5 3
Timbre 7 11 9 9
Duration 0 1 0 0
Average number of cues
reported per person

1.5 1.8 1.8 1.5

Note. Each cell contains the number of participants �N=16� who reported
using each cue for each of the objects. Participants could report multiple
cues for each set.
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it emitted 96% of its signals toward the target located on the
right, meaning that it did not typically listen to echoes from
both the standard and the comparison within a single trial
�Au and Pawloski, 1992�. The dolphin had adopted an exclu-
sion strategy in which it examined a single target and deter-
mined whether that target was the standard or not, i.e., the
dolphin memorized the echo characteristics of the standard
target and compared the received echoes from the right target
to that template of the standard. In contrast, the human lis-
teners always had access to echoes from both targets and had
to listen to both stimuli before reporting a choice. Although
the human listeners undoubtedly memorized some character-
istics of the standard target, they may have performed better
than the dolphin because they could have used a different
strategy than the dolphin �listen to both targets, not just one�.

There are some discrepancies between this study and Au
and Pawloski �1992� in the echo measurements of the same
cylinders. For example, Au and Pawloski �1992� measured
echoes in 1992 and estimated that the TSP of the standard,
−0.2 mm, and −0.3 mm cylinder were 28.3, 27.9, and
27.8 kHz, respectively. The current study, using a different
set of echoes measured in 2005 estimated the average TSP of
the same three cylinders as 30.0, 31.4, and 32.2 kHz.

There are at least two factors that may explain why the
echo measurements of the same cylinders taken in 1992 and
2005 were not the same. First, the speed of sound of water in
a factor since the wave travels through the water that is con-
tained in the inner diameter of the target. The speed of sound
varies in saltwater �1,513 m/s� vs fresh water �1,493 m/s�,
and the measurement tank may have had different quantities
of salt water in the two years due to evaporation and rainfall.
Second, the echoes from these cylinders are very sensitive to
vertical orientation and just a minor shift in tilt cause by
wind induced waves can cause large changes. Au and
Pawloski �1992� suspended the target with a rig that prob-
ably provided good stability and vertical alignment �20 ech-
oes per target were measured�. In the current study, the cyl-
inders were measured by suspending a line through the
holding bar across the cylinders without perfectly stabilizing
the cylinders �200 echoes per target were measured�. The
present measurements probably represent more closely what
the dolphin encountered since a special rig was not used to
present the targets to the dolphin. The current echoes pre-
sented to the human listeners probably represented the dol-
phin’s situation more closely �i.e., having to make decisions
based on echoes from the same target that vary slightly from
trial to trial�.

Au and Pawloski �1992� proposed three cues that could
be used to discriminate among the cylinders: Time domain
cues �time differences between two echo highlights�, fre-
quency domain cues �changes in frequency of prominent
spectral features such as notches�, and time-separation pitch
�TSP�. The first is linked to the envelope of the time wave-
form and the second is linked to the spectral envelope, and
both are implicated in the perception of timbre �ANSI,
1960�. A minority of the participants �up to 25%� reported
using timbre, so it is possible that these first two cues played
a role in discrimination. However, the primary echo feature
reported by nearly all of the human listeners as a discrimi-

natory cue was pitch, and the pitch they heard could be the
TSP created by the two main highlights in the cylinder ech-
oes, since this type of signal would produce TSP in the hu-
man auditory system �Thurlow, 1957�. The dolphin may also
have used TSP cues.

Other researchers have proposed that dolphins could
make use of TSP cues. Au and Martin �1988� suggested that
a dolphin used TSP to discriminate among metallic plates
that varied in material composition and thickness. Hammer
and Au �1980� suggested that TSP cues were used by a dol-
phin to discriminate certain hollow aluminum standard cyl-
inders from comparison cylinders of different material com-
position, or of the same material composition but with
different wall thickness and internal structure �hollow or
solid�. Au and Pawloski �1989� have shown that dolphins
can discriminate noise having a rippled power spectrum from
noise having a nonrippled spectrum. Noise having a rippled
spectrum produces TSP in humans, which suggests that a
dolphin may also have the capability to perceive TSP. How-
ever, there is no direct evidence that a dolphin can perceive
TSP. This study suggests that further research is warranted to
determine whether dolphins perceive TSP cues.

B. Spheres

Both the human listeners and the dolphin in the Au et al.
�2000� study were able to discriminate between the standard
steel sphere and the comparisons �brass, aluminum, nylon�
with high accuracy �overall Ms=86% vs 89%, respectively�.
Both the humans and the dolphin performed best on the ny-
lon sphere �Ms=100% vs 90%� in the “locate standard” task.
In addition, in the “identify comparison” task the humans
performed relatively well with the nylon sphere �74%� com-
pared with the other spheres �aluminum=56%, brass=60%�.
They often confused the aluminum and brass spheres but did
not often confuse the nylon spheres with the others. These
results indicate that the nylon echoes may have been distinc-
tive to both the dolphin and the humans compared with the
other spheres’ echoes. The human listeners’ performance was
also similar to the dolphin’s on the brass sphere �Ms=80%
vs 89%�, although their performance on the aluminum sphere
was significantly better than the dolphin’s �Ms=89% vs
77%�. Thus, the dolphin’s and humans’ performance was
comparable on two �nylon, brass� of the three spheres. It is
possible that the dolphin and the humans may have been
using at least some of the same echo features to discriminate
among the spheres.

The human listeners in the current study reported using
primarily pitch and timbre to discriminate among the spheres
of varying materials. The participants’ reports of differences
in pitch between the spheres sometimes but did not always
match the TSP values that were calculated for the echoes.
This could mean that the participants’ perception of pitch
was not always accurate �i.e., not reflecting the actual TSP of
the echoes�. One reason for this could be the large standard
deviation in TSP values for three of the spheres that made
TSP values inconsistent. Since they heard a random selection
of echoes from the 200 recorded echoes per object, the TSP
values for any given sphere were not always the same. Al-

J. Acoust. Soc. Am., Vol. 121, No. 1, January 2007 DeLong, Au, and Stamper: Echo features used by human listeners 615



ternately, the “pitch” reported by the participants could have
been something other than time-separation pitch, like the
“click pitch” reported by human listeners in Au and Martin
�1989� and defined by the authors as the pitch associated
with the peak frequency of the echo.

The results of this study compare favorably with the
results of other human listening studies in overall accuracy
rates and use of pitch and possibly also timbre as material
discrimination cues �Au and Martin, 1989; DeLong et al.,
2006a�. Au and Martin �1989� presented human listeners
with echoes from cylinders varying in size and material that
had been used in dolphin experiments �Hammer and Au,
1980; Schusterman et al., 1980�. The participants in Au and
Martin’s �1989� study reported using pitch to discriminate
between the aluminum, bronze, and steel cylinders �e.g.,
bronze had a lower pitch than aluminum�. The authors sug-
gest the participants were using time-separation pitch
�bronze TSP=385 Hz, aluminum TSP=444 Hz�. For the alu-
minum vs glass discrimination, the time between the first and
second highlights was virtually the same, which eliminates
TSP as a cue. The participants reported using echo duration
to discriminate between the aluminum and glass echoes, but
when Au and Martin �1989� eliminated duration as a cue,
they reported a secondary cue they called “click pitch,” de-
fined by the authors as the pitch associated with the peak
frequency of the echo. This click pitch could be similar to
what the participants in the current experiment called either
the “pitch” or the “timbre” of the echo. DeLong et al.
�2006a� presented human listeners with objects that varied
primarily in material but also had some slight variations in
shape and size and they reported using pitch and timbre.
Taken together, all three studies �current study; Au and Mar-
tin, 1989; DeLong et al., 2006a� show that human listeners
report pitch and timbre and to a lesser extent duration and
amplitude as material discrimination cues.

Echo features that contribute to the perception of pitch
and timbre should be explored as material discrimination
cues for dolphins. Yet it is difficult to determine exactly
which features of echoes would give rise to the perception of
timbre. Timbre is a complex sound quality that is a combi-
nation of acoustic parameters. According to the American
National Standards Institute �1960�, timbre is defined as “that
attribute of sensation in terms of which a listener can judge
two sounds similarly presented and having the same loud-
ness and pitch as dissimilar” and that “timbre depends pri-
marily upon the spectrum of the stimulus, but it also depends
upon the waveform, the sound pressure, the frequency loca-
tion of the spectrum, and the temporal characteristics of the
stimulus.” Timbre is not independent from other acoustic pa-
rameters, but appears to arise from an interaction of pitch,
amplitude, and time features. This may make it difficult to
investigate whether dolphins perceive or use timbre.

C. Conclusions

The human listeners in this study typically performed as
well or better than the dolphin and they were able to report
the echo features that allowed them to discriminate among
the objects: Pitch and duration for wall thickness discrimina-

tion, and pitch and timbre for material discrimination. The
echo features used by the humans could also have been used
by the dolphins. However, the overall similar discrimination
abilities in humans and dolphins found in this study are not
conclusive evidence that they are using the same echo fea-
tures. A more in-depth analysis of performance, such as the
analysis of errors �object confusions�, provides one way to
determine whether humans and dolphins share the use of
certain features. Two objects are confused to the degree that
they share similar features. If the error patterns of the hu-
mans and the dolphin match �i.e., they confuse the same
objects�, it would imply that they may have used the same
features. Conversely, if the error patterns do not match, it
would imply they may have used different features. This er-
ror analysis was used successfully in a different study �De-
Long et al., 2006a�. It was not possible in the current study
because a two-alternative forced choice or go/no-go method
was used with the dolphin instead of a method that yields
object confusions �e.g., match-to-sample�.

Similarities and differences between human and dolphin
auditory perception should be considered when deciding
whether echo features reported by humans could be used by
dolphins. Since both dolphins and humans can discriminate
sounds that vary in intensity by about 1 dB �Evans, 1973;
Green, 1993� and the frequency discrimination abilities of
dolphins and humans for tonal stimuli are comparable in the
range of best hearing for each species �Herman and Arbeit,
1972; Thompson and Herman, 1975; Weir et al., 1976�, dif-
ferences in echo intensity and frequency should be available
as cues to both humans and dolphins. This means that if
humans report amplitude and pitch cues in the echoes it is
reasonable to assume that dolphins also have access to these
cues. However, dolphins have sharper frequency tuning
curves than humans �Supin and Popov, 1995� so they may be
better able to interpret frequency information in echo stimuli
than the human listeners.

Temporal resolution is the ability to rapidly resolve
stimuli that are close together in time �e.g., to identify two
stimuli as separate events rather than a single stimulus�.
Popov and Supin �1997� recorded the dolphin auditory brain-
stem response evoked by a short gap in noise and found that
the dolphin’s hearing is sensitive to extremely short gap du-
rations as compared to other animals and humans. The dol-
phin gap detection threshold was 0.1 ms �100 �s� whereas
gap detection thresholds in humans were an order of magni-
tude longer than dolphins �about 2.2 ms; Snell et al., 1994�.
At first this would appear to give dolphins an advantage over
humans and it might be assumed that dolphins could access
finer temporal cues. However, it is important to note that
when the echoes are slowed down to bring them into the
human hearing range, the duration of the echoes is length-
ened relative to the echoes the dolphin hears. For the dol-
phins, the echoes in this study were approximately
24–125 �s in duration. When the echoes were slowed down
for the human listeners, they were each approximately
4–21 ms in duration. Because dolphins must be able to re-
solve temporal differences in signals that last for �s, whereas
humans must be able to resolve temporal differences in sig-
nals that last for ms, the process of slowing the echoes down
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may in effect allow the temporal processing abilities of hu-
mans to “catch up” to the dolphins’ abilities to some extent.

Human listening studies are just one way of elucidating
how dolphins use information in echoes to discriminate
among objects. Although caution must be used in interpret-
ing the results, since there are some ways in which dolphin
and human auditory detection and perception are different, it
is still a worthwhile endeavor because of the relative chal-
lenge of performing experiments with dolphins �extensive
training time, few research animals, expensive animal care
and maintenance�. In human listening studies, many experi-
ments can be performed in a short time and subjects can
verbally report salient acoustic cues. Human listeners can
quickly identify salient echo features that permit object dis-
crimination, which can be used to generate hypotheses that
can be tested using dolphins as subjects. For example, this
study suggests that time-separation pitch �TSP� is a cue po-
tentially used for both material and wall thickness discrimi-
nation so it is worthwhile to conduct an experiment with
dolphins to test their ability to perceive TSP, and then ex-
plore whether TSP is a salient echo feature for dolphins.
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Evoked-potential recovery during double click stimulation
in a whale: A possibility of biosonar automatic gain control
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False killer whale Pseudorca crassidens auditory brainstem responses �ABR� were recorded using
a double-click stimulation paradigm specifically measuring the recovery of the second response �to
the test click� as a function of the inter-click interval �ICI� at various levels of the conditioning and
test click. At all click intensities, the slopes of recovery functions were almost constant: 0.6–0.8 �V
per ICI decade. Therefore, even when the conditioning-to-test-click level ratio was kept constant,
the duration of recovery was intensity-dependent: The higher intensity the longer the recovery. The
conditioning-to-test-click level ratio strongly influenced the recovery time: The higher the ratio, the
longer the recovery. The dependence was almost linear using a logarithmic ICI scale with a rate of
25–30 dB per ICI decade. These data were used for modeling the interaction between the emitted
click and the echo during echolocation, assuming that the two clicks simulated the transmitted and
echo clicks. This simulation showed that partial masking of the echo by the preceding emitted click
may explain the independence of echo-response amplitude of target distance. However, the distance
range where this mechanism is effective depends on the emitted click level: The higher the level, the
greater the range. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2382343�

PACS number�s�: 43.80.Lb �WWA� Pages: 618–625

I. INTRODUCTION

Many of the basic mechanisms underlying the echoloca-
tion of odontocetes �dolphins, porpoises, and toothed whales�
remain uncertain in spite of the general investigation over the
past few decades �Nachtigall and Moore, 1988; Au, 1993;
Thomas et al., 2003�. In particular, the problem of automatic
gain control within the auditory system requires additional
investigation and explanation. Echo levels vary because of
differences in target strength and distance from the animal to
the target. Therefore, the performance of the biosonar re-
quires that its receiving part �the auditory system� be capable
of analyzing echoes under these widely varying conditions. It
is not known yet, whether this capability is achieved by a
kind of automatic gain control which keeps the response of
the auditory system to the echo rather constant, or if the
auditory system is equally capable of analyzing the echo-
signals at a wide variety of neuronal response levels.

One way to decrease the variation of the echo level is by
adjusting the level of the transmitted pulse. Experiments in
the wild have shown that dolphins and whales vary the in-
tensity of their echolocation pulses according to the distance
to the target, roughly at a rate of 20 dB per distance decade
�Rasmussen et al., 2002; Au and Benoit-Bird, 2003; Au and
Herzing, 2003; Au and Würsig, 2004; Au et al., 1988�. To
some extent, this may compensate for the echo attenuation

with distance, although the compensation may be not com-
plete since, depending on the target size, the actual echo
attenuation varies from 20 to 40 dB per distance decade.
However, this mechanism cannot entirely solve the problem
of automatic gain control because varying the transmitted
pulse intensity does not solve the problem of the
transmission-to-echo ratio. If this ratio is very high �because
of the low target strength and/or large distance�, the echo
may be masked by the much more intense preceding trans-
mitted pulse.

Another mechanism of the automatic gain control in the
odontocete’s sonar involves a variation of sensitivity of the
auditory system to the echo. Recording of brain stem evoked
potentials associated with natural echolocation has shown
that the response to the echo remained almost constant with
variation of target distance, although the intensity of trans-
mitted echolocation pulses varied only slightly �Supin et al.,
2004, 2005�. It was assumed that one explanation for the
constancy of the echo response was its delay-dependent re-
lease from forward masking by the previous louder transmit-
ted pulse as had been previously reported in two pulse ex-
periments �Popov and Supin, 1990�. Indeed, with the target
distance increase, the echo delay increases proportionally,
which results in release from masking. The rate of this re-
lease in dolphins is 30–40 dB per delay decade. Interest-
ingly, the echo intensity also decreases with a rate from 20 to
40 dB per distance decade, depending on the target size to
sound wavelength ratio. These two opposite processes may
compensate one another to a large extent: With target dis-
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tance increase, the echo intensity decreases, making the re-
sponse smaller, but at the same time the echo delay increases
and the response releases from masking, thus becoming
larger. As a result, the auditory response to the echo remains
almost constant.

It should be stressed, however, that the measurements of
the evoked-response recovery in a double-pulse stimulation
paradigm �Popov and Supin, 1990� have been done with the
bottlenose dolphin �Tursiops truncatus� while the evoked-
response investigations of echolocation have been completed
with the false killer whale Pseudorca crassidens �Supin et
al., 2004, 2005�. The temporal resolution of hearing of these
different species may differ; therefore, the rate of recovery
from the forward masking may also differ. In order to either
validate or disprove the hypothesis of the forward masking
as a mechanism of automatic gain control, it is useful to
measure the evoked-response recovery within double-pulse
stimulation passive listening conditions in the same species
that was used to measure echolocation-related evoked re-
sponses. Therefore, the goal of the present study was a quan-
titative investigation of recovery of auditory brainstem re-
sponses in a double-pulse stimulation paradigm in a false
killer whale Pseudorca crassidens.

II. MATERIALS AND METHODS

A. Subject and experimental conditions

The experiments were carried out in facilities of the Ha-
waii Institute of Marine Biology, Marine Mammal Research
Program. The subject was a false killer whale Pseudorca
crassidens, an approximately 30 year-old female kept in a
wire-net enclosure in Kaneohe Bay, Hawaii. It was the same
animal used in previous evoked-potential studies of echolo-
cation �Supin et al., 2003, 2004, 2005, 2006�. Audiometric
investigations of the subject have shown some high-
frequency hearing loss: The best sensitivity around 20 kHz
and upper frequency limit above 45 kHz �Yuen et al., 2005�.
The animal was trained to accept latex suction cups contain-
ing EEG electrodes to pick up the evoked potentials and to
keep a position in a hoop station while listening to a sound
source.

The experimental facilities were laid out as follows �Fig.
1�. The experimental enclosure was constructed of a floating
pen frame �1�, 8�10 m in size, supported by floats and bear-
ing an enclosing wire net. The enclosure was supplied with a
hoop station �2�. At a distance of 2 m in front of the hoop
station, there was a sound-transmitting transducer �3�. The
training experimenter kept a position �4� to give instructions
to the animal and to reward it with fish for correct perfor-
mance. The electronic equipment and the operating experi-
menter were housed in a shack �5�.

B. Experimental procedure

Each session began with the experimenter attaching
suction-cup electrodes to record the AEPs. In each trial, the
animal was sent to a hoop station. As soon as the animal held
the proper position, stimuli �sound pulses� began to be
played through the transducer, and the AEPs to these stimuli
were collected. The animal was required to stay in the hoop

for approximately 1 min while the AEP collection was com-
pleted. After that, the animal was called back to the training
experimenter to receive fish rewards.

C. Instrumentation and data collection

The recording equipment was designed as shown in Fig.
2. Brain potentials were picked up from the subject �1� by
EEG electrodes �2� which were gold-plated disks 10 mm in
diameter mounted within rubber suction cups 60 mm in di-
ameter. The active electrode was attached with conductive
gel at the dorsal head surface, at the midline, 5–7 cm behind
the blowhole. The reference electrode was also attached
along with conductive gel on the animal’s back near the dor-
sal fin. Brain potentials were carried by shielded cables to a
balanced EEG amplifier �3� and amplified by 2.5�104

within a frequency range from 200 to 5000 Hz. The ampli-
fied signal was monitored by an oscilloscope Tektronix
TDS1002 �4� and entered into a 12-bit analog-to-digital con-

FIG. 1. Experimental design. 1—experimental enclosure, 2—hoop station,
3—transducer, 4—trainer’s position, 5—operator’s shack, 6—animal.

FIG. 2. Instrumentation. 1—animal, 2—suction-cup electrodes, 3—EEG
amplifier, 4—oscilloscope, 5—A/D converter, 6—averager and data storage,
7—digital stimulus generator, 8—D/A converter, 9—sound power amplifier
and attenuator, 10—transducer, 11—NI DAQ-6062E card, 12—laptop com-
puter.
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verter �5� of a data acquisition card DAQ-6062E, National
Instruments �11� installed in a standard laptop computer.

Data acquisition was controlled by a custom-made pro-
gram based on LabVIEW software �National Instruments�. To
extract low-amplitude AEPs from background brain-wave
noise, on-line averaging was used. The averaging was trig-
gered by the external stimuli presented at a rate of 20/s. The
acquisition window varied from 10 to 60 ms, depending on
the inter-pulse interval; the sampling rate was 25 kHz. AEPs
were collected by averaging 1000 individual records and
stored in memory �6� of the computer �12�.

Sound stimuli were digitally generated �7� by the same
card and played through a 12-bit digital-to-analog converter
�8�, custom-made power amplifier-attenuator with a pass-
band up to 1 MHz �9�, and ITC-1032 �International Trans-
ducer Corporation� spherical transducer �10�. The stimuli
were single or double clicks produced by activation of the
transducer by 7 �s rectangular pulses. The activation of this
particular transducer produced acoustic pulses shown in Fig.
3. The acoustic pulse waveform and corresponding spectrum
was similar to the biosonar pulses of the experimental sub-
ject as described by Supin et al. �2006�, and the spectrum
matched well the hearing range as described by Yuen et al.
�2005�. The inter-pulse interval varied from 0.5 to 50 ms
between pulses when double pulse stimuli were presented.
The ratio of amplitudes of the two pulses in a pair varied
from 0 dB �equal amplitudes of the pulses� to 40 dB �the first
pulse stronger than the second one�. With the use of the
hardware attenuator, the amplitude of each of the pulses
could vary independently from 180 dB re 1 �Pa peak-to-
peak to values such that the response disappeared.

III. RESULTS

A. ABR waveform and features

Similar to the ABRs described in many other odonto-
cetes �review by Supin et al., 2001�, the ABR in the false
killer whale was a complex of a few positive-negative waves
lasting 0.5–1 ms each. The onset latency of the response was
around 2.5 ms, however, the most prominent waves occupied
a time range from around 4 to 7 ms after each click �Fig. 4�.
At high stimulus intensities, their peak-to-peak amplitudes
approached 1 �V.

When two clicks were presented with an interval as
short as a few ms �or fractions of ms�, the response to the
second click was markedly reduced as compared to the first
one or a single click presented alone. We can safely assume
that the reduction of the second response was caused by the
influence of the preceding stimulus. This is a standard phe-
nomenon in evoked response investigations and the first
stimulus in a pair is usually termed the conditioning stimulus
and the second one is called the test stimulus; respectively,
the two responses are named as conditioning and test re-
sponses.

Figure 4�a� exemplifies responses to paired clicks of
equal intensities of 170 dB. Since each response was a few
ms long, two responses partially overlapped at intervals
shorter than 3 to 4 ms. To extract the real waveform of the
test response, the waveform of the response to the single
click was subtracted from that to the pair of clicks; the re-
sults present the extracted response to the test click �Fig.
4�b��. The absence of a response to the conditioning click in
the difference curves confirmed validity of the subtraction
procedure. Waveform and latency of the obtained response to

FIG. 3. Stimulating click waveform �a� and frequency spectrum �b�.
FIG. 4. �a� ABRs to double clicks of equal levels �170 dB re 1 �Pa�. ICI is
indicated near records. �b� ABR to the test response extracted from corre-
sponding records in �a� by subtraction procedure. Vertical ticks mark click
instants, both clicks in �a� and the test click in �b�.
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the test click were almost the same as those to a single click,
but the response amplitude was reduced: The shorter the in-
terval the smaller the amplitude of the test response.

The rate of recovery of the test response from suppres-
sion by the conditioning click strongly depended on the ratio
of the intensities of the two clicks. Figure 5 exemplifies re-
sponses to paired clicks when the conditioning click was
markedly more intensive �170 dB� then the test click
�150 dB�. A comparison shows that not only was the ampli-
tude of the test response smaller but also its recovery time
was much longer at unequal than at equal click levels. With
equal click levels, the test response was well detectable at an
interval as short as 0.5 ms and reached almost maximum
amplitude �i.e., the compete recovery� at intervals longer
than 3 ms �Fig. 4�. With clicks of unequal levels, the test
response became detectable at intervals longer than 3 ms and
reached the maximum amplitude �the complete recovery� at
10–15 ms �Fig. 5�.

B. ABR recovery functions at different intensities of
the two clicks

Using records similar to those exemplified in Figs. 4 and
5, the peak-to-peak amplitude of the test response was mea-
sured as a function of the inter-stimulus interval at various
intensities of both conditioning and test clicks. Measure-
ments were made with conditioning click intensities of 180,
170, 160, 150, 140, and 130 dB; at 120 dB the response was
undetectable. At each of the conditioning click intensities,
the test click intensity varied by 10 dB steps below the con-
ditioning click intensity. Thus, overall 20 combinations of
conditioning and test click intensities were tested. At each of
the combinations of conditioning and test click intensities,

measurements were made at inter-click intervals varied by
1.4 to 1.5-fold steps as follows: 0.5, 0.7, 1, 1.5, 2, 3, 5, 7, 10,
15, 20, 30, 50 ms.

The results of the measurements are summarized in Figs.
6 and 7 where test response amplitude is plotted as a function
of inter-click interval �ICI�. For better illustration, the recov-
ery �amplitude-vs-interval� functions are presented in two
ways. In Fig. 6, the intensity of the test click is taken as a
parameter specified in the legends whereas different intensi-
ties of the conditioning click �180–130 dB� are presented in
different panels. In Fig. 7, the intensity of the conditioning
click is taken as a parameter; different intensities of the test
click �also 180–130 dB� are presented in different panels.
All the recovery functions shared some common properties:

�i� All the functions consisted of two branches: An ob-
lique and a flat one; the flat branch represented complete
recovery, i.e., the response amplitude approached that of a
single test click in the absence of a conditioning click.

�ii� The level of the flat branch, i.e., the amplitude of
completely recovered response, was intensity dependent: The
higher intensity of the test click, the higher amplitude. The
rate of this dependence was around 0.015 �V/dB.

�iii� The slope of the oblique branch of all the functions
was similar and equal to 0.6–0.8 �V per ICI decade. There-
fore, the length of the oblique branch was intensity-
dependent: The higher intensity of the test click, the longer
the oblique branch.

�iv� At equal intensities of the conditioning and test
clicks �presented by the leftmost plot of each panel in both

FIG. 5. ABRs to double clicks of different levels: Conditioning click level
170 dB re 1 �Pa, test click level 150 dB re 1 �Pa. Designations are the
same as in Fig. 4.

FIG. 6. ABR recovery functions �amplitude-vs-ICI� at various conditioning
and test click levels. In each panel, the test click level �dB re 1 �Pa� is taken
as a parameter; conditioning click level �also dB re 1 �Pa� is specified in
each panel. Symbols at the right edge of the panel represent 100% recovery
�ABR amplitude to a single test click of corresponding levels�.
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Figs. 6 and 7�, the recovery of the test response was very
quick: A detectable test response appeared at ICI less than
0.5 ms. With ICI increase, AEP amplitude increased with a
rate of 0.6–0.8 �V/decade, thus reached its maximum at
IVI from around 1 ms �at low conditioning and test intensi-
ties� to 10 ms �at high intensities�.

�v� The position of recovery functions on ICI axis de-
pended on the ratio of conditioning-to-test click intensities:
The larger the ratio, the longer the recovery time. This de-
pendence was observed both when test-click intensity was
varied keeping the conditioning-click intensity constant �Fig.
6� and when conditioning-click intensity was varied keeping
the test intensity constant �Fig. 7�. In both cases, the rate of
amplitude-vs-ISI dependence was 25–30 dB per ICI decade.

The dependence of recovery time on conditioning-to-test
intensity ratio is presented quantitatively in Fig. 8. The plots
show which ICI resulted in test responses recovery to an
amplitude of 0.1 �V �a�, 0.2 �V �b�, and 0.3 �V �c�. The
plotted ICI values were calculated by linear interpolation be-
tween ICIs resulting in ABR amplitude below and above the
specified amplitude, i.e., 0.1, 0.2, or 0.3 �V; if ABR ampli-
tude was higher than 0.1 �V at ITC of 0.5 ms, the 0.1 �V
recovery time was calculated by linear extrapolation of the
0.5–0.7 ms segment. All the plots show that �i� all the func-
tions can be well approximated by straight regression lines
when click intensity is presented on a dB scale and recovery
time on log scale; �ii� all the plots feature rather similar
slopes: 0.039–0.041 time decade/dB. Being expressed in a
more commonly used inversed measure �dB/decade�, the
time-vs-intensity trade was 25 dB/decade.

IV. DISCUSSION

A. Temporal resolution of hearing revealed by the
double-click test

The data presented above confirmed a high temporal
resolution of the auditory system of odontocetes. This high
temporal resolution of hearing in odontocetes has been dem-
onstrated in many behavioral �Moore et al., 1984; Au et al.,
1988; Au, 1990; Dubrovskiy, 1990� and electrophysiological
�Supin and Popov, 1985, 1995a, b; Popov and Supin, 1990,
1997, 1998� investigations. One of manifestations of the high
temporal resolution is a quick recovery of the test response
in the double-click test �Popov and Supin, 1990; Supin and
Popov, 1995b�. The same was observed in the experiments
described here with the false killer whale. When both the
conditioning and test click were of equal intensities, com-
plete recovery of the test response required a time as short as

FIG. 7. The same ABR recovery functions as in Fig. 6, but conditioning
click level is taken as a parameter and test click level is specified in each
panel. Dashed straight lines show 100% and 50% recovery.

FIG. 8. ABR recovery time to a specified amplitude: 0.1 �V �a�, 0.2 �V
�b�, and 0.3 �V �c� as a function of the conditioning/test click level �dB�,
keeping the conditioning click level �dB re 1 �Pa� as a parameter specified
in the legends. The slope �decade/dB� ± standard error is indicated near each
plot.
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a few milliseconds depending on intensity. When the condi-
tioning click was more intense than the test click, the recov-
ery time increased but still remained rather short, not more
than a few tens of milliseconds with a conditioning-to-test
intensity ratio as high as 50 dB.

However, the temporal resolution in the investigated
false killer whale subject, although rather high, seems to be a
little lower than that in previously investigated in bottlenose
dolphins. Indeed, in a bottlenose dolphin, the 50% recovery
time was around 2 ms at a conditioning-to-test ratio of
20 dB, around 7 ms at 40 dB, and up to 20 ms at 60 dB
�Popov and Supin, 1990�. In the false killer whale, the recov-
ery was a little slower: 50% recovery time at 40 dB ratio was
around 15 ms �see Figs. 6 and 7, 170/130 and 180/140 dB
conditioning-test combination�, i.e., about twice longer than
in the bottlenose dolphin within similar stimulation condi-
tions. Since only one subject was available for the present
study, it remains to be shown whether this difference is inter-
species or inter-individual.

B. Implication to biosonar automatic gain control

The paradigm of double-click stimulation may be con-
sidered as a simulation of events appearing during echoloca-
tion. Outgoing echolocation pulses and their returning ech-
oes may be considered as clicks. The animal hears its own
emitted click and shortly after that an echo click. This situ-
ation may be simulated by double-click stimulation. The in-
tensive conditioning �transmitted� click is expected to pro-
duce a forward masking of the test �echo� response.
However, instead of disrupting biosonar performance, this
masking may make the responses to a target invariable to the
target distance. As distance increases, the decrease of echo
intensity and release from masking compensate one another,
thus keeping the echo-response magnitude almost constant.
Previous investigations in bottlenose dolphins �Popov and
Supin, 1990� demonstrated that this sort of compensation is
at its best when the echo intensity decreases with distance at
a rate around 35 dB/decade. For the false killer whale inves-
tigated in this study, the best compensation is possible at a
rate of around 25 dB/decade. Both of these values are within
a range of possible rates, from 20 to 40 dB/decade, depend-
ing on the properties of the targets.

In the present study, the recovery of responses was mea-
sured with a wide range of intensities of both the condition-
ing and test clicks. These data allow us to compute the range
of target strengths and distances in which the forward-
masking mechanism might be capable of maintaining a rela-
tively constant response amplitude independent of distance.
For modeling the echolocation based on double-pulse stimu-
lation data, we have to introduce two concepts: “self-
hearable level” and “internal attenuation” of the emitted
click. We use the term “self-hearable level” to specify how
effectively the emitted click stimulates the ears of the animal
itself. We define it as the level of an external �in the free
field� click producing the same auditory response magnitude.
The term “internal attenuation” is used herein for a differ-
ence between the source level and self-hearable level of the
emitted click. This shows how effectively the acoustic en-

ergy is concentrated in the sonar beam and isolated from the
animal’s ears.

With these definitions, the parameters of double-click
stimuli were used to model sonar parameters as follows:

• The self-hearable level of the emitted click was modeled
by conditioning-click level;

• the source level of the emitted click was modeled as a sum
of conditioning-click level and a constant of internal at-
tenuation;

• the echo level was modeled by the test-click level;
• the target distance �in meters� was modeled by ICI �in

milliseconds� multiplied by a factor of 0.75 m/ms �two-
way sound spread at the 1500 m/s speed of sound in
water�.

Using these definitions, and taking various combinations
of conditioning click level �imitating the self-hearable level
of the emitted sonar click� and conditioning-to-test click
level difference at a delay of 1.33 ms �imitating the echo
level at a target distance of 1 m, i.e., the target strength� we
calculated the test-click intensity �imitating the echo inten-
sity� and found the test �echo� ABR amplitude as a function
of ICI �imitating the target distance�.

The calculation procedure is exemplified in Fig. 9. We
assumed a rate of echo attenuation with distance of
25 dB/decade, which is close to the slope of majority of the
plots in Fig. 8. For this particular example, we assume that
the source level of the emitted click is 180 dB of a self-
hearable level which is imitated by 180 dB conditioning
click. Then we assume that the target strength is 0 dB re
internal attenuation which is imitated by equal levels of the
conditioning and test click �180 dB� at a target distance of
1 m which is the standard to specify target strength. The
distance of 1 m is imitated by ICI of 1.33 ms. Interpolation
between points of 1 and 1.5 ms of the plot for 180 dB test
click level gives ABR amplitude of 0.47 �V �point 1 in Fig.

FIG. 9. An example of modeling of self-masking in sonar using double-
click stimulation data. Double scale of the abscissa present ICI and target
distance corresponding to this ICI. The plots represent ABR dependence on
ICI at a conditioning click level of 180 dB re 1 �Pa and test click levels
from 180 to 130 dB, as specified in the legend �see Fig. 6�a��. Points 1–4
�open circles� represent ABR amplitudes at a few ICIs of 1.33, 3, 10, and
50 ms �corresponding to target distances of 1, 2.25, 7.5, and 37.5 m� calcu-
lated on assumption of echo level decrease with distance at a rate of
25 dB/decade.
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9�. Then we take any other target distance, say 2.25 m which
is imitated by ICI of 3 ms. With the rate of 25 dB/decade,
the attenuation at this distance is −8.8 dB, thus the echo is
imitated by a test-click level of 171.2 dB. An interpolation
between plots for 170 and 180 dB at ICI of 3 ms results in
ABR amplitude of 0.45 �V �point 2�. Similarly, a target dis-
tance of 7.5 m �ICI of 10 ms, attenuation of 18.1 dB� results
in ABR amplitude of 0.44 �V �point 3�, a target distance of
37.5 m �ICI of 50 ms, attenuation of 39.4 dB� results in ABR
amplitude of 0.35 �V �point 4�, etc.

The test-response amplitudes found by the described
procedure are presented in Fig. 10 as functions of simulated
target distance at various combinations of simulated levels of
the emitted pulse and target strengths. The plots show that at
rather high intensity of emitted clicks �with a self-hearable
level of 180 dB�, neglecting a certain data scatter, the for-
ward masking provides an independence of response ampli-
tude with distance within a wide range, from 0.5 to 37.5 m
�delays from 0.7 to 50 ms� in spite of 46 dB distant-
dependent variation of simulated echo intensity. The re-
sponse amplitude depends on the target strength: It dimin-
ished when the target strength decreased from 0 to −20 dB re
internal attenuation. However, at all target strengths, the am-
plitude remained slightly dependent on the distance.

Decreasing the level of the simulated emitted pulse
�self-hearable levels 170 dB, etc., down to 140 dB� little in-
fluenced the maximum response amplitude: It remained

0.4–0.5 �V at a target strength of 0 dB re internal attenua-
tion, around 0.2 �V at −10 dB, and less than 0.1 �V at
−20 dB. The independence of test-response amplitude on the
intensity of the emitted clicks seems paradoxical at a first
glance but this result is a direct consequence of the action of
forward masking: Being intensity-dependent, the masking
compensates for the intensity variation.

However, it was the range of constant test-response am-
plitude that really depended on the level of the emitted pulse.
Being more than 38 m �50 ms� at a 180 dB self-hearable
level, the constant-amplitude range decreases as the self-
hearable level decreased from 170 to 150 dB, was almost
absent at 140 dB, and definitely absent at 130 dB. This result
is also easily understandable. To be a subject of regulation by
masking, the response must be large enough in nonmasked
conditions; therefore, when both the emitted click and echo
are weak, the echo-response plainly decreases with distance
because of decreasing echo intensity. This limitation agrees
very well with the fact that whales and dolphins increase the
level of their emitted clicks with increasing distance to a
target as has been demonstrated in echolocating wild dol-
phins �Rasmussen et al., 2002; Au and Benoit-Bird, 2003;
Au and Herzing, 2003; Au and Würsig, 2004; Au et al.,
2004�. If they did not increase their outgoing click intensities
the echoes would be too weak to perceive them even though
they were completely released from masking.

Another limitation revealed by the modeling described
above concerns the target strength. As Fig. 9 shows, the test
response approached zero when the target strength was
20 dB below the internal attenuation. Does this prediction
agree with the real abilities of the odontocete sonar? It has
been shown using the same subject as that in the present
study that the internal attenuation may be as effective as
−35 dB �Supin et al., 2006�. Thus, based on the data pre-
sented herein, it may be predicted that masking events allow
the perception of echoes from targets with a strength as low
as −55 dB. At lower target strengths, the echo responses
should be masked at any source level of the emitted pulse
and any distance to the target. This requirement fits the real
conditions of echolocation. For example, the target strength
of moderate-size prey fish was estimated at −20 to −35 dB
�Benoit-Bird and Au, 2003�.

Thus, the model of interaction of emitted and echo sig-
nal based on the double-click data �i� confirms the possibility
of automatic gain control based on forward-masking in the
odontocete sonar and �ii� allows us to make some predictions
for the odontocete biosonar abilities. Further investigation
should allow the opportunity to examine the validity of these
predictions.
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Effects of object separation and complexity
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A bottlenose dolphin was tested on its ability to echoically discriminate horizontal angular
differences between arrays of vertically oriented air-filled PVC rods. The blindfolded dolphin was
required to station in a submerged hoop 2 radial m from the stimuli and indicate if an array with two
rods �S+ � was to the right or the left of a single rod �S− �. The angular separation between the two
rods ��w� was held constant within each experiment while the angle between the S+ and the S−
stimuli ��b� varied to produce angular differences ���=�b−�w� ranging from 0.25 to 4°. In
experiment I, �w was maintained at 2° and in experiment II, �w was maintained at 4°. Resulting 75%
correct thresholds �method of constant stimuli� were 1.5 and 0.7°, respectively. The two main
findings of this study are: �1� decreasing the number of targets does not aid in localization, and �2�
increasing the space between the rods enhances localization. Taken as a whole, the experiments
suggest dolphins have a well-developed ability to resolve spatial information through sonar. © 2007
Acoustical Society of America. �DOI: 10.1121/1.2400664�

PACS number�s�: 43.80.Lb, 43.66.Qp, 43.66.Pn, 43.66.Ba �WWA� Pages: 626–635

I. INTRODUCTION

The dolphin’s ability to echoically resolve fine spatial
details from an object will be dependent at least upon the
physical characteristics of the object, the characteristics of
the dolphin’s sonar signal, the dolphin’s auditory signal pro-
cessing of the returned echoes, and the dolphin’s ability to
localize echoes from the various reflecting object features.
The focus of the present study is to determine the limit of the
dolphin’s echolocation spatial acuity in the horizontal plane.

A. Background

The incident sonar signal from a bottlenose dolphin1 can
be described as a broadband transient with peak frequencies
between 40 and 140 kHz, durations as short as 40 �s, and
peak-to-peak sound pressure levels often exceeding 220 dB
re: 1 �Pa �Au, 1993�. The concave shape of the dolphin’s
skull, coupled with the focusing properties of the lipid
melon, focus the signal forward in a tight beam, elevated
about 5° above the rostrum, with a 3 dB beam width of
approximately 10° �Au, 1980�. Consequently, targets directly
forward of the melon will be highly ensonified, increasing
the signal-to-noise ratio relative to peripheral targets. The
high frequency, short duration properties of individual clicks

contribute to the dolphin’s ability to resolve fine spatial de-
tails. Higher frequencies allow for echo returns from small
targets, provided the target’s spatial extent is greater than the
wavelength of the incident signal. High frequency compo-
nents also allow dolphins to detect small structural features
within a target that may facilitate target identification. Short
duration clicks can improve range resolution by limiting
overlapping echoes from closely spaced objects in the same
line of acoustic propagation. In addition, fine temporal reso-
lution, demonstrated by an auditory critical interval of
264 �s �Moore et al., 1984� allows the dolphin to resolve
echoes occurring in close temporal proximity.

Despite the challenges imposed by an aquatic environ-
ment �e.g., sound traveling approximately 4.5 times faster in
water than in air�, several of the standard terrestrial mamma-
lian localization mechanisms also appear to be well devel-
oped in dolphins. When a sound source originates off the
midsagital plane, a differential distance from each ear to the
sound source is produced. The differential distance results in
arrival time differences between the two ears known as in-
teraural temporal differences �ITDs�. A differential distance
between the ears, coupled with sound shadowing by the
head, will also produce an intensity difference between the
ears known as interaural intensity differences �IIDs�. Moore
et al. �1995� investigated the dolphin’s ability to utilize ITDs
and IIDs. Jaw phones �i.e., hydrophones embedded in rubber
suction cups and attached to the right and left lower jaws�

a�Author to whom correspondence should be addressed. Electronic mail:
branstet@hawaii.edu
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were used to provide precise control over binaural stimulus
presentation to the dolphin. ITD thresholds were as small as
7 �s for a 30 kHz pulse. For sonar-type pulses �with higher
peak frequencies above 60 kHz� ITDs were between 17 and
18 �s. IID thresholds were below 1.0 dB for all frequencies
tested. Thus, both ITDs and IIDs appear to be very salient
cues a dolphin could employ to localize sound sources.

Recently, Branstetter et al. �2003� investigated a dol-
phin’s ability to echoically resolve angles between multiple
targets in the horizontal plane. A blindfolded dolphin posi-
tioned its head within a stationary, vertically oriented hoop,
2 radial m from the stimuli, and then indicated whether an
array with four rods �S+ � was to the left or the right of an
array with two rods �S− �, by pressing a corresponding
paddle. The angular separation between the rods within each
array ��w� was maintained at 2° but the angular separation
between the two arrays ��b� was varied to produce angular
differences ���=�b−�w� ranging between 0.25 and 4°. A
modified method of constant stimuli, used to test for angular
discrimination ability, yielded a psychometric function with a
75% correct threshold of 1.6° �see Fig. 8�. The results were
consistent with passive hearing studies that determined the
smallest possible angle �minimum audible angle or MAA�
between two sound sources that would allow the two sources
to be perceived by the dolphin as discrete. Renaud and Pop-
per �1975� reported the horizontal MAA for 30, 60, and
90 kHz pure tones as 2.5, 3.0, and 3.0°, respectively. Hori-
zontal and vertical MAAs for click stimuli �35 �s duration,
64.35 kHz peak frequency� were 0.9 and 0.7°, respectively.

The results from Branstetter et al. �2003�, suggested that
the dolphin’s echoic spatial acuity was sufficient to support
cross-modal matching of objects between vision and echolo-
cation as shown by Pack and Herman �1995� and Herman et
al. �1998�. Because the dolphin in these studies interrogated
relatively large objects �approximately 43 cm2� at relatively
short distances ��1 m�, the angle the objects subtended, and
the angles between object components, were much greater
than the angular differences threshold of 1.6°. Hence, the
objects and object features used in the cross-modal studies
should be resolvable through the dolphin’s echolocation
sense.

The current study builds on the findings of Branstetter et
al. �2003�. One goal of Branstetter et al. was to generalize
the findings to the cross-modal paradigm �Pack et al., 2002�.
If the dolphin can echoically resolve fine spatial details from
multiple echoes in the angular discrimination experiment
�Branstetter et al. �2003��, the dolphin can probably
echoically resolve fine details in the cross-modal experi-
ments. Because the objects in the cross-modal experiments
�Pack et al., 2004� were three dimensional with multiple fea-
tures that produced multiple echoes, the stimuli in Branstet-
ter et al. �2003� were composed of multiple targets �four rods
vs two rods� thus producing multiple echoes as well. How-
ever, the resulting complex stimuli may not have been opti-
mal to produce the smallest echoic angular discrimination
threshold. In humans, reducing the number of distracting
sound sources can aid in localization �Wightman and Kistler,

1997�. We employed this tactic in Experiment 1 of the cur-
rent study by reducing the S+ and S− stimuli to two rods and
one rod, respectively.

In the Branstetter et al. �2003�, experiment, the angular
difference between the rods within each array ��w� was al-
ways 2°. The proportion correct at an angular difference of
2° was 83% compared to 93% at 4°. This suggests when
�w=2°, the perceived positions of the rods were subject to
spatial blurring. The echoes from each rod could have effec-
tively masked each other. In humans, an improvement in the
ability to localize sound sources occurs due to increased spa-
tial separation �Langendijk et al., 2001�. We adopted this
strategy in Experiment II by increasing �w to 4°. If all the
rods were more fully resolvable, perhaps the dolphin could
make better decisions about the rod positions relative to one
another.

II. GENERAL METHODS

A. Subject

The subject for the study was a 16-year-old, male, At-
lantic bottlenose dolphin �Tursiops truncatus� named Hiapo.
Hiapo was the same dolphin used in the Branstetter et al.
�2003� study. Hiapo was housed in two interconnected sea-
water tanks �each circular tank was 1.8 m deep with a diam-
eter of 15.2 m� with three female dolphins at the Kewalo
Basin Marine Mammal Laboratory in Honolulu, Hawaii.
During the experimental procedures, Hiapo was maintained
alone or with one other dolphin. Approximately 11.8 kg of
herring, capelin, smelt and squid were fed to Hiapo daily, a
portion of which �2.9 kg� was fed during the experiment.

B. Apparatus

The same experimental apparatus �see Fig. 1� employed
from Branstetter et al. �2003� was employed in all of the
experiments presented here. A complete description can be
found in Branstetter et al. �2003�. A detailed summary is
presented here.

The dolphin was trained to wear latex rubber suction
cups �eye cups�, over its eyes to prevent the use of vision
during the experiment. A submerged, vertically oriented, hol-
low, PVC stationing hoop was attached to the tank wall. The
hoop was submerged approximately 55 cm below the sur-

FIG. 1. Experimental apparatus with dolphin in underwater stationing hoop.
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face. Two submerged response paddles were connected to the
periphery of the stationing hoop allowing the dolphin to exit
the hoop and respond to either the left or right paddle. The
stimuli were presented using a customized aluminum rack,
which was positioned 2 m from the tip of the dolphin’s ros-
trum. A redwood baffle at the bottom of the rack occluded
inspection �visually or echoically� of the tips of the stimuli
when they were positioned on the rack prior to full immer-
sion in the water.

The experimental stimuli consisted of vertically ori-
ented, schedule 40, PVC rods �Fig. 2�. Each rod was air filled
to provide a high impedance mismatch to water making them
highly reflective to dolphin sonar signals. In all experiments,
the positive stimulus to respond to �S+ stimulus� consisted of
two rods and the negative stimulus not to respond to �S−
stimulus� consisted of one rod. Each PVC rod was 1.9 cm in
outer diameter, 1.7 cm in inner diameter and 75 cm in
length. PVC caps were placed on each end of each rod
�2.7 cm outer diameter, 2.3 cm length� to ensure they were
airtight. A total of 12 PVC rods with caps were used to
construct three S+ stimuli and three S− stimuli. Each rod and
cap was constructed from the same type of PVC with the
same batch number ensuring the material composition was
nearly identical. However, as a precaution, before each ses-
sion, each rod and each cap were randomly assigned to an S+
or an S− array to control for the possibility that Hiapo could
learn to identify a particular rod artifact associated with a
particular array.

The rods in S+ stimulus were separated from each other
by �w° from a 220 cm distance. This distance represented the
radial distance from the arrays to the midpoint between Hia-
po’s mandibular windows on his lower jaw. An S+ and an S−
stimulus were positioned on wooden arcs with the angular
separation ��b� between the stimuli predetermined from a
counterbalanced schedule. The angular difference can be de-
fined as

�� = �b − �w,

where �� is the angular difference, �b is the separation be-
tween the S+ and S− arrays �separation between the closest
rods� and �w is the angle between the rods within S+ array
�Fig. 3�. The dolphin can only identify the correct position of
the S+ stimulus by comparing the angles between the rods of
the S+ stimulus, and the angle between both stimuli. Thus,
�� is a measure of the dolphin’s angular discrimination abil-

ity. The arrays were centered on the wooden arc so the far
end of the S+ array and the far end of the S− array were an
equal distance to the center of the arc and, hence, the dol-
phin’s median plane �see the Appendix�.

When Hiapo was positioned inside the stationing hoop
as far as his pectoral fins would allow, each rod was approxi-
mately 200 radial cm from the tip of his rostrum, 220 radial
cm from his mandibular window and 245.7 radial cm from
the center of the stationing hoop. This allowed Hiapo to
pivot his head in the horizontal plane along a 45.7 cm radial
arc �measured from the center of the stationing hoop to the
tip of his rostrum� while the stimuli maintained a distance of
200 cm from his rostrum tip. The wooden arc was attached
to a pulley system on the aluminum rack that was attached to
both the tank wall and a wooden stand on the exterior of the
tank �Fig. 1�. The rack and the pulley system provided con-
trol over stimuli exposure time by allowing an assistant to
lower the arrays when prompted. When lowered, the only
part of the array submerged was the bottom 55 cm of the six
rods. The rack was leveled using a standard bubble level. A
visual screen �Fig. 1� prevented the trainer from seeing the
stimuli and inadvertently cueing the dolphin towards the cor-
rect response.

Sonar emissions were recorded with a hydrophone
�LAB-core systems, PZ-1A� placed approximately 15 cm in
front of the stationing hoop at a depth of approximately
15 cm. When Hiapo was properly stationed in the hoop, the
hydrophone was directly above his head and slightly behind
his blow hole. The sounds were digitized at 44.1 kHz sam-
pling rate and recorded with a Sony digital video recorder.
Because the sonar emissions were already distorted by the
low sampling rate, near field distortion was not considered
an issue. Hiapo would emit sonar signals prior to array ex-
posure and, after his response, only the clicks between the
onset of array exposure to when he backed out of the hoop
�monitored from recorded video� were considered for analy-

FIG. 2. PVC rods on wooden rack showing S+ and S− stimuli.

FIG. 3. Angular difference ���� between the rods relative to the dolphin is
calculated by subtracting �w from �b.
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sis. Backing out of the hoop was operationally defined as
when his eye cups crossed the hoop threshold on his way out
of the hoop. Click trains for each trial were then manually
counted by two independent observers from a hardcopy
printout. Both observers were blind to which trial condition
they were reviewing.

Response time �RT� for each trial was also recorded by
an observer with a digital stopwatch. RT was defined as the
time between the onset of stimulus exposure to when the
dolphin pressed a paddle. The trainer �who, because of the
visual screen had no knowledge of the stimulus array� vo-
cally reported a paddle press.

C. General procedure

At the beginning of each trial, the eye cups were placed
on the dolphin. Hiapo remained at the trainer’s station with
his jaw held out of the water as an assistant then placed the
stimuli on the rack and the tips of the PVC rods were gently
submerged a few cm ��5 cm� below the water surface to
prevent a potential passive acoustic splash cue. This reduced
the possibility of Hiapo passively listening to the stimuli tips
while they were placed in the water. In addition, a water-
soaked redwood baffle, attached to the aluminum rack was
positioned about 5 cm beneath the surface in front of the tips
of the rods �Fig. 1�. Water-soaked redwood is known for its
ability to absorb sound underwater �see Johnson, 1967�. The
baffle served to reduce any sound the stimuli may have made
upon entering the water and prevented the dolphin from
echolocating on the tips of the stimuli before they were fully
lowered. Once the stimuli were in place, an experimenter in
an elevated tower overlooking the tank instructed the trainer
to signal the dolphin to enter the hoop. The trainer manually
assisted the dolphin to insure that he was positioned in the
hoop up to his pectoral fins. The experimenter then verbally
instructed the assistant to lower the arrays into the water. The
dolphin was required to echolocate and identify the location
�left or right� of the S+ array by backing out of the hoop and
touching the corresponding left or right response paddle. The
trainer verbally called out the dolphin’s response, either
“left” or “right,” and an experimenter located on an elevated
deck overlooking the pool, identified the choice as correct or
incorrect, referring to the preplanned schedule. The trainer
also functioned as a blind observer because the visual barrier
prevented the trainer from seeing the stimuli and, thus,
knowing the correct choice. Correct responses were re-
warded with fish, and social reinforcement, followed by an
inter-trial interval of approximately 35–40 s. The dolphin
was called back to station for incorrect responses, did not
receive a fish reward and proceeded directly into an inter-
trial interval.

Two experiments were conducted.2 Their presentation
was counterbalanced �ABBA format� to control for any
learning effects. Half of experiment I, experiment II were
completed in consecutive order. Then, the remaining halves
were conducted in reverse order �i.e., Exp. II, and then Exp.
III�. Prior to conducting these experiments, a Pilot study
�Branstetter, 2005� was run to investigate how easily Hiapo
would generalize from his initial arrays of four rods vs two

rods �Branstetter et al., 2003� to two rods vs one rod, and to
determine which angular separations would capture the full
psychometric function.

III. EXPERIMENT I

The goal of experiment I was to determine if echoically
localizing targets is less difficult when the number of echoes
received per incident signal is reduced. In humans, sound
localizing performance progressively increases as the num-
ber of distracting sounds decreases �Wightman and Kistler,
1997; Langendijk et al., 2001�. In the current experiment, the
number of potential echoes is reduced to three by decreasing
the number of rods presented on each trial to three. If echo
complexity, defined as the number of simultaneous echoes
received, is a major factor influencing echoic angular dis-
crimination, a threshold decrease is expected in the current
experiment relative to the results of Branstetter et al. �2003�.

A. Stimuli

The S+ stimulus was a two-rod array. The S− stimulus
was a single rod �see Fig. 2�. The angle between the rods
within the S+ array ��w� was held at a constant 2° and the
angle between the S+ and S− array ��b� varied to produce
angular differences ���� of 4.00, 3.00, 2.50, 2.25, 2.00, 1.75,
1.50, 1.25, 1.00, and 0.50°. Ten angular differences were
tested compared to only eight in Branstetter et al. �2003� to
provide greater resolution estimating the psychometric func-
tion.

B. Procedure

Each session began with six warm-up trials with an an-
gular difference of 4°. The position of the S+ array �left or
right� was randomized with an equal number of left and right
presentations within each session. An approximate 25 s inter-
trial interval followed each trial to allow assistants to prepare
the next set of stimuli. If the dolphin responded incorrectly
on two or more warm-up trials, the testing session was
aborted until the next day. If the dolphin responded correctly
on five or more warm-up trials �p�0.05, cumulative bino-
mial�, the test session began after a 1.5–2 min break. The
modified method of constant stimuli was used for stimulus
presentation. Angular differences were presented in descend-
ing order. Each of the ten angular differences was tested
twice per session in two descending sweeps. The left or right
position of the S+ stimulus was randomized for the first ten
trials. The position of the S+ array in the second ten trials
was the opposite of the first ten trials. For example, if the
location of the S+ array for an angular separation of 2° oc-
curred on the left within the first ten trials, the position of the
S+ array for the same angular separation in the second ten
trials would be to the right. This ensured that any potential
right or left bias would affect angular differences equally.
The last four trials were cooldown trials with an angular
difference of 4°. Thus, a total of six warm-up trials, 20 test
trials, and four cooldown trials were conducted each session.
If the dolphin was incorrect on three or more of the warm-up
and cooldown trials combined, the data from the session
were eliminated from analysis.
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C. Results and discussion

A total of 35 sessions were conducted over the duration
of experiment I. Two of the sessions were aborted because
Hiapo failed to respond correctly to five or more of the
warm-up trials. One session was aborted to repair the station-
ing hoop that Hiapo dismantled in mid-session. Two addi-
tional sessions were aborted because Hiapo would not re-
spond to his trainer. Therefore, data from a total of 30
sessions were used for analysis. A psychometric function de-
scribing the dolphin’s performance is plotted in Fig. 4. Each
data point represents the percentage of correct responses for
60 trials. As the angular difference between the stimuli de-
creased, so did the dolphin’s ability to discriminate the an-
gular difference. Using a criterion of 75% correct responses,
a threshold of 1.5° was obtained.

There was no significant linear trend effect of angular
difference on the number of clicks �see Fig. 5� the dolphin
emitted �F=0.97, p�0.05, y=−2.75x+195.45�. On average,
the dolphin emitted 190.01 clicks per trial �SD=39.28�. The
maximum number of emitted clicks on a single trial was 287
while the smallest number was 97. There was a significant
linear trend effect of angular difference on the dolphin’s re-
action time �F=14.42, p�0.05, y=−0.14x+4.79�. On aver-
age, the dolphin’s response latency was 4.50 s �SD=0.81 s�.

Maximum and minimum response latencies were 9.25
and 2.91 s, respectively. Although the dolphin appears to re-

quire significantly more time to respond as the angular sepa-
ration decreases, the trend appears to be rather weak with a
minor negative slope.

The current threshold compares very well with the
threshold of 1.6 measured by Branstetter et al. �2003�. These
data suggest that the dolphin was able to simultaneously lo-
calize six sound sources �i.e., Branstetter et al., 2003� ap-
proximately as well as it can simultaneously localize three
sound sources �i.e., current study�. Thus, within the limited
stimuli used between Branstetter et al. and the current study,
echo complexity does not appear to be a major factor gov-
erning echoic angular discrimination.

IV. EXPERIMENT II

The goal of experiment II was to determine if the posi-
tions of the rods are less difficult to localize when each rod is
more fully resolvable. The thresholds from experiment I and
Branstetter et al. �2003� were 1.6 and 1.5 respectively. Be-
cause �w was equal to 2° in both of these experiments, the
rods may have been too close together to be fully resolvable.
By increasing �w to 4° each rod should be more fully resolv-
able, thus allowing the dolphin to make better judgments
about the precise location of each rod relative to one another.
If this assumption is true, the dolphin’s angular discrimina-
tion threshold should be lower than those obtained by experi-
ment I and Branstetter et al. �2003�

A. Stimuli

For experiment II, the angle between the rods within the
S+ array ��w� was 4° and the angle between the S+ and S−
array ��b� varied to produce angular differences ���� of 4.00,
3.00, 2.50, 2.00, 1.50, 1.00, 0.50 and 0.25°.

B. Procedure

Experiment II employed the identical procedure to ex-
periment I, however, there were eight angular differences
tested. A subjective decision was made to decrease the num-
ber of presented angular differences from ten �in experiment
I� to eight to shorten the experimental sessions. The longer
sessions appeared to result in a decrease of motivation by the
dolphin. Thus, a total of six warm-up trials, 16 test trials, and
four cooldown trials were conducted each session.

C. Results and discussion

A total of 38 sessions were conducted. A three month
hiatus resulted between the dates of January 8th and March
26th �2001� due to the death of a companion dolphin. The
hiatus took place between sessions 18 and 19. During this
time, a total of nine practice sessions �half the number of
trials/session� were conducted to maintain the behaviors re-
quired for the experiment. An a priori decision was made to
exclude all practice data from analysis. Experiment II re-
sumed after the remaining companion dolphins were trained
to facilitate �not interfere with� data collection. Six sessions
were aborted because Hiapo failed to respond correctly to
five or more of the warm-up trials. An additional two ses-
sions were aborted because Hiapo chose to socialize with the

FIG. 4. Experiment I psychometric function with a 75% correct angular
difference threshold of 1.5°.

FIG. 5. Number of clicks/trial as a function of angular difference for ex-
periment I. Pluses represent individual trials while bold circles are means for
each angular difference.
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other dolphins rather than respond to his trainer. Therefore,
data from a total of 30 sessions were used for analysis. A
psychometric function describing the dolphin’s performance
is plotted in Fig. 6. Each data point represents the percentage
of correct responses for 60 trials. Using a criterion of 75%
correct responses, a threshold of 0.7 degrees was obtained.

There was no significant linear trend effect of angular
difference on the number of clicks the dolphin emitted �F
=0.40, p�0.05, y=−1.16x+168.19�, nor was there a signifi-
cant linear trend effect of angular difference on the dolphin’s
reaction time �F=3.98, p�0.05, y=−0.05x+3.91�. On aver-
age, the dolphin emitted 166.06 clicks per trial �SD=38.57�.
The maximum number of emitted clicks on a single trial �see
Fig. 7� was 260 while the smallest number was 90. On av-
erage, the dolphin’s response latency was 3.83 s �SD
=0.67 s�. Maximum and minimum response latencies were
8.70 and 2.17 s, respectively.

A point-by-point comparison between proportions cor-
rect from experiments I and II was done for each angular
separation. The angular separations that experiment II did
not have in common with experiment I were interpolated by
averaging adjacent points and are denoted with an asterisk in
Table I. Differences between points on the psychometric
function were large enough to produce significant one-tailed
z scores �indicated by bold p values� for all angular separa-
tion except for ��=2.00, 3.00 and 4.00. The proportions
associated with the last two angular separations are similar
due to a ceiling effect. The angular separations surrounding
the 75% correct level are all significantly different, thus we
conclude the threshold differences are real. A statistical com-
parison to Branstetter et al. �2003� was not conducted be-
cause the results in this study are not counterbalanced with
the former study. However, a large leap of faith is not re-

quired to notice the similarity between the psychometric
function of Exp I. and Branstetter et al. �2003�, �see Fig. 8�.

The number of clicks from experiment I and experiment
II were also compared. To prevent any potential biases, only
the angular separations the two experiments had in common
were chosen for comparison ���=0.5, 1, 1.5, 2, 2.5, 3, and
4�. Because there was no significant linear trend in either
experiment, a grand mean was calculated for each experi-
ment by pooling the data from the angular separation above.
The resulting mean clicks per trial for experiments I and II
were 186.52 and 166.35, respectively. There was no signifi-
cant difference between these means, t�291�=1.47, p�0.05
�two tailed�.

Response time was also compared between experiments
I and II with only the angular separation in common used for
analysis. Despite the fact that there was a significant linear
trend for reaction time in Exp. I, a grand mean was calcu-
lated for each experiment by pooling the data from the an-
gular separation. There was a significant difference, t�739�
=12.54, p�0.01 �two-tailed� between the means of 4.5 and
3.8 s for experiments I and II, respectively. Because simply
pooling data results in the most parsimonious comparison
with the least amount of variance accounted for �compared to
a linear model with more than a single parameter�, the sig-
nificant result is considered conservative.

The correlation between response time and number of
clicks was examined for a random subset of trials within
each experiment. A moderate low correlation resulted in Exp.
I �R2=0.24, n=99� and a weak correlation resulted from Exp.
II �R2=0.07, n=92�.

FIG. 7. Number of clicks/trial as a function of angular difference for ex-
periment II. Pluses represent individual trials while bold circles are means
for each angular difference.

FIG. 6. Experiment II psychometric function with a 75% correct angular
difference threshold of 0.7°.

TABLE I. A point-by-point comparison between proportions correct from experiments I and II was compared for each angular separation. The angular
separations that experiment II did not have in common with experiment I were interpolated by averaging adjacent points and are denoted by an asterisk.
Differences between points on the psychometric function were large enough to produce significant one-tailed z scores �indicated by bold p values� for all
angular separation except for ��=2.00, 3.00 and 4.00.

Comparison Between Psychometric Functions from Exp. I and Exp. II

�� 0.50 1.00 1.25* 1.50 1.75* 2.00 2.25* 2.50 3.00 4.00
z −1.85 −2.22 −4.13 −2.36 −2.40 −0.61 −1.78 −2.73 −0.58 ¯

p 0.032 0.014 �0.001 0.009 0.008 0.248 0.038 0.003 0.281 ¯
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V. GENERAL DISCUSSION

The two main findings of this study are: �1� decreasing
the number of targets from six to three does not aid in local-
ization, and �2�, increasing the space between the rods en-
hances localization. Although the finding from experiment I
�that decreasing the number of targets does not aid in local-
ization�, departs from human results �Wightman and Kistler,
1997; Langendijk et al., 2001�, this may be a selective adap-
tation for dolphins. During foraging, dolphins are required to
echoically detect, track, and capture multiple fish, often
schooling in close spatial proximity. Having the ability to
localize multiple targets simultaneously would no doubt be
advantageous, if not a basic requirement for this type of au-
ditory predation.

The results were consistent with a passive hearing study
that determined the smallest possible angle �minimum au-
dible angle or MAA� between two sound sources that would
allow the two sources to be perceived as discrete. Renaud
and Popper �1975� reported the horizontal MAA for 30, 60,
and 90 kHz pure tones as 2.5, 3.0, and 3.0°, respectively.
Horizontal and vertical MAAs for click stimuli �35 �s dura-
tion, 64.35 kHz peak frequency� were 0.9 and 0.7°, respec-
tively.

The results from the current study, along with Branstet-
ter et al. �2003�, suggest that the dolphin’s echoic spatial
acuity is sufficient to support cross-modal matching of ob-
jects between vision and echolocation as shown by Pack and
Herman �1995� and Herman et al. �1998�. Because the dol-
phin in these studies interrogated relatively large objects �ap-
proximately 43 cm2� at relatively short distances ��1 m�,
the angle the objects subtended was much greater than the
angular differences threshold reported here �For a more ex-
tensive discussion on this topic, see Branstetter et al., 2003�.

The question remains, how do dolphins segregate indi-
vidual echoes among several closely spaced echoes? One
possible explanation for these findings may be related to the
phenomenon of “summing-localization blur” caused by si-
multaneous sound sources. For human listeners, if two co-
herent sound sources are presented simultaneously at an
equal distance from the midsagital plane, a single “phantom”

sound is perceived half the distance between the sound
sources. Coherence can be defined as two signals that are
identical and the degree of coherence can be calculated by
the normalized cross correlation function. As the degree of
coherence decreases, summing-localization blur decreases
�Jeffress et al., 1962�. Although the PVC rods in the experi-
ment were identical, during ensonification, adjacent rods are
unlikely to produce coherent echoes. The incident signal of
the bottlenose dolphin is not only directional with respect to
amplitude, but also highly directional and asymmetric in the
frequency domain. Au �1980� demonstrated that peak fre-
quency of the incident signal was 122 kHz directly in front
of the dolphin but was 38 kHz only 10° to the right and
115 kHz, 10° to the left of the dolphin. Thus, targets sepa-
rated in space will produce echoes with different peak fre-
quencies and, thus, varying degrees of coherence. Although
Au �1980� did not measure peak frequencies for small angles
off the median, we fit a fourth order polynomial to the data
suggesting that at 2 and 4°, the peak frequencies of the ech-
oes would be 109 and 94 kHz, respectively. Thus, echoes off
the median plane would have spectral differences of 13 and
28 kHz for 2 and 4°, respectively. Although a polynomial is
overly simplistic, spectral differences are nevertheless likely
to be larger for rods separated by 4° compared to 2°. These
spectral differences decrease signal coherence of adjacent
rod echoes, and may aid the dolphin in degrading summing-
localization blur for closely spaced objects. Even when the
dolphin is pivoting its head, the target directly in front of the
dolphin is likely to have a different frequency and amplitude
signature than peripheral targets.

In addition, lower frequencies will not reflect well off of
a small object compared to higher frequencies due to their
relatively large wavelengths. For example, two incident sig-
nals with a 38 and a 122 kHz peak frequencies will have 4.0
and 1.2 cm wavelengths, respectively. Because the PVC rods
have a 1.9 cm outer diameter, the 38 kHz signal will produce
a much more attenuated echo than the 122 kHz signal. Thus
only a small portion of the array will probably produce sa-
lient echoes per each individual outgoing click. During
echoic interrogation, Hiapo would pivot his head in the hori-
zontal plane, suggesting the dolphin was ensonifying only a
portion of the stimuli at a time. Adding multiple targets �e.g.,
four vs two rods from Branstetter et al., 2003� may not affect
his localization ability through interference because periph-
eral targets will produce increasingly attenuated echoes.

Another mechanism that may aid in producing nonco-
herent echoes will be the dolphin head related transfer func-
tion �HRTF�. The dolphin’s head behaves as a position de-
pendant spectral filter �Branstetter and Mercado, 2006;
Aroyan, 2001; Supin and Popov, 1993; Ketten, 2000� as well
as a shaded receiver �Mohl et al. 1999�. Echoes from one
position in auditory space �relative to the head� will be spec-
trally different in another position. Unlike the pinna which is
responsible for HRTF in mammals, the most likely candi-
dates for dolphin HRTFs are internal anatomical structures
such as the lipid jaw channels �Ketten, 2000; Aroyan, 2001�.

FIG. 8. Psychometric functions from Branstetter et al. �2003� and experi-
ments I and II.
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A. Click trains

Figure 9 is a plot of a typical click train from the current
study. The number of clicks a dolphin emits during a sonar
task is highly variable but typically related to how much
effort is used to interrogate an object �Roitblat et al., 1990�.
For example, a dolphin’s click quantity has been positively
correlated to level of masking noise �Au and Penner, 1981�
and target range �Thompson and Turl, 1990� during detection
tasks. In addition, dolphins emit more clicks for objects that
are harder to identify in delayed matching-to-sample tasks
�Roitblat et al., 1990�. The dolphin in the current study dis-
played similar �but weak� trends in adaptive acoustic behav-
ior �Figs. 5 and 7�; however, none of the trends were above
statistical chance.

Inter-click intervals �ICIs� from wild dolphins have been
reported to fit a bimodal distribution �Lammers et al., 2003�.
Echolocation signals typically have ICIs greater than 15 ms
while burst-pulse signals �observed in social contexts� have
ICIs that begin, persist and end below 10 ms �Lammers et
al., 2003�. Laboratory studies suggest dolphins require a fi-
nite amount of time �lag time� to process each incoming
click before generating another click. Lag times between 19
and 45 m typically are added to the sound speed, two-way
travel time for a number of experiments �see Au, 1993; p.
115–117�. Although foraging dolphins sometime produce
ICIs below the apparent minimum lag time �immediately be-
fore a prey capture�, how these clicks are processed �or if
they were processed at all� was a topic of speculation �Lam-
mers et al., 2003�. Figure 10 displays ICIs from ten ran-
domly sampled click trains from experiments I and II. Be-
cause of the large variability in the number of clicks between
trials, only the first 20 clicks, the middle 20 clicks, and the
last 20 clicks were used for analysis. All click trains had
these three segments despite the overall number of clicks.
The click trains in all of the experiments reported here typi-

cally start and end with longer and more variable inter-click
intervals �Figs. 9 and 10� and lower amplitude clicks �Fig. 9�.
The stereotyped decrease and increase of the ICIs during the
first 20 clicks and the last 20 clicks, respectively, may reflect
the dolphin “focusing” the range of its sonar signal by dy-
namically adjusting the ICI to account for the delay of the
object echo. The most stereotyped ICIs have an average in-
terval of about 7.3 ms and occur during the vast majority of
all click trains �Figs. 9 and 10�. The two-way sound speed
travel time for a target at a 200 cm distance is 1.3 ms. This
suggests a lag time of 6.0 ms, considerably lower than pre-
viously reported �Au et al., 1974; Au, 1980�. Another possi-
bility is that dolphins do not process echoes individually at
short ranges, but perceive rapid echo returns as an auditory
stream. ICIs would then be adjusted or “tuned” to decrease
interference with the incident signal.

FIG. 9. An example of a standard
click train from a trial in experiment I.
�A� represents an entire click train
from a single trial. �B� is a time ex-
panded section from the rectangle in
�A�. �C� is a time expanded section
from the rectangle in �B�. Sampling
rate was 44.1 kHz.

FIG. 10. Inter-click intervals sampled from ten randomly selected trials.
Due to variable click train lengths, only the first, middle, and last 20 clicks
in every train are compared. The bold line represents the average of the ten
trials. The click trains in all trains start and end with longer and more
variable ICIs. ICIs toward the center of the clicks trains are very stable.
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One shortcoming of the current study is the absence of
broadband acquisition of the dolphin’s sonar signals. Dol-
phins are known to alter their sonar signals in the amplitude
and frequency domain in response to environmental �Au et
al., 1985� and sonar task conditions �Au and Penner, 1981;
Au, 1980�. Because high frequency signals reflect better off
of smaller object, the dolphin may selectively increase the
higher frequency components of its sonar signal when at-
tempting to resolve fine spatial details. This possibility re-
mains untested.

B. Response time

Pooling the results from the above studies �significant
trend in experiment I and significant difference between ex-
periments I and II� suggests there is a subtle relationship
between task difficulty and the amount of time the dolphin
uses to make a response. Spending more time on a more
difficult task makes intuitive sense. Because there was no
significant difference in the number of clicks within on be-
tween the experiments, the difference in response time may
reflect decision making time rather than observation time.

C. Auditory mechanisms

Of the auditory mechanisms used for sound source lo-
calization, the easiest to evaluate are ITDs. Using a simple
two-receiver model �see Branstetter et al., 2003�, ITDs were
calculated from the obtained angular discrimination thresh-
olds. ITDs for thresholds of 1.6 �Branstetter et al., 2003�, 1.5
�Experiment I� and 0.7 �Experiment II� resulted in ITDs of
2.6, 2.4, and 1.1 �s, respectively. The smallest dolphin ITD
threshold measured by Moore et al. �1995� was 7 �s for
click stimuli with a peak frequency of 30 kHz. For click
stimuli with peak frequencies between 60 and 90 kHz, ITD
thresholds were between 17 and 18 �s. The ITD thresholds
from the angular discrimination studies are several times
smaller than those reported by Moore et al. �1995�. In addi-
tion, Moore et al. �1995� calculated an ITD, for the dolphin
MAA of 1° �Renaud and Popper, 1975�, would be about
1.3 �s. Again, the MAA ITD was several times smaller than
those reported by Moore et al. �1995�. There are at least two
possibilities for the resulting discrepancies. First, the model
used for calculating ITD in the current study was overly
simplistic. The model did not take into account reflective or
refractive properties of the dolphin’s head such as those pro-
duced by the skull or the lipid channels in the lower jaw. The
internal structures of the dolphin head could possibly in-
crease the ITD threshold. However, it is unlikely that the
ITD threshold could be increased by several factors to be
consistent with ITDs measured by Moore et al. �1995�. Sec-
ond, the dolphin may not have used ITDs for fine angular
discrimination. IIDs, binaural spectral differences or monau-
ral spectral cues may have been used instead. IIDs are more
salient at higher frequencies for terrestrial mammals and dol-
phins �Supin and Popov, 1993�. The high degree of sound
shadowing produced by the dolphin head ��20 dB; Supin
and Popov, 1993� and the high level of IID sensitivity
��1 dB� measured by Moore et al. �1995� suggests IIDs
may play a significant and possibly dominant role in sound

source localization for fine horizontal angular discrimination.
The anatomical structures responsible for producing IIDs and
binaural spectral differences remain speculative.

Although IIDs and ITDs can provide the horizontal po-
sition of a sound source, these cues typically provide little if
any information about source elevation. For terrestrial mam-
mals, vertical and monaural localization are due to the spec-
tral filtering properties of the pinna. The pinna behaves as a
position-dependent spectral filter that produces subtle differ-
ences in the received sound depending on the location of the
sound source. The direction dependent transfer function cre-
ated by the pinna �and to a lesser degree, the head and torso�
is known as the head related transfer function �HRTF�. Inter-
estingly, auditory predators often display elaborately convo-
luted pinnae �e.g., members of the order Chiroptera� and
asymmetry in external auditory apparatus �e.g., skull asym-
metry in the barn owl, Tyto alba�. Human studies suggests
HRTF generated cues are greatest for higher frequencies
�Kisler and Wightman, 1992; Middlebrooks and Green,
1992� and broadband sounds. Because dolphin hearing is
both broadband with good sensitivity at higher frequencies,
HRTFs may be a likely candidate for vertical and perhaps
horizontal sound localization �for a more detailed discussion
see Branstetter and Mercado, 2006�.

VI. CONCLUSION

The ability to localize fine spatial details through sonar
no doubt has several advantages for wild dolphins living in
visually restricted environments. For example, the Amazon
River dolphin �Inia geoffrensis� feeds in shallow murky wa-
ters with very limited visibility. Still others such as the Ha-
waiian Spinner dolphin �Stenella longirostris� are nocturnal
feeders �Perrin and Gilpatrick, 1994�. Most dolphins typi-
cally prey on small fish and squid and are restricted to cap-
turing prey in a serial fashion. Thus, a dolphin may be re-
quired to echoically isolate and capture prey tens to hundreds
of times within a 24 h period. This taxing requirement de-
mands a sonar system well adapted for precise target local-
ization through echolocation. Echoic localization may also
be important for protection from potential predators such as
sharks or other marine mammals. Echoically locating and
identifying predators at a distance may provide a dolphin
with enough time to evade predation.

The results reported here demonstrate one of many
methods of measuring spatial acuity through echolocation.
Because we wanted these data to generalize well to the cross-
modal data, we constructed the stimuli out of similar mate-
rials �PVS� with similar target complexity �multiple targets�.
A simpler test would require the dolphin to discriminate be-
tween two objects �example: large sphere vs small sphere�.
The angle between the objects could be adjusted in a similar
manner as the studies presented here, perhaps yielding a finer
estimate of the dolphin’s angular resolution.

Although horizontal echoic angular resolution has been
measures for a handful of conditions, only a single passive
listening study has measured sound source localization in the
vertical plane �Renaud and Popper, 1975�. Despite the lack
of binaural stimulus differences, the animal’s MAA was
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slightly smaller in the vertical plane. If this result can be
corroborated, an even stronger case that dolphins employ
HRTFs for fine sound source localization and echoic imaging
can be made.
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APPENDIX

The arrays were centered on the wooden arc so the far
end of the S+ array and the S− rray were an equal distance to
the center of the arc and, hence, the dolphin’s median plane.
The center of the stimuli can be calculated by

�w + �b

2
.

As �b was varied, the distance from the center of the rack to
the furthermost ends of the stimuli also varied. The position
of the center of �b relative to the center of the arc can be
calculated by

D = ��w +
�b

2
� − ��w + �b

2
� ,

where D is the distance from the center of the arc to the
center of �b. The solution for D is the constant �w /2.

1Henceforth, the word “dolphin” will be used to refer to the bottlenose
dolphin �Tursiops truncatus�.

2Although only two experiments are reported here, a pilot study and a con-
trol study were also conducted, and counterbalanced �Branstetter, 2005�.
The control study demonstrated the dolphin was not using a potential time-
delay confound from echoes reflecting off the tank wall.
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A method is described for detecting scattering in two-dimensions using an unfocused ultrasound
field created from a continuously driven source array. The frequency of each element on the array
is unique, resulting in a field that is highly variant as a function of both time and position. The
scattered signal is then received by a single receiving line. The method, as currently written, is valid
under the first order Born approximation. To demonstrate the approach, a series of simulations
within the frequency range of 0.10–1.25 MHz are performed and compared with a simulated B-Scan
in the same frequency range. The method is found to be superior in resolving closely spaced objects,
discerning 1.4 mm separation in the radial and 0.5-mm separation in the axial direction. The method
was also better able to determine object size, resolving scatters less than 10% of wavelength
associated with the center frequency. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2400847�
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I. INTRODUCTION

Ultrasound imaging methods have generally employed
temporal bandwidth and frequency to determine image reso-
lution; the former setting the axial resolution and the latter
determining the radial beamwidth. Imaging has, therefore,
turned to increasingly higher frequencies as a way to achieve
higher imaging resolution via a more localized focus in the
transmission and/or receiving array.1–3 These high-frequency
approaches, however, are generally performed at the expense
of higher beam attenuation as a function of frequency, limit-
ing their application to more superficial locations.

Alternatively, the ability to detect small phase distor-
tions in an ultrasound field opens the possibility of imaging
objects smaller than the focal size. Various ultrasound meth-
ods for creating images that are small relative to the imaging
acoustic wavelength have been investigated. For example,
near field imaging4 records information within a distance of
several wavelengths from the source in order to collect in-
formation from evanescent wave components of the signal,
where the magnitude decays exponentially with distance
from an object. Time reversal5 uses information from scat-
tering centers in a highly inhomogeneous field to focus be-
yond that which is obtainable in a homogeneous medium.
Spectral methods6,7 seek to reconstruct higher spatial fre-
quencies beyond the cut-off frequency using a priori infor-
mation about the image.

Presently, an alternative method of ultrasound image
construction that creates a signal composed of randomized
and spatially separated time-harmonic frequencies is exam-
ined. It will be shown that both transmission and interpreta-
tion of the resultant signal does not require a focused beam,
allowing for a center frequency that is significantly below
that which is required by traditional backscattered ultrasound

methods. Using a source array, each element emits a signal
differing in frequency from any other element. The indi-
vidual frequencies are selected so that the net signal is com-
prised of a relatively large bandwidth, but in this manner, the
field is unfocused and seemingly incoherent. A single point-
like receiver is used to record the time history of the signal
scattered from objects in front of the transducer. Reconstruc-
tion of the entire planar region of interest �ROI� is performed
from analysis of the time trace acquired from this single
receiver. To improve the image, the process is repeated a
selected number of times, each time using a new randomized
frequency pattern. Signal analysis consists of a Fourier-based
approach that determines scattering locations using the spa-
tially unique phasing patterns created by randomization of
the array.

The physical basis of the reconstruction is rooted in its
ability to create a known pressure field, with a frequency
spectrum whose phase is highly varying as a function of
position. In this manner, each point within the ROI possesses
a unique, or nearly unique, waveform. The receiver records a
superposition of these waveforms, as scattered by any ob-
jects present in the field. This signal is used to construct an
image of the scattering medium by searching for the pres-
ence of each unique waveform within the signal.

This paper aims to describe the method as well as per-
form a preliminary feasibility assessment of the feasibility of
the approach. A detailed description of the ultrasound field
and the reconstruction of a scattering region is provided. It is
shown that the method provides a means for inverting the
linear scattering equation, allowing solutions to the corre-
sponding scattering functions over a limited ROI. A numeric
study is then performed to assess the method’s ability to
construct a two-dimensional scattering field from data gath-
ered in a single temporal dimension. The method is evaluated
by comparison of two-dimensional image reconstructions
with simulated B-scanned images, assuming a transducera�Electronic mail: gclement@hms.harvard.edu
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having geometry and bandwidth identical to that used by the
randomized frequency method. The resolution limits of the
two approaches are determined by measuring two closely
situated scattering objects. Scattering of multiple objects and
larger inclusions is also demonstrated. It will be shown that
the random-frequency approach has the potential to detect
small objects beyond the abilities of current widely used
methods.

II. THEORY

To illustrate the random-frequency approach, the pro-
posed emitter is first approximated as an array of simple
sources, each radiating in a continuous fashion at a unique
angular frequency �. The pressure at any point in a homo-
geneous space due to a single source at r0 on the radiator is
then given by

p��r,t� = − ic0k0�0S�g��rS�
�r0� , �1�

with sound speed c0, wave number k0, density �0, source
strength S�, and the function

g��rS�
�r0� =

e−ik�r−r0�

4��r − r0�
, �2�

that will serve as a Green’s function for the relevant wave
equation.

If the radiating wave encounters a region of spatially
varying density � and sound speed c, the time-harmonic
acoustic pressure may then be described by the acoustic
wave equation

� � · �1

�
� p�� +

�2

c2 p� = 0. �3�

Following the structure of Morse and Ingard,8 Eq. �3� is first
multiplied by �0 /� and then −��2+�2 /c0

2�p� is added to both
sides of the equation

�2p� + k0
2p� = � · ��1 −

�0

�
	 � p�� + �k0

2 −
�0

�
k2	p�, �4�

giving the form of a harmonically driven distributed source,
which in the absence of the scattering region reduces to a
Helmoltz equation. Equation �4� may now be written in the
form of a Lippmann Schwinger integral equation9

p��rR� = − ic0k0�0S�g��rS�
�rR� +
 
 


ROI

�� · �q��r� � p��

+ q��r�k0
2p��g�r�rR�dV , �5�

which represents the incident wave plus the scattered wave.
The function q��r�=1−�0 /� provides a measure of the spa-
tial variation in density while q��r�=1− ��0c0

2 /�c2� is a func-
tion of variation in compressibility. It is further assumed that
the scattered field is weak, such that the first-order Born
approximation holds,10 as has been widely used in ultrasound
scattering in standard and modified11 forms. The scattered
pressure recorded at a point receiver located at rR will be
linearly dependent on the initial source function and Eq. �5�
becomes

p�rR� � ic0k0�0S��g��r�r0� +
 
 

ROI

�g��rR�r� �

· �q��r� � g��r�r0�� + q��r�k0
2g��rR�r�g��r�r0��dV .

�6�

The integral in Eq. �6� may be expanded using the vector
identity

��� · A� = � · ��A� − A · �� , �7�

so that by the divergence theorem


 
 
 � · ��A�dV = � �A · dS , �8�

where S is the surface surrounding the ROI, the first term in
the identity given by Eq. �7� integrates to zero. The equation
presented by Eq. �6� becomes

p�rR� � ic0k0�0S��g��r�r0� +
 
 

ROI

�q��r� � g��rR�r� �

�g��r�r0� + q��r�k0
2g��rR�r�g��r�r0��dV . �9�

The central problem lies in the classic problem of inverting
Eq. �9�, to provide solutions of the scattering functions q��r�
and q��r�. To tailor the field in a way that will allow this
inversion to be performed, n simple sources are now consid-
ered, each radiating continuously at its own independent fre-
quency ��r0�. The scattered acoustic pressure at rR will then
be time-dependent as described by

p�rR,t� = �
r0

n

ei��r0�t
 
 

ROI

�q��r�P��rR,r,r0�

+ q��r�P��rR,r,r0��dV . �10�

where the kernels P��rR ,r ,r0� and P��rR ,r ,r0�, having the
dimension of pressure per unit volume, are obtained by com-
bining terms in Eq. �9�. Successful reconstruction requires
that Eq. �10� be invertible, or at least pseudo-invertible given
p�rR , t� and the kernels.

The problem of inversion is presently approached by
writing the Fourier integral transform of the received signal

p̃�rR,�� =
1

�2�



−�

�

p�rR,t�ei�tdt , �11�

as a discrete summation of the scattered signal from finite
volumes, �V, in space
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p̃�rR,�� = �
r0

n

�
r

ROI

q��r�P��rR,r,r0�	�� − ��r0��

+ q��r�P��rR,r,r0�	�� − ��r0���V , �12�

where the Fourier transform properties of the Dirac delta
function 	 have been used. The scattering strength at a spe-
cific location in the ROI, r=r�, is analyzed by multiplying
both sides of Eq. �12� by

��
r0

n

P��rR,r�,r0�	�� − ��r0��−1

or ��
r0

n

P��rR,r�,r0�	�� − ��r0��−1

.

Without loss of generalization, the case of solving for q��r��
will be considered and applied to both sides of Eq. �12�

p̃̃�rR,r�,�� = q��r�� +

�
r0

n

�
r�r�

ROI

q��r�P��rR,r,r0�	�� − ��r0�� + q��r�P��rR,r,r0�	�� − ��r0��

�
r0

n

P��rR,r�,r0�	�� − ��r0��

. �13�

In this form, the equation is separated in to the desired value
q��r��, referred herein as the signal, and the remaining terms,
which will be regarded as noise, N. The inverse Fourier
transform of Eq. �13� with respect to frequency

p̃̃�rR,t� = q��r��	�t� +
1

�2�



−�

�

N�rR,r��e−i�td� , �14�

will produce a localized peak centered about time t=0 that is

FIG. 1. �a� A pressure field is generated by driving each of N transducer elements with a unique frequency within the bandwidth of the transducer, creating
a complicated broadband field pattern. �b� This field is assumed to encounter variation in density and sound speed within a region of interest �ROI� causing
weak scattering, q�r� �first-order Born approximation�. �c� Each point in the ROI is tested using the inverse of the kernel for the location. The rest of the signal
will present itself as noise N. �d� If this process is repeated with a new randomization, the “noise” averages toward zero, while the signal gets stronger.
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proportional in amplitude to q��r��. The ability to detect this
signal will require that the “noise” terms are sufficiently
small relative to the signal. If the amplitudes and phases of
each noise term are randomized over the frequency spec-
trum, their contribution in the time domain will generally not
be localized, but rather will resemble a stochastically varying
signal as a function of time.

With this observation, it is now assumed that the fre-
quency of each simple source on the emitting transducer sur-
face is randomly selected over the range ��min,�max�, where
the range is evenly divided based on the number of trans-
ducer elements. This construction process is summarized
conceptually in Fig. 1. To enhance the signal strength, an
additional independent random frequency distribution may
be generated at the source and the two resulting signals com-
bined. In this manner, if a series of M signals are recorded
and summed, the signal at q��r�� will increase linearly with
M while the noise N will be further randomized over the
frequency domain

p̃̃M�r�,�� = Mq�r�� + �
m=1

M

Nm�r�,�� , �15�

and consequently further distributed over the time domain. If
the transform of N is sufficiently small, the signal-to-noise
ratio will be large enough to recover the signal, which is
taken to be the value in the time domain at t=0. This process
is repeated for all r� over the region of interest to form an
image.

III. METHODS

A. Simulated array

In this preliminary investigation of the randomized fre-
quency method, fields are selected that could feasibly be pro-
duced by a one-dimensional array. An operating frequency
range between 0.1 and 1.25 MHz is chosen, motivated in
part by the potential medical implications of these frequen-
cies, which are below the range of existing medical diagnos-
tic transducers. The simulated array has a length y=40 mm
and width of x=10 mm that is segmented into 202 linear
sources with no kerf, propagating into an otherwise homoge-
neous medium containing a region of scattering sources. The
transducer surface is assumed to be situated in the x-y plane
with the axis of symmetry along the positive z-axis, which
extends from the geometric center of the surface.

To simulate the acoustic pressure field, the transducer
surface is divided into simple sources with diameters equal
to 1

4 wavelength corresponding to the highest transmitted fre-
quency in water �c=1500 m/s�. A linear distribution of 202
frequencies between 0.1 and 1.25 MHz is determined with a
frequency resolution of 5.7 kHz, allowing each element on
the transducer to be assigned exactly one frequency as ob-
tained using a uniformly distributed pseudo-random number
generator. Again by random selection, a single element is
also selected to serve as the receiver. A scattering field is
placed within the ROI, and the scattered signal reaching the
receiver is simulated as a discrete approximation to Eq. �10�.
This calculated signal is stored for later processing. In prac-

tice, the simulation is performed by calculating the scattering
element-by-element, and then linearly superimposing the in-
dividual time-domain waveforms at the receiver to form the
resultant signal.

The scattering kernels, P� and P�, given in �10� are also
determined for every point over the ROI for a particular ran-
dom field pattern. The Fourier transform of the received sig-
nal is calculated using a discrete approximation to the inte-
gral given by �11� and the reconstruction indicated by �13� is
then performed. The entire process is repeated M times, and
the results summed as given by �15�. This sum is inverse
transformed with respect to time, providing the image inten-
sity at a single point.

B. B-scan simulation

B-Scan images are simulated using focused pulses with
bandwidths that span the same frequencies used in the ran-
domized imaging, but with time-localized impulse responses
within a 0.1–1.25 MHz bandwidth. The emitting array is also
geometrically identical to that used in the random-frequency
case. Images are assembled by acquiring a series of echoes
oriented by phase-controlled beam steering. This phasing is
restricted to the y-direction only, with phases calculated ac-
cording to 
n=2���y−yn��

2+Z2 /c, where Z defines the dis-
tance of the focal line on the z axis, and yn� is the location of
the center of the nth element on the array. In each image,
twenty-one focal positions a distance z=30 mm in front of
the transducer are created along the line from y= +10 mm to
y=−10 mm. Each of these waveforms is propagated into the
ROI and the scattered signal recorded by the center element

FIG. 2. Slice from a three-dimensional k-space simulation of a focused,
pulsed wave traveling through a medium with scatterers smaller than the
imaging wavelengths. Scattering from two objects is present in the image.
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of the array. The received lines are then extended along their
respective directions of propagation and combined to pro-
duce an image.

Simulation of the propagation and scattering is per-
formed using a wave-vector space time domain method.12–14

Related techniques have been described for propagation in
inhomogeneous media,15 including tissues.16 These previ-
ously described methods involve elimination of a pressure
gradient term, which is based upon simplifications of the
wave equation laid out by Pourjavid and Tretiak.17 The
present algorithm follows a procedure similar to past work,
but provides a full solution to the wave equation, given the
pressure field at some initial time t0 as well as the density
and sound speed over all space. The starting point is time-
dependent equivalent to Eq. �4�

�2p −
1

c0
2 p̈ = � · �q� � p� − q�p̈ . �16�

The equation is simplified by assuming only changes in com-
pressibility �q�=0� and by defining f�r , t�=q��r�p�r , t�.

Equation �16� may be written in terms of the three-
dimensional spatial Fourier transforms with respect to p and
f , allowing it to be written as an inhomogeneous Helmholtz
equation

P̈ + K2c0
2P = F̈ , �17�

where capital letters represent respective Fourier transforms,
and the wavenumber in Cartesian coordinates is given by
K2=kx

2+ky
2+kz

2. The integral solution to �17� may be ex-
pressed using the one-dimensional �1D� Green’s function

g�t�t0� =
eic0K�t−t0�

c0K
, �18�

giving

FIG. 3. Simulated B-scan images �fcenter=0.67 MHz� resulting from scattering from two wires �diam=0.2 mm� separated by �a� 2 mm, �b� 4 mm, �c� 6 mm,
and �d� 8 mm.
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P�k,t� = Pi�k,t� + 

0

�

g�t�t��F̈�t��dt�. �19�

The integral in �19� has the form of a convolution integral
with respect to time. Using the property of the convolution
integral

Pi� tF̈ = P̈i � F , �20�

the solution to the pressure in k-space may finally be ex-
pressed as

P�k,t� = Pi�k,t� − c0K

0

�

g�t�t��F�t��dt�. �21�

In general, F is not known but rather may be grown using an
iterative method to step forward in time by some step �t.
Presently this is performed using Simpson’s method in com-

posite form.18 Meanwhile the incident field Pi may be pro-
jected forward in time using the exponential transfer func-
tion, explained in detail in Ref. 19.

The summarized algorithm for calculating the B-scan
image is as follows:

�1� Provide the initial fields p�r , t0� and f�r , t0�;
�2� transform with respect to r to give P�r , t0� and F�r , t0�;
�3� determine Pi�t+dt� and Ps�t+dt�;
�4� inverse transform the field to give pfg, px, py, and pz

�5� let p= pi+ ps

�6� f = p�

�7� go to step 2.

The time-step, dt, in step 3 may be varied, according to the
complexity of the media and the location of the ultrasound
beam. In the limiting case of a completely homogeneous
media, dt may be arbitrarily long. An example of a field

FIG. 4. �a� Comparison of the random frequency method �top� with a traditional B-scan �bottom� using the same frequency bandwidth. �b� A more magnified
view compared with the actual position of the scatterers.
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propagating past two scatterers is provided in Fig. 2, repre-
senting a two-dimensional �2D� slice of the acoustic pressure
taken out of the three-dimensional field at a given time.

IV. RESULTS

To simulate a B-scan, the acoustic impulse response di-
rectly in front of the array was calculated for a given phase-
determined beam orientation. This impulse was then pro-
jected forward in time via the k-space projection algorithm
using a 200 ns resolution. To produce one image it was nec-
essary to repeat the simulation for each of the 21 scan direc-
tions. A planar region of interest having dimensions
�40,40� mm, and with a spatial resolution of 0.2 mm was
selected within the three-dimensional field volume in the
plane x=0. Two 0.2 mm diameter wires were added to the
ROI, representing the smallest linear scattering object that
could be simulated under the current �0.2 mm� resolution.
Both objects were given a sound speed of 3500 m/s. The

distance between the wires was varied to represent separa-
tions of 1, 2, 4, 6, and 8 mm. The case of a single wire was
also calculated.

Images resulting from the B-scans are presented in Fig.
3. In all figures, the transducer is located at the top of the
figure, with the axis of forward propagation oriented down-
ward. At 1 mm �not shown� and 2 mm separation �Fig. 3�a��,
little difference was observed between these images and the
images produced with the single wire. The images, which
were constructed from the envelope of the amplitude of the
backscattered signal, appeared as a single object with a di-
ameter of approximately 2 mm, based on the full-width-at-
half-maximum �FWHM� on the y and z axes. At 4 mm �Fig.
3�b�, the two wires appeared as a single object elongated in
the direction parallel with the transducer face. By 6 mm �Fig.
3�c��, two individual objects are discernable in the image, but
with an on-axis artifact. At 8 mm �Fig. 3�d��, the objects are
clearly separated.

FIG. 5. �a� An image of two scatterers separated in the direction parallel to the transducer face at the resolution limit of 1.35 mm over the entire ROI and �b�
a magnified view compared with the actual position of the scatterers.
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Resolution limits for the spacing between wires was
next examined with the randomized method. The transducer
was identical in geometry and number of elements to that
used in the B-mode simulations and all frequencies were
selected within the B-mode bandwidth. Equation �15� was
constructed with M =15 randomized signals. The field was
calculated about the wires, using a spatial resolution of
0.2 mm. Based on initial trials, it was observed that a 2 mm
separation of the objects, which appeared as a single object
in the B-scan, produced two clearly discernable objects,
which were also more localized than in the former case. This
reconstruction is shown in Fig. 4. At 1 mm separation, the
objects appeared as a single elongated object, similar to the
effect that appeared below 4 mm in the B-scan. The smallest
discernable separation for the present configuration was de-
termined to be 1.35 mm �Fig. 5�, below which the two ob-
jects appeared as one. A view over the entire ROI �Fig. 5�a��
indicates that artifacts are not present away from the scatter-
ing objects, while a magnified view �Fig. 5�b�� compares the
reconstructed locations with the actual object placement.

Additional simulations were performed, varying the lo-
cation of the two objects and their relative positions. Slightly
better ability to separate objects was observed along the di-
rection of propagation, where separations of 0.5 mm were
observable, but with a distortion in the localization, making
the objects appear approximately 0.75 mm apart �Fig. 6�.
This distortion was not apparent beyond 1 mm separation.

The ability to differentiate between two objects with dif-
ferent scattering strength was next examined. Two point ob-
jects �O1 and O2� with different speeds of sound were placed
within the ROI and reconstructed. In all simulations, the ob-
jects were situated 4 mm apart and 17 mm from the trans-

ducer surface at locations �17, 8� and �17,11� mm, respec-
tively, as indicated in Fig. 7�a�. A series of reconstructions
were performed for a range of O1 sound speeds equal to
1517, 1857, 2143, 2428, 2427, and 3000 m/s, while the
speed of sound of O2 was set at a constant value of
1510 m/s. Figure 7�b� plots the scattering strength of O1

relative to the constant O2 �q2=0.51�. This plot is compared
with the reconstructed image at the point �17,8� mm relative
to the value at �17,11� mm. The plot indicates a similar trend
between the scattering strength and the reconstruction, with
increased distortion with higher sound speeds. The corre-
sponding error ranged from 4.3% at 1857 m/sto 13% at
3000 m/s.

A series of reconstructions were then simulated in order
to demonstrate the possibility of using the method to detect
multiple objects and larger occlusions. Three such examples
are provided, representing varying spatial configurations and
distances from the source transducer face. The first example
�Fig. 8�a�� consists of three scatterers placed diagonally
within a relatively small ROI �8 mm�8 mm� plus an addi-
tional scattering source situated approximately 4 mm from
the others. Each object was given equal scattering strength
�q=0.1�. The reconstruction detected all objects with mini-
mal spatial distortion �Fig. 8�b��, but with clear variation in
the scattering intensity. The second example is presented in
Fig. 8�c� as an inverted “V” situated approximately 18 mm
from the ultrasound source. Here the objects were detected
�Fig. 8�d��, but with blurring of the object and enhanced
reflection at the extremities. The third example occurred at a
mean distance of 27.3 mm from the source �Fig. 8�e�� con-
sisting of a linear change in sound speed extending for 3 mm

FIG. 6. �a� An image of two scatterers separated in the axial direction at the resolution limit of 0.5 mm over the entire ROI and �b� a magnified view compared
with the actual position of the scatterers indicates the distortion observed at small separations.
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at a diagonal relative to the source. As with the previous
example the line was blurred with a half-maximum intensity
drop-off of under 1 mm, dimensionally consistent with the
separation resolution between two objects.

V. DISCUSSION

The process of locating an object with a randomized and
unfocused field seems, at first, counterintuitive. However, it

FIG. 7. �a� Two reconstructed objects in the ROI with scattering strengths q1=0.51 and q2=0.62. The speed of sound of q2 is varied and the ratio of the
measured scattering ratio of the two coefficients q2 /q1 is plotted as a function of frequency �squares�. The reconstructed values are compared with the actual
�circles�.
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is in fact the large variation in the imaging field that makes it
possible to localize the position of scattering sources. It is
particularly interesting that the two-dimensional reconstruc-
tion described here can be achieved using only a single re-
ceive channel. In the preliminary numeric investigation, it

was observed that objects were better defined and more spa-
tially localized, as compared to a synthetic and idealized
B-mode signal. The smallest objects considered were less
than 0.1� the center wavelength of the signal in the sur-
rounding fluid.

FIG. 8. A series of simulations with multiple scatterers �right column� and their reconstruction �left column� demonstrating application at distances of �a� 3–
14 mm, �b� 10–24 mm, and �c� 26–30 mm in front of the transducer.
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Although in its present basic form, little more than
speculation can be applied toward assessing utility to the
method; the ability to detect objects would suggest that fur-
ther investigation is warranted. It is stressed that although the
theory was based on a point source/point receiver approxi-
mation, the simulations were full three-dimensional simula-
tions, and considered the distortion introduced by finite size
elements and radiation in all dimensions. Yet, the conditions
displayed in this preliminary work are clearly idealistic, leav-
ing much work still to be performed. For medical and bio-
logical application, experimental data is necessary in order to
confirm the approach in actual tissues and with noise levels
representative of in vivo situations.

Small objects, which can be hard to detect, and even
harder to localize using present methods, may be both detect-
able and localizable with the random-frequency approach.
Further, the approach acquires only a single channel of in-
formation, leaving the potential to acquire a large amount of
data for creating time sequence imaging. One suggested
medical use for such “M-mode” images is in conjunction
with contrast agents to trace a single bubble along a vessel.
While such images would probably not be possible in real
time due to the processing time needed for image reconstruc-
tion, near-real-time motion image is conceivable. For ex-
ample, the reconstruction phase of the algorithm typically
took approximately 15 s, when benchmarked on a
WINDOWSXP 64-bit operating platform controlling two dual-
core 3 GHz Pentium Xenon processors.

Since the reconstruction approach analyzes changes in
density and compressibility separately, there is a prospect of
creating separate density and speed-of-sound images. In this
configuration, two objects with identical impedances could
be placed in the ROI: One varying from the surrounding
medium in density and the second varying in speed-of-
sound. Provided the objects are adequately separated, tradi-
tional backscatter imaging, which is sensitive to impedance
mismatch, would display both objects with equal intensity on
the one image. In contrast, the randomized frequency recon-
struction offers the potential ability to distinguish between
the two.

The ability to perform imaging at reduced frequencies
may find particular utility in transcranial applications. Clini-
cal methods are presently limited to imaging through the
temporal bone acoustic window near the ear, which allows
only a limited view of the brain. However, recent research
has shown that ultrasound can be delivered through thicker
bone and with reduced distortion using shear modes of
propagation within the bone itself.20 Further, reflected signals
can return to the transducer in a similar manner and used to
form ultrasound images.21 Despite reduced beam refraction,
absorption in shear propagation is a stronger function of fre-
quency than its longitudinal counterpart,22 and conditions at
or below 1 MHz are significantly more favorable than exist-
ing transcranial probes that operate at or above 2 MHz. De-
velopment of lower frequency reconstruction methods will
be necessary to create images with this approach.

It is not expected that hardware will limit the practicality
of the method. The approach requires a broadband multi-
channel driving system that, in fact, reflects design trends

which are increasingly utilizing low cost broadband digital
arbitrary waveform circuitry in combination with analog am-
plification and filtering components to form multichannel
amplifier systems. One such system, capable of over a thou-
sand channels at 50 channels per circuit board has been de-
scribed by Sokka et al.,23 with a low cost $20/channel esti-
mate for a broadband �0–10 MHz� system.

VI. CONCLUSIONS

This preliminary study demonstrates the process of two-
dimensional object detection by a single receiving channel
when using an unfocused field of randomized frequency
sources. The algorithm was effective in detecting and sepa-
rating 0.2 mm diam objects placed 1.5 mm from each other
when using frequencies in the 0.25–1.25 MHz bandwidth.
Based on the results, it is concluded that an array could be
used for noninvasive monitoring in a variety of acoustic situ-
ations. Future experimental work will involve verification of
the approach in the laboratory, and examine its ability to
detect objects and create images in human tissues. Mean-
while much work is required in optimizing the method for a
particular bandwidth, frequency and region of interest.
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A new optical characterization of the behavior of single ultrasound contrast bubbles is presented.
The method consists of insonifying individual bubbles several times successively sweeping the
applied frequency, and to record movies of the bubble response up to 25 million frames/s with an
ultrahigh speed camera operated in a segmented mode. The method, termed microbubble
spectroscopy, enables to reconstruct a resonance curve in a single run. The data is analyzed through
a linearized model for coated bubbles. The results confirm the significant influence of the shell on
the bubble dynamics: shell elasticity increases the resonance frequency by about 50%, and shell
viscosity is responsible for about 70% of the total damping. The obtained value for shell elasticity
is in quantative agreement with previously reported values. The shell viscosity increases
significantly with the radius, revealing a new nonlinear behavior of the phospholipid coating.
© 2007 Acoustical Society of America. �DOI: 10.1121/1.2390673�
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I. INTRODUCTION

Medical ultrasound imaging is based on scatter and re-
flection of sound from inhomogeneities in the tissue.1 The
scatter from blood is much weaker than the scatter from tis-
sue. To increase the scattering properties from the blood
pool, an ultrasound contrast agent �UCA� is introduced in the
blood. An UCA is a liquid, containing small encapsulated
microbubbles, which very efficiently scatter ultrasound.2–4 In
this way, it is possible to visualize and quantify the perfusion
of tissue, like for instance the heart muscle, liver, or kidney.
Contrast agents are nowadays used in various medical inves-
tigations. e.g., in obtaining diagnostic information from the
volume and shape of the heart ventricles, or to quantify the
perfusion of various organs, like liver or kidney.

The fundamental understanding of the dynamics of con-
trast bubbles is a field of ongoing research. For example, the
quantification of the response of contrast bubbles to ultra-
sound is an important research aspect. Until now, bubbles are
characterized mainly by studying acoustically a representa-
tive sample of the UCA, containing many microbubbles.5–7

From this data the overall resonance behavior of the sample

can be deduced. Ideal contrast agents would be monodis-
perse in size, but in practice they have a size distribution
which can be measured with, e.g., a Coulter counter, result-
ing in a mean size and size range.8 For SonoVue™ and also
for BR-14 �Bracco SA, Geneva�, e.g., the mean radius is
1.5 �m, with 95% of the bubbles smaller than 10 �m. The
polydispersity of the microbubbles makes it difficult to ex-
tract information on the physical properties of single
bubbles, since the acoustical response of a bubble strongly
depends on its size.8 Furthermore, the acoustic pressure sig-
nal emitted by the bubbles is distorted by frequency depen-
dent scattering and attenuation. On the other hand, measur-
ing the acoustic response of a single individual contrast
bubble is a difficult task.9 First, it is difficult to isolate a
single bubble in the focal region of a transducer: this would
require at least 1 mm of distance between the bubbles. Sec-
ond, extracting the absolute pressure emitted by the bubble
from the measured response requires an accurate calibration
of the transducer transfer function.

To overcome the difficulties associated with acoustical
characterization, optical methods have been proposed.10–14

Such methods are based on the direct measurement of the
bubble radius, which, unlike the acoustical response, is not
subject to distortion and in principle does not require difficult
calibration. Furthermore, the interaction between bubbles
�secondary Bjerknes forces� decays as the inverse square of
their distance, fast enough to consider different bubbles to
oscillate independently as soon as they are separated by a
few �roughly ten� bubble radii. Isolating the response of a
single bubble optically is thus less constraining than for
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acoustical measurements. However, optical methods exhibit
other drawbacks: very high frame rates are required to re-
solve microbubble oscillations at several MHz, and the reso-
lution is limited, since the microbubble size is just a little
higher than the optical resolution.

Here, we present a new optical method, that we term
bubble spectroscopy, to characterize individual contrast
bubbles. To resolve the oscillations of such bubbles, we use
the ultrahigh speed camera Brandaris,15 used in a segmented
mode described in detail in Sec. II: we scan the insonation
frequency to reconstruct a resonance curve, from which we
extract the resonance frequency and the total damping coef-
ficient. The experimental methods are detailed in Sec. III. In
Sec. IV, we present the main results: we quantify the change
of the resonance frequency with the radius, and discuss the
influence of shell elasticity. We also quantify damping and
show the influence of shell viscosity. We further discuss the
accuracy of the proposed method in Sec. V.

II. BUBBLE SPECTROSCOPY

A. The microbubble as a linear oscillator

For small enough acoustic forcing, it is well known16,17

that a bubble behaves as a linear oscillator; its relative radial
excursion x, defined as R=R0�1+x�, obeys the equation

ẍ + �0�ẋ + �0
2x = F�t� , �1�

with f0=�0 /2� the eigenfrequency of the system and � its
�linear� dimensionless damping coefficient �equivalently,
one can define the quality factor Q=1/��, and F is the forc-
ing term.

The amplitude of the radial variation of the bubble de-
pends of the driving frequency f =� /2�. Writing F�t�
=F0 sin �t and x�t�=x0 sin��t+��, one gets from Eq. �1�:

x0��� =
F0

���0
2 − �2�2 + ����0�2

. �2�

This equation defines the resonance curve, displaying a
maximum at the resonance frequency

f res = f0�1 −
�2

2
, �3�

which is lower than the eigenfrequency in the presence of
damping. Strictly speaking, Eq. �3� holds only if the damping
coefficient � is independent of �. The main objective of our
bubble spectroscopy method is to fully characterize the lin-
ear response of single bubbles, by constructing its resonance
curve and extracting from that the eigenfrequency and the
damping coefficient. We show this on a simulation example
in the following subsection, and on experiments in Sec. III.

B. Simulation example: Power spectrum and
resonance curve

As an example, we derive the resonance frequency and
the damping coefficient from a numerical simulation. We
compute the time evolution of the radius of a coated bubble
subjected to an acoustic pressure, using the following model,
adapted from Marmottant et al.18

���RR̈ +
3

2
Ṙ2� = �P0 +

2�w

R0
	� R

R0
�−3��1 −

3�

c
Ṙ� − P0

−
2�w

R
− 4	� 1

R0
−

1

R
� −

4�Ṙ

R
−

4
sṘ

R2

− P�t� , �4�

where R, Ṙ, and R̈ represent the radius, velocity, and accel-
eration of the bubble wall �R0 being the equilibrium radius�,
��=103 kg/m3 the volumetric mass of water, P0=105 Pa is
the ambient pressure and P�t� the driving acoustic pres-
sure, and � the polytropic exponent; since the oscillations
are fast, Pe=R0

2� /Dth�118 for bubbles of several microns
in size in the MHz regime �here, Dth=2�10−6 m2/s is the
thermal diffusivity of C4F10�, we assume that this expo-
nent equals the ratio of specific heats, �=1.07 for C4F10.
Furthermore, c=1.5·103 m/s is the speed of sound in the
fluid, �w=0.072 N/m the surface tension, � the dynamic
viscosity, and P�t� is the acoustic pressure. Equation �4� is
based on the Rayleigh-Plesset equation, commonly used
to model the behavior of bubbles �see Refs. 19–21 for
general reviews on this subject� with two additional pa-
rameters to model the shell: an elasticity parameter 	 �in
N/m�, and a shell viscosity 
s �in kg/s�.27 Various models
including the shell properties in the Rayleigh-Plesset
equation have already been proposed to model contrast
agent bubbles.13,18,22–26 Most of these models13,23–25 con-
sider a shell of finite thickness, modeled as a three-
dimensional continuous medium, which may not be satis-
factory for a monolayer shell. This is why Eq. �4� is
inspired from models considering the shell as a two-
dimensional viscoelastic medium.18,26 More precisely, Eq.
�4� is closely related to the model of Marmottant et al.,18

who suggested modeling shell elasticity through a radius-
dependent surface tension over a certain range of radii
�elastic range�, below which the bubble buckles and above
which the shell breaks. Basically, Eq. �4� would corre-
spond to an infinite elastic range, which is relevant in this
study, since we use low enough acoustic pressures to
avoid both buckling �associated with nonspherical oscilla-
tions� and rupture �which would lead to fast bubble disso-
lution�. Equation �4� is also related to the model of De
Jong22 by a more physical description of radiation and
viscous damping. For the sake of simplicity, we account
this model for thermal damping as an effective viscosity,
taking �=2�10−3 Pa s, thus twice that of water.

Linearization of Eq. �4� yields the following eigenfre-
quency in the elastic regime:

f0 =
1

2�
� 1

�R0
2�3�P0 +

2�3� − 1��w

R0
+

4	

R0
	 . �5�

This eigenfrequency has two contributions: the Minnaert
frequency,28

fM =
1

2�
� 1

�R0
2�3�P0 +

2�3� − 1��w

R0
	 , �6�

i.e., the eigenfrequency of an uncoated bubble, and a shell
contribution which increases the eigenfrequency.
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The linearization of Eq. �4� also gives the expression of
the total damping coefficient: �tot=�rad+�vis+�shell, with a
contribution coming from the sound reradiated by the
bubble, which writes at �=�0

16

�rad =
�0R0

c
, �7�

a viscous contribution

�vis =
4�

R0
2��0

, �8�

and a shell viscosity contribution

�shell =
4
s

R0
3��0

. �9�

To be rigorous, a direct derivation from Eq. �4� gives an
expression of �rad slightly different than the classical ex-
pression �7�, but the order of magnitude remains the same,
and we will see in Sec. IV B that radiation is a secondary
contribution to the total damping. We will thus keep the
expression �7� for the radiation damping.

We compute Eq. �4� with a bubble of ambient radius
R0=2.8 �m. We numerically solve the bubble response R�t�
to an ultrasound burst of eight cycles, whose two first and
two last cycles are modulated by a Gaussian envelope, as in
experiments. The acoustic amplitude is Pa=1 kPa to mini-
mize nonlinear effects, and the frequency range was chosen
around the estimated resonance frequency, from 1.5 to
2.5 MHz. Next, we apply a fast Fourier transform algorithm
on each R�t� curve to compute its Fourier transform, and we
take the square of this quantity: we get thus the power spec-
trum PR of the radius-time curve. Typical R�t� curves and
their corresponding power spectra are shown in Fig. 1. At
resonance, more energy goes into the oscillation than off-
resonance. We quantify this effect by taking the area in the
power spectrum in a band of f =175 kHz around the maxi-
mum frequency fmax, which we term the response:

Re = 

fmax− 1

2
f

fmax+ 1
2

f
PRdf .

The choice for a value of 175 kHz was found to be a
suitable bandwidth for our data analysis. The total area in the
power spectrum of the signal is an equivalent measure for the
resonance, because nearly all the area in the power spectrum
of the signal is located in the fundamental peak. We decided
to take the area in a band around the peak, and we checked
that the results are indeed in accordance.

We now redetermine the eigenfrequency and the total
damping out of the resonance curve, in order to establish and
verify the method we want to apply to the experimental data
of Sec. III. To do so, we fit the data points to the response of
a harmonic oscillator �Eq. �2��, which we rewrite as

Re�f� =
Re0

�1 − f2/f0
2�2 + ��f/f0�2 . �10�

From the best fit of the data points �shown in Fig. 2 for
our simulation example�, we extract the eigenfrequency f0

fit

=2.07 MHz and the damping coefficient �tot
fit =0.24. We will

motivate why we analyze the power spectrum, and not di-
rectly the radial oscillations, in Sec. III B.

C. Analysis of the resonance curve

From the resonance curve obtained in the simulation ex-
ample, we can determine the position where the amplitude of
the oscillation is maximum, i.e., the resonance frequency:
f res

curve=2.02 MHz. The best fit curve to the simulation data
displays a resonance frequency compatible within 1% error:
f res

fit =2.04 MHz. The resonance frequency is lower than the
eigenfrequency f0

fit=2.07 MHz because of damping, but the
shift remains very small. The resonance frequencies f res

curve

and f res
fit fully agree with the theoretical estimate �Table I�.

Second, the peak width is directly related to the total damp-
ing of the system �tot. A sharp peak indicates low damping,
whereas a broad peak indicates high damping. More pre-
cisely, the width f of the response peak at half the maxi-
mum amplitude obeys: f / f0=�tot. Measuring the width of

FIG. 1. Simulated response of a bubble of initial radius R0=2.8 �m to an
ultrasound wave of 1 kPa of different frequencies. Left: radius-time re-
sponse; right: power spectrum. The resonance frequency is at 2.07 MHz.
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the peak in Fig. 2 gives the following value for the damping
coefficient: �tot

curve=0.25, in excellent agreement with the the-
oretical value: �tot

th =0.24 and the value obtained from fit:
�tot

fit =0.24. This excellent agreement between the theory, the
simulation curve, and the fitting curve �Table I� shows that
our fitting procedure on the oscillation response is an accu-
rate method to extract both the eigenfrequency and the
damping coefficient.

For a linear oscillator, the phase lag � between the forc-
ing term and the oscillator response is, according to Eq. �1�,

tan � =
�tot

f0

f
−

f

f0

. �11�

If the oscillator is driven at frequencies well below reso-
nance, it is in phase with the driving force ��=0�. As the
frequency is increased towards resonance, the displacement
tends to lag behind the driving, so that at resonance the dis-
placement has a phase shift of � /2. When the oscillator is
driven at frequencies much greater than resonance, the dis-
placement is in antiphase with the driving force ��=��. In
principle, also measuring the phase difference between ultra-
sound driving and bubble response could be used to deter-
mine the resonance frequency of contrast bubbles from ex-
perimental data. However, this requires precise timing.
Therefore, presently we focus on the oscillation response.

III. EXPERIMENTS

A. The setup

The experimental setup is schematically drawn in Fig. 3.
A dilute solution of individual BR-14 contrast bubbles
�Bracco, Geneva� is prepared and injected through a capil-
lary fiber of 200 �m diameter immersed in water. The
bubbles are illuminated from below with an optical fiber and
an image is produced by an Olympus microscope with a
100� water-immersed objective and a 2� magnifier. We
carefully check that only single bubbles are present in the
field of view of the microscope. The image is relayed onto a
charge coupled device �CCD� camera for orientation and size
estimation, and simultaneously onto the Brandaris high-
speed camera.15 The camera can record six movies of 128
frames at up to 25 million frames/s. Furthermore, the camera
was designed to operate in a segmented mode, in fact spe-
cifically to accommodate microbubble spectroscopy. In prac-
tice the conventional single acquisition of 128 frames was
replaced by recording two segments of 64 frames each, or
four segments of 32 frames each. The camera houses
memory space for six conventional acquisitions of 128
frames, before the images are transferred to the PC. Using
two segments, this procedure results in the recording of 12
sets of 64 frames. Using four segments has the advantage of
an increased frequency resolution �24 instead of 12�, but re-
duces the sampling of the movies from 64 to 32 frames. The
camera is operated at a framing rate of 15 million frames/s.
The segmented mode allows us to construct a resonance
curve of the bubble in a single acquisition, in less than 1 s.

The experiments described here were always done
within 6 h after the preparation of the contrast bubbles. The
bubbles were introduced through the capillary fiber in the
focus of the microscope. Once we identified a single bubble,
we estimated its radius from the images of the CCD camera,
and estimated its approximate resonance frequency through
the Minnaert equation �Eq. �6��, taking into account that the
shell elasticity shifts the resonance frequency up. The bubble
was then subjected to a scan of 12 �or 24� different frequen-
cies, in a range of roughly 1 MHz below and above the ex-
pected resonance frequency. The contrast bubbles were in-
sonified from the side by a broadband single element

FIG. 2. The simulated response �solid line� of a free 2.8 �m gas bubble on
ultrasound bursts of 1 kPa, ranging in frequency from 1 to 3 MHz. The
dashed curve is the fit to a harmonic oscillator �Eq. �10�� giving f0

fit

=2.07 MHz and �tot
fit =0.24.

TABLE I. Comparison of the eigenfrequency f0, the damping coefficient
�tot, and the resonance frequency f res �related through Eq. �3��, from the
theory �Eqs. �5�–�9��, the simulation curve, and its fitting curve �Fig. 2�.

f0 �MHz� �tot f res �MHz�

Theory 2.06 0.24 2.03
Simulation curve ¯ 0.25 2.02
Fitting curve 2.07 0.24 2.04

FIG. 3. The experimental setup: an arbitrary waveform generator produces
ultrasound signals that are amplified by an amplifier and led to a transducer.
Contrast bubbles are injected through a 200 �m capillary fiber perpendicu-
lar to the plane of the figure. The contrast bubbles are imaged from the top
through a 100� objective and illumination is provided from the bottom.
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transducer �Precision Acoustics, PA081� with a center fre-
quency of 1.7 MHz and a calibrated range of frequencies
from 0.7 to 6 MHz. An arbitrary waveform generator
�AWG�, a Tabor 8026, connected to a PC, was used to pro-
duce the required waveforms, which were then amplified by
an ENI 350L amplifier. The length of the ultrasound wave-
forms was eight cycles, of which the first two and the last
two were tapered taking a Gaussian envelope. The bubbles
were investigated with sequential bursts of the ultrasound
waveforms, with an acoustic pressure kept as low as possible
to minimize nonlinear responses. In this paper, we present
only results at driving pressures lower than 40 kPa. This pre-
vented us from studying bubbles smaller than 1.5 �m in ra-
dius, since these bubbles do not oscillate significantly at
these small pressures.40 The pressures generated by the
broadband single element transducer were calibrated with a
0.2 mm needle hydrophone �Precision Acoustics, SN1033�.
To maintain a constant pressure in the focus, we compen-
sated for the frequency-dependent response of the transducer
by adjusting the amplitude of the waveforms of different
frequencies. The programming of the waveforms was done
in MATLAB. The waveforms were transferred to the AWG via
a general purpose interface bus �GPIB�.

B. Radius-time curves determination

From the images, we extract the radius-time informa-
tion. The radius-time curves of individual bubbles were mea-
sured using a so-called dynamic programming algorithm.29

The center of the bubble of interest is annotated in the first
frame of the recording. This center point was then used to
radially resample the bubble and its direct surrounding. The
resulting image was used as an input to the algorithm to find
the optimal path along the contour of the bubble. After trans-
forming the contour back into the recorded frame the average
bubble radius and corresponding center are determined. This
center point is then used to repeat the above procedure for
the next frame. After running through all frames the radius-
time curve of the bubble is obtained. Through a calibration
grid the conversion between pixels and micrometers is per-
formed.

To quantify the amplitude of oscillations of a bubble, the
simplest method would be to find the maximum and mini-
mum radial excursion during the insonation. However, in
experiments, this proved not to be the most accurate mea-
surement for several reasons. First of all, due to the finite
sampling frequency of the signal, there is a difference be-
tween the recorded extrema and their actual values. Further-
more, the extrema need to be determined from only a few
cycles of the bubble oscillation. Second, in experiments an
off-resonance oscillating bubble often shows an amplitude
overshoot in the first few cycles. Although we tried to mini-
mize this by using a Gaussian envelope, it is somehow arbi-
trary to choose which of the extrema shows the real ampli-
tude for that particular frequency and pressure. For all these
reasons, we rather work on the Fourier transform of the
radius-time curve. It also presents a maximum amplitude at
resonance, and since it is an integrated quantity over the full
R�t� signal, it is much less sensitive to the sampling rate and

to the short transients and overshoots of the R�t� curve. In the
following section we describe the subsequent analysis.

C. Data processing

From the images, the radius-time curves for each indi-
vidual bubble were measured for each frequency component.
An example of such a curve is shown in Fig. 4.

We treat the radius-time curves as in Sec. II B: for each
scanned frequency, we calculate the area in the power spec-
trum in a band around the maximum frequency, as the quan-
tifier of the amplitude of bubble oscillation �Fig. 4�. Plotting
the results yields an experimental resonance curve which we
fit to the linear oscillator expression �Eq. �10��. Three ex-
amples of such resonance curves are displayed in Fig. 5. We
then record for each experiment the two following fitting
parameters of Eq. �10�: the eigenfrequency f0 and the damp-
ing coefficient �tot. After careful selection �correct pressure,
no significant shrinking of the bubble by loss of gas during
insonation�, we present 22 experimental data points.

FIG. 4. Experimental radius-time curves �left column�, and corresponding
power spectra �right column�, for a bubble with an ambient radius of 1.7 �m
during a scan of insonifying frequencies.
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IV. RESULTS

A. Eigenfrequency

In Fig. 6, we report the eigenfrequency f0=�0 /2�, ob-
tained as explained in Sec. III C, for 22 experiments. As
expected, the measured eigenfrequencies decrease with the
bubble radius. They are also significantly higher than the
Minnaert frequency �Eq. �6��, which confirms the influence
of the shell. To quantify this influence, we fit the data points
to Eq. �5�. The best fit yields the following value of the shell
elasticity parameter: 	=0.54±0.10 N/m, the error bar com-
ing from the dispersion of the experimental data.

The value of 	 is fully compatible with the previously
reported values for Sonovue™. Using the model of
De Jong,22 which is similar to the model of Marmottant et
al.18 used here in the linear regime, Gorce et al.8 gave a
value of 	=0.55 N/m based on four analyzed samples. Mar-

mottant et al. derived from their model a value of 	
=1 N/m on a single example for the shell elasticity.

B. Damping

We now consider the damping coefficient, which is de-
rived from the experimental data points by fitting to Eq. �10�
�see Fig. 5�. The damping coefficient is determined as a func-
tion of the bubble radius. The variation in the data points is
not clearly correlated to the radius, so we rather present a
typical example for a bubble of resting radius R0=1.9 �m,
see Fig. 7.

Damping arises from various sources: reradiation of
sound by the bubbles, thermal diffusion, bulk, and shell vis-
cosity. In the example of Fig. 7, we compute from Eqs. �7�
and �8� �vis=0.032 and �rad=0.022, given the radius R0

=1.9 �m and the eigenfrequency f0=2.56 MHz. Thermal
damping is more difficult to express; from Ref. 30 and the
value of the thermal diffusivity for C4F10, we get �th=0.02.
These three sources give a contribution of 0.07 for the damp-
ing coefficient. We plot the resonance curve corresponding to
this value in Fig. 7: clearly, this curve is too sharp to fit the
data correctly, showing the significance of a fourth source of
damping, arising from shell viscosity. More precisely, the fit
to Eq. �10� with all free parameters gives a significantly
higher value of the total damping coefficient, namely �tot

=0.26. This implies a value of �shell=0.19 for the extra
damping through the shell: in this example, shell viscous
damping is thus responsible for 73% of the total damping; an
average, this proportion is 68%: the shell is therefore the
major source of damping. This result confirms existing
studies,31 which showed the significant influence of the shell
viscosity on the resonance properties of contrast bubbles. For
the total set of 22 data points the value of the shell damping
ranged from 0.05 to 0.4. The shell damping shows no clear
dependence with the radius, see Fig. 8�A�.

From �shell we can easily calculate the shell viscosity 
s,
see Eq. �9�. In the example of Fig. 7, this gives 
s=2.3
�10−8 kg/s. Analyzing all data points, we find a significant

FIG. 5. Experimental resonance curves for three different bubbles, and the
corresponding fits by Eq. �10�.

FIG. 6. Experimentally determined eigenfrequency, plotted vs bubble ra-
dius. The solid curve shows the Minnaert frequency �Eq. �6��. The dashed
curve shows the resonance frequency including shell elasticity. The best fit
with Eq. �5� yields the following value for shell elasticity: 	=0.54±
0.10 N/m.

FIG. 7. Example of an experimental resonance curve for a bubble with a
resting radius R0=1.9 �m. The solid curve is the fit to Eq. �10�, giving f0

=2.56 MHz and �tot=0.26. The dashed line shows the fit to Eq. �10� with an
imposed damping coefficient �tot=0.07 �see text� without shell damping.
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increase of the shell viscosity with the radius of the bubble
�see Fig. 8�B��, as already reported.13 However, plotting 
s as
a function of the dilatation rate of the shell offers a more
physical picture in terms of surface rheology. We estimate

the dilatation rate as: Ṙ /R��R /R0�2�f0R /R0, where
R is the maximum amplitude of the radial oscillations. We
plot 
s versus the estimated dilatation rate in Fig. 8�C�. The
plot shows a clear decrease of the shell viscosity with the
dilatation rate, which may be the signature of a rheological
thinning behavior of the phospholipid monolayer shell. Such
a behavior has already been observed for monolayers of
myristic acid32 and of poly�vinylacetate�.33 Furthermore, the
order of magnitude of the shell viscosity is 10−8 kg/s, which
is compatible with previously reported values of
0.72·10−8 kg/s8and 1.5·10−8 kg/s.18

V. DISCUSSION AND CONCLUSIONS

A. Accuracy of the measurements

We discuss here various sources of bias of the measure-
ments: shrinking of bubbles, compression-only behavior, and
uncertainty on the measured radius.

After each burst of ultrasound, some gas may escape
from the bubble, reducing the resting radius of the contrast
bubble. This unwanted effect is minimized by keeping the
ultrasound pressure as low as possible, yet high enough to be
able to distinguish the oscillation of the contrast bubble at
different frequencies. Great care was taken to verify that the
initial resting radius was equal to the final resting radius. In
our experiments, we only considered oscillations with a rela-
tive decrease in radius less than 10%, hence we assume that
the properties of the bubble do not change significantly dur-
ing the insonation cycle. There is also no difference seen in
an ascending or a descending frequency sweep.

Another difficulty is a nonlinear phenomenon referred to
as “compression-only” behavior,34 due to the shell mechani-
cal properties.18 In the data analysis we included only data
for which the ratio between the maximal extension and com-
pression from the equilibrium radius is higher than 0.9: com-
pression only is then negligible.

There is also an uncertainty in the resting radius: since it
equals only a few microns, bubbles behave like Mie
scatterers35 hence they create a complicated combination of
diffraction and scattering in the focal plane of the camera.
This leads to some uncertainty in the image analysis, since
the transition in contrast between bubble and background is
gradual. The edge detection, described in Sec. III B, at the
dark-bright interface at the edge of the bubble will in many
cases not give the correct initial bubble radius. Only in the
case of in-focus, on-axis, incoherent illumination with a suf-
ficiently high imaging resolution will the lowest cost at the
dark-bright interface give the correct bubble radius estima-
tion. In all other cases, the cost needs to be slightly different,
depending on the imaging system characteristics like system
coherency, objective NA, and abberations �like focus error�.
In our case we estimate the error we make in the radius
estimation at around 10%.

B. Nonlinear pressure and wall effects

The frame rate of 15 million frames/s that was used in
the experiment enabled us to resolve the oscillations of the
bubbles, to get precise power spectra �Fig. 4�, and resonance
curves �Fig. 5�. We extract a resonance frequency by fitting
the observed resonance curves with a linear oscillator re-
sponse, neglecting the nonlinear influence of the acoustic
amplitude, which may be questionable: numerical calcula-
tions for uncoated bubbles show that resonance curves be-

FIG. 8. �A� Experimentally determined shell damping �shell, plotted vs the ambient bubble radius R0. �B� Experimentally determined shell viscosity 
s, plotted
vs the ambient bubble radius R0. �C� Plot of the shell viscosity as a function of the estimate of the dilatation rate 2�f0R /R0.
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come asymmetrical �skewed�, and the maximum shifts to a
lower frequency. For a driving pressure of 40 kPa the rela-
tive decrease of the resonance frequency has been reported to
be as large as 10%.36,37 To address this question for coated
bubbles, we perform the same simulation as in Sec. II B with
Pa=40 kPa, which is the maximum value used in experi-
ments, and compare the resonance curve with the one of Fig.
2 �see Fig. 9�. We find no significant difference, neither in
eigenfrequency nor in damping coefficient: the shell elastic-
ity seems to counterbalance the nonlinear effect of pressure.

The presence of the top capillary wall, against which the
bubbles rest because of buoyancy, is also expected to affect
the resonance frequency.38,41 As a first approximation, the
wall can be modeled as an image bubble, which yields the
following prediction of the eigenfrequency of a bubble in
contact with a wall: fwall= f0

�2/3�0.82f0.39 More precisely,
we compare the bubble response to an acoustic pressure of
amplitude 1 kPa with and without wall in the same figure,
Fig. 9. It shows indeed that the eigenfrequency is lowered in
the presence of the wall by this factor 0.82. Therefore, the
wall tends to lower the resonance frequency; this means that
the shell elasticity, 0.54 N/m, that we measured by fitting the
experimental data �Fig. 6�, is underestimated.

C. Conclusions

We have presented a new, optical method to determine
the resonance frequency of individual ultrasound contrast
agents bubbles. This method relies on the use of an ultrahigh
speed camera, fast enough to resolve bubble oscillations at
several Mfps. We operate the camera in a segmented mode,
and scan the frequency over the bubble resonance. The
bubble response is then recorded at each frequency, and ana-
lyzed to construct its resonance curve, from which a reso-
nance frequency as well as a damping coefficient are ex-
tracted. The results confirm the influence of the viscoelastic

properties of the shell on bubble behavior: The shell elastic-
ity increases the resonance frequency compared to the un-
coated bubble case and the shell viscosity proves to be a
significant source of damping. Moreover, we showed that the
shell viscosity increases with the bubble radius and sug-
gested an explanation in terms of surface rheology.

The measured value of the shell elasticity, 0.54 N/m,
and the order of magnitude of the shell viscosity, 10−8 kg/s,
are in good agreement with previous, independent measure-
ments, giving confidence in this method as an efficient probe
of bubble shell properties.
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